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where . = E[X*] is the kth moment of X. The relationship can be seen as follows:

my(t)=E [e'X] = f e’ px(x)dx

2 rxk |
=/ Z pr(x)dx = ZE/t"xkpx(x)dx
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! 2.2.5 Random Number Generation

If X ~ N(0, 02 is a Gaussian random variable, then m y(1) = ° /2. a(\_g/f \ ~ n
—_—

One of the basis tasks in stochastic simulations is to generate a sequence of ran-
dom numbers satisfying a desired probability distribution. To this end, one first
seeks to generate a random sequence with a common uniform distribution in (0, 1).
There are many available algorithms that have been well studied. The algonthms in
practical implementations are all deterministic (typically using recursion) and can
therefore at best mimic properties of uniform random variables. For this reason.
the sequence of outputs is called a sequence of pseudorandom numbers. Despite
some defects in the early work, the algorithms for generating pseudorandom num-
bers have been much improved. The readers of this book will do well with existing
software, which is fast and certainly faster than self-made high-level-language rou-
tines, and will seldom be able to improve it substantially. Therefore, we will not
spend time on this subject, and we refer interested readers to references such as
{38, 59, 65.87].

For nonuniform random variables, the most straightforward technique is via the
inversion of a distribution function. Let Fx(x) = P(X < x) be the distribution
function of X. For the simple case where Fy is strictly increasing and continuous,
then x = F/\T] (u) is the unique solution of Fy(x) = u,0 < u < 1. For distributions
with nonconnected support or jumps, Fy is not strictly increasing, and more care is
needed to find its inverse. We choose the left-continuous version

Fyl(u) 2 inf{x : Fy(x) > u}. Q2.7

4{ ‘ “n W state here the following results that justify the inversion method for generating
Con
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nonuniform random numbers.

Proposition 2.11. Let Fy(x) = P(X < x) be the distribution function of X. Then

i

the following results hold. 157\ : t me -—-f;mu R ‘)[ F‘)(
25”@, no

® u < Fy(x) & F¢'(u) <x.
e [fU is uniformin (0, 1), then F;] (U) has distribution function Fyx.
o If Fx is continuous, then Fy(x) is uniform in (0, 1).

us to generate X as F;I(U). I'he most common case is an Fy that is contingous
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and strictly increasing on an interval, F (’L) - B
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The part that is mainly used in simulation is the second statement, which % ‘ AWZ’
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