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About this release

This document contains the release notes in support of TotalStorage® Productivity
Center for Replication V3.4.1.3.
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Prerequisites
Prerequisites for this release are the same as for TotalStorage Productivity Center
for Replication V3.4.

Note: Connecting DS8000™ storage systems using the Hardware Management
Console (HMC) on TotalStorage Productivity Center for Replication version
3.4.1.x will be officially supported in TotalStorage Productivity Center for
Replication V4.1.
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Fixes

This section describes current fixes for the product.

An issue was found affecting the Recover processing of ALL TotalStorage
Productivity Center for Replication sessions that use Global Mirror

This issue might affect users who have Global Mirror sessions as part of
their solution. Global Mirror sessions include the following:
v Global Mirror Single Direction
v Global Mirror Failover/Failback
v Global Mirror Failover/Failback with Practice
v Metro Global Mirror

A severe issue has been identified during the processing of a Recover
command, in which consistency group formation for a Global Mirror
session is stopped or abruptly terminated. This problem might result in
TotalStorage Productivity Center for Replication incorrectly reverting the
FlashCopy® relationships. Although this is an unusual event, it is strongly
encouraged that all users running Global Mirror apply this fix to ensure
that the Recover process provides data consistency across the session.

Errors during a Recover or Flash of a TotalStorage Productivity Center for
Replication Global Mirror session caused the TotalStorage Productivity Center
for Replication server either to stop responding, or to remain stuck in a
Recovering or Flashing state.

This issue was addressed by APAR IC59152.

In previous releases, an error during the Recover or Flash command of a
TotalStorage Productivity Center for Replication Global Mirror session
caused the TotalStorage Productivity Center for Replication server to do
one of the following:
v Stop responding
v Remain in a Recovering or Flashing state

When the Recover or Flash experienced an error (for example, failure to
perform a failover because of a limited number of logical paths from the
secondary site back to the primary site) and also had a configuration in
which an H1 storage system had targets on multiple I2 storage systems,
then an internal error prevented TotalStorage Productivity Center for
Replication from updating the pair states. This caused TotalStorage
Productivity Center for Replication to continually loop on actions, in an
attempt to recover the session and remain in the Recovering or Flashing
state. With this fix, TotalStorage Productivity Center for Replication will
more efficiently handle errors during the Recover or Flash process, so that
you can issue a new Recover or Flash, and take the appropriate manual
actions to ensure the data is consistent.

Start H2->H1 for a TotalStorage Productivity Center for Replication Global
Mirror Failover/Failback with Practice session might cause a full copy from H2
back to H1.

In previous releases, the Global Mirror Failover/Failback with Practice
session might perform a full copy after doing the following:
v Recovering to the secondary site
v Issuing a Start H2->H1 command
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This fix resolves a known issue with the Start H2->H1 command. It
prevents a full copy, and only updates the tracks that have been modified
on the H2 or H1 volumes.
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Known issues and workarounds

This section describes current known issues with the product and associated
workarounds.

A Global Mirror session is stuck in a Preparing state.
There is a known issue in which a Global Mirror session might get stuck in
a Preparing state when you issue a restart (Start H1->H2). This occurs after
you have successfully recovered to H2, but the H1 box is down and the
TotalStorage Productivity Center for Replication server cannot
communicate with it. Do not issue a Start command unless all of the
source devices for the Start are successfully communicating with the
hardware.

TotalStorage Productivity Center for Replication does not explain why the
Global Mirror portion of the session does not start correctly.

There is a known issue in which if the H2 box in a Metro Global Mirror
session does not have the Global Mirror microcode enabled, TotalStorage
Productivity Center for Replication does not issue an error message to let
you know why the Global Mirror portion of the session does not start
successfully, and the session does not reach a Prepared state. Ensure the
H1 and H2 storage systems in the Metro Global Mirror configuration have
the Global Mirror feature enabled.

An error occurs during the Start command when restarting the session after a
suspend while running H1->H3.

There is a known issue in which during a Metro Global Mirror session,
TotalStorage Productivity Center for Replication attempts to establish the
pairs with an incorrect option. This causes an error on the Start command
when you restart the session after a suspend command when running
H1->H3 due to an Incremental resynchronization. The error on the start
does not affect the actual command, and the pairs are successfully started
on the hardware.

When connectivity is lost, only the source storage system presents a
disconnected message for a device on a Global Mirror session.

There is a known issue in which only the source box presents a
disconnected message for a device on a Global Mirror session when you
lose connectivity. If the target box loses connectivity, a message will not be
displayed. This does not affect the status of the session, since the Global
Mirror source controls the consistency group formation, and TotalStorage
Productivity Center for Replication can manage the Global Mirror session
through the source box.

After you upgrade a standby server, users that no longer exist might reappear.
There is a known issue where after upgrading a standby server, users that
no longer exist may end up reappearing. If you modify the users on a
standby server by deleting users, upgrading the standby server may result
in the deleted users reappearing. After upgrading the standby, ensure that
the users are correct.

You receive an 0f88 error when you start a session using Global Mirror, where
Space Efficient volumes are used as the J3 volumes.

There is a known issue in which when you start a Global Mirror session
using Space Efficient volumes as your J3 volumes, and the H2H3 pairs for
those copy sets using the Space Efficient volumes do not start successfully,
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a restart to the session will fail with an 0f88 error. This occurs because the
FlashCopy pairs were previously established, and a full copy of the H2H3
Global Copy pairs is necessary. To restart the session, you need to
manually delete the FlashCopy pairs (using either the DSCLI or DSGUI)
and then reissue the Start command to the session.

For any DS8000 devices connected to an HMC, the heartbeat could trigger a
freeze on the hardware and application impact for the duration of the long busy
timeout timer, if the HMC is shut down for any reason

When connecting to a DS8000 using an HMC device versus a direct
connection via Ethernet, caution should be used when activating the
heartbeat between the TotalStorage Productivity Center for Replication
server and the DS8000. On the Advanced Tools panel, the server’s
heartbeat can be enabled. If any DS8000 devices are connected using an
HMC, the heartbeat could trigger a freeze on the hardware and application
impact for the duration of the long busy timeout timer, if the HMC is shut
down for any reason. Since the HMC is external to the actual DS8000
device there may be situations where the HMC shuts down or needs to be
shut down, such as in a microcode upgrade.

If an HMC connection is necessary to support an IPV6 environment, and
the heartbeat function is required, it is recommended to always use a dual
HMC configuration to help guarantee that one of the HMC devices is
connected.

If planned maintenance is necessary on the HMC, it is strongly
recommended that the you disable the heartbeat function on the
TotalStorage Productivity Center for Replication server while the
maintenance is performed.

If the HMC you use to connect to the DS8000 needs to go down frequently
or ends up rebooting frequently, it is recommended that the TotalStorage
Productivity Center for Replication server heartbeat be disabled unless
absolutely required and the risk of application impact due to a
non-disaster related shutdown has been properly assessed.

If the heartbeat is vital for your application, than the recommended
interface would be a direct connection interface unless IPV6 is also
required.

The TotalStorage Productivity Center for Replication server may need to be
restarted if the Metro Global Mirror session fails to update the pair state.

There is a known issue when running a TotalStorage Productivity Center
for Replication Metro Global Mirror session and the H2 volumes are
connected using an HMC connection that loses connectivity. Due to the
disconnect the pairs using the H2 volumes will show as unknown, but
after connectivity is regained to the HMC, the pairs might remain in an
unknown state. The problem is due to an internal deadlock in the
processing code. If the pairs fail to update their pair state and the session
fails to respond to commands, then restart the TotalStorage Productivity
Center for Replication server.

Rebooting a logical partition on the DS8000 device briefly causes a loss in
connectivity to the TotalStorage Productivity Center for Replication

There is a known issue when running TotalStorage Productivity Center for
Replication with a DS8000 device connected using an HMC device and a
logical partition (LPAR) on the DS8000 is quiesced and resumed. It appears
that when the LPAR is resumed, TotalStorage Productivity Center for
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Replication briefly loses connectivity to the DS8000 device. If the
TotalStorage Productivity Center for Replication server has the heartbeat
enabled to the device this could lead to a freeze and application impact for
the duration of the long-busy timeout timer.

If an LPAR needs to be quiesced and the heartbeat function on the
TotalStorage Productivity Center for Replication server is required, it is
highly recommended that the heartbeat be disabled during the quiesce and
not be re-enabled until after the LPAR is resumed.

After several reboots and restarts of the HMC, the console logs indicate that the
DS8000 communication has been lost.

There is a known issue when running TotalStorage Productivity Center for
Replication with a DS8000 device connected using an HMC, and the HMC
is rebooted or restarted while TotalStorage Productivity Center for
Replication is connected, the connection might appear to disconnect and
reconnect several times before finally keeping the connection. The console
logs will state that the communication is lost to the device and followed
shortly by the device being accessible.

If it is necessary for the HMC to be rebooted or upgraded and the
heartbeat on the TotalStorage Productivity Center for Replication server is
enabled, it is recommended that the TotalStorage Productivity Center for
Replication heartbeat is disabled prior to rebooting the HMC to prevent the
heartbeat from causing a freeze that will impact application for the
duration of the long busy timeout timer.

While modifying your single HMC configuration to a dual HMC configuration,
the DS8000 device might be temporarily disconnected.

There is a known issue when running TotalStorage Productivity Center for
Replication with a DS8000 device connected using a single HMC. If you
modify the connection to add a secondary HMC in a dual HMC
configuration, the connection to the device might be temporarily lost. In
order to modify the connection from a single HMC to a dual HMC,
TotalStorage Productivity Center for Replication must break the connection
to the device, and then reestablish the connection. This causes the device to
show as disconnected until the new dual connection is complete.
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Appendix. Notices

This information was developed for products and services offered in the U.S.A.

IBM® may not offer the products, services, or features discussed in this document
in other countries. Consult your local IBM representative for information on the
products and services currently available in your area. Any reference to an IBM
product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product,
program, or service that does not infringe any IBM intellectual property right may
be used instead. However, it is the user’s responsibility to evaluate and verify the
operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter
described in this document. The furnishing of this document does not give you
any license to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation
North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte (DBCS) information, contact the IBM
Intellectual Property Department in your country or send inquiries, in writing, to:

IBM World Trade Asia Corporation Licensing
2-31 Roppongi 3-chome, Minato-ku
Tokyo 106, Japan

The following paragraph does not apply to the United Kingdom or any other
country where such provisions are inconsistent with local law:
INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS
PUBLICATION “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER
EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED
WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS
FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of express or
implied warranties in certain transactions, therefore, this statement may not apply
to you.

This information could include technical inaccuracies or typographical errors.
Changes are periodically made to the information herein; these changes will be
incorporated in new editions of the publication. IBM may make improvements
and/or changes in the product(s) and/or the program(s) described in this
publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for
convenience only and do not in any manner serve as an endorsement of those Web
sites. The materials at those Web sites are not part of the materials for this IBM
product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it
believes appropriate without incurring any obligation to you.
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Licensees of this program who wish to have information about it for the purpose
of enabling: (i) the exchange of information between independently created
programs and other programs (including this one) and (ii) the mutual use of the
information which has been exchanged, should contact:

IBM Corporation
MW9A/050
5600 Cottle Road
San Jose, CA 95193 U.S.A.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The licensed program described in this information and all licensed material
available for it are provided by IBM under terms of the IBM Customer Agreement,
IBM International Program License Agreement, or any equivalent agreement
between us.

Any performance data contained herein was determined in a controlled
environment. Therefore, the results obtained in other operating environments may
vary significantly. Some measurements may have been made on development-level
systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurement may have been
estimated through extrapolation. Actual results may vary. Users of this document
should verify the applicable data for their specific environment.

Information concerning non-IBM products was obtained from the suppliers of
those products, their published announcements or other publicly available sources.
IBM has not tested those products and cannot confirm the accuracy of
performance, compatibility or any other claims related to non-IBM products.
Questions on the capabilities of non-IBM products should be addressed to the
suppliers of those products.

All statements regarding IBM’s future direction or intent are subject to change or
withdrawal without notice and represent goals and objectives only.
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