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About thisguide

The IBM System Storage DS8000 Storage Replicatidapter for VMware SRM Installa-
tion and Users Guide provides information that &elpu install and configure Storage Rep-
lication Adapter.

Who should use this guide

The IBM System Storage DS8000 Storage Replicatidapter for VMware SRM Installa-
tion and Users guide is intended for system admnai's or others who install and use the
VMware Site Recovery Manager with IBM System Ster&S8000. Before installing and
using the Storage Replication Adapter for DS80Gfy ghould have an understanding of
storage area networks (SANs), DS8000 Metro Mirrop¥Services and the capabilities of
your storage units. For more information on howse Metro Mirror and Global Mirror
Copy Services, refer to IBM System Storage DS80@dniistration guide that can be
downloaded from http://www.ibm.com.
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1. Overview

VMware Site Recovery Manager in conjunction wittMB>S8000 Storage Replication
Adapter provides a Disaster/Recovery solution fhware environments, based on hard-
ware replication features provided by the storaggyawhich in DS8000’s case are Metro
Mirror and Global Mirror. VMware SRM communicateghvthe DS80000 Storage Array
to manage data replication (Metro Mirror and Gloldairor), test host data consistency at
the recovery site and to failover volumes to recgsite and bring up the virtual machines,
in case of a disaster.

a. IBM DS8000 SRA Functional Block Diagram

CIM
AGENT
VMware SRM INTERFACES CZ;\ (DS OPEN API)
SITE RECOVERY <:> command.p/
IBMStorageService <:> ESSNI C:> 1BM
MANAGER discoverArrays.pl

Client DS8000

discoverLuns.pl ﬁ

testFailover.pl

SRA Configuration

failover.pl

Figure 1

VMware Site Recovery Manager plug-in communicatél Vi8M DS8000 Storage Replica-
tion adapter via five Perl script interfaces wiammand.pl, discover Arrays.pl, discover-
Luns.pl, testFailover.pl and failover.pl. The DS8000 SRA implements the interfaces in a
manner to collect and parse the input informatromfVMware SRM and pass the informa-
tion to IBMStorageService module (IBMStorageSeryarg.

command.pl — Calls the appropriate Perl script from the remma four, depending on the
incoming request from SRM.

discoverArrays.pl — This interface is called bgommand.pl for an array discovery request
from SRM to DS8000 SRA, this Perl script in turti€éhe appropriate function within the
IBMStorageService module, supplying it with relevarput information.



discoverLuns.pl — This interface is called bcommand.pl (at protected sit for all replicated
LUNS’ (that are participating in SRM) dovery request from SRM to DS8000 SRA, t
Perl script in turn calls the appropriate functwithin the IBMStorageService module w
relevant input information, to report all repliedt(MM/GM) LUNSs that are mapped
“VYMware” type hosts.

testFailover.pl — This interface is called tcommand.pl (at recovery site) when SRe-
guests a test operation on the replication targj@sPerl script in turn calls the appropri
function within the IBMStorageService module withavant input informatio

failover.pl — This interface is called kcommand.pl (at recovery site) when SRM reques
recovery operation, this Perl script in turn cétls appropriate function within the IBNo-
rageService module with relevant input informatioraccomplish the failow.

The IBMStorageService module communicates withhB88000 device via CIMOM/SMI.
agent and ESSNI interfac

b. IBM SRA and VMware SRM Implementation

Site 1 - Protected Site 2 - Recove

Protected SRM
Server

Recovery SRM
Server

CIMOM/ESSNI CIMOM/ESSNI

Figure 2



2. Planning

a. Supported Configurations

This version of DS8000 Storage Replication Adaptgports Metro Mirror and
Global Mirror features and Space Efficient Volunjegth appropriate licenses
installed and activated). MGM (Metro Global Mirrde€ature is not supported

This version of SRA does not suppual image DS8000 storage arrays. Multi-
array Metro Mirror and/or Global Mirror is not sugpped

b. Installation overview
The steps for implementing the IBM System Stora@3@O0 Storage Replica-
tion Adapter for VMware SRM software must be condein the correct se-
quence. Before you begin, you must have experigniteor knowledge of ad-
ministering an IBM DS8000.

Complete the following tasks:

1. Verify that the system requirements are met.
2. Install the IBM System Storage DS8000 Replicatiatapter software.
3. Verify the installation.

4. Create appropriate sized target set volumes orettevery site DS8000 and
create Metro Mirror/Global Mirror relationships faeten the source volumes at
the protected site and target volumes at the regmite. For more information
on Metro Mirror/Global Mirror Copy Services refer iBM System Storage
DS8000: Copy Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246E88.

Note: For more information on how to install DS Openl ABIM Agent) refer to
DS Open API Installation and Configuration Guide.

c. System requirements

Ensure that your system satisfies the followinginemments before you install
the IBM System Storage™ DS8000 Storage Replicauapter for VMware
SRM software on a Windows Server 2003 operatintesys

The following software is required:



1. If the DS8000 storage is running firmware v2.4aiet, it is recommended
the SRA connect to the embedded CIMOM running enHMC.

2. DS8000 with Microcode version 2.4 or later instaeth the Metro Mir-
ror/Global Mirror feature licenses installed antivated at protected and recov-
ery site DS8000s and FlashCopy feature licenséalled and activated on the
recovery site DS8000.

3. If the user wants SRA to use SE volumes duringféglsiver operations and
for FlashCopy volumes for Global Mirror, Space E&i#fnt volume feature must
be enabled on the DS8000

4. IBM System Storage DS8000 Storage Replication Astagaiftware version
1.1.

5. VMware vSphere Virtual Center Server v4.0 or lamth Site Recovery
Manager 4.0 or later Plug-in must be installed teefou install the DS8000 Sto-
rage Replication Adapter.

Note: For more information on how to install VMware Wial Center Server and
Site Recovery Manager Plug-in, refer VMware Virt@nter installation and
administration guide.

d. VMware SRM/IBM DS8000 SRA and Other DR Solutions’
Coexistence
Due to the current DS8000 design limitation of omhe Global Mirror session
per array, it becomes important to make sure b&hsBlutions work properly in
a given environment. If the Global Mirror sessiamsists of VMware and other
open system volumes, then the failover operatidraiad from one solution will
impact all volumes that are part of that Globalrglirsession and thus impacting
the other DR solution.

3. Installation

a. Installation of IBM System Storage DS8000 SRA software
This section includes the steps to install the IBistem Storage DS8000 Sto-
rage Replication Adapter for VMware SRM software.

You must satisfy all of the prerequisites thatlested in the system requirements
section before starting the installation. Perfolma tollowing steps to install the
IBM System Storage DS8000 Storage Replication Astafdr VMware SRM
software on the Windows server.



1. Log on to Windows Server where VMware Virtual Cererver and Sto-
rage Replication Manager are installed, as an adtrator.

2. Double click on IBMDS8KSRA.exe that you downloadedtart the instal-
lation process.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In... B3

Welcome to the InstallShield Wizard for IBM
Sypztem Storage DSB000 Storage Replication
Adapter for YMware SEM 4.0

The InstallShield wWizard will install IEM Syztem Storage
[58000 Storage Replication Adapter for Wiware SRR 4.0
on your computer. To continue, click Mest.

< Hack

Caticel |

3. Click Next to continue. The License Agreement panel is digalaYou can
click Cancel at any time to exit the installation. To move baokprevious
screens while using the wizard, cliBlack.




IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In... B3

License Agreement vu

Pleaze read the following license agreement carefully. |-"51- -

International Licenze Agreement for Mon ananted Programs ﬂ
Part 1 - General Termsz

By DOWMNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING OM A
SACCEFT" BUTTON. OR OTHERWISE USING THE PROGRAM. LICEMSEE AGREES
TO THE TERMS OF THIS AGREEMENT. IF ¥0U ARE ACCEPTING THESE TERMS
OM BEHALF OF LICEMNSEE, YOU REPRESENT AMD wWARRANT THAT YOU HAVE
FULL AUTHORITY TO BIND LICENSEE TO THESE TERMS. IF¥0U DO NOT AGREE
TO THESE TERMS,

00 WNOT DOVWMLOAD, INSTALL, COPY, ACCESS. CLICK OM AW "ACCEPT" L‘

FIITT L AP e TE mEae AL Lk

&+ | accept the tems of the license agreement Frint |

" | do hiot-accept the terms of the license agreement

| metallEhield

< Back | Hest > I Cancel I

4. Read the license agreement information. Selecthvengtou accept the terms
of the license agreement, and clidkxt. If you do not accept, you cannot con-
tinue with the installation.

5. The Customer information page is displayed. Erterappropriate user and
organization names.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In... B3

Customer Information n

Pleaze enter your information. s

Flease enter your name and the narme of the cornpany for whick you worl:,

Uzer Mame:

|DSLI

Company Mame:

||E=M

|atallZhield

< Back | Hest > I Cancel l




6. On the next page, select the install locationier $RA. ClickChange to

changehe default install location. Once done clidkxt.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In...

d
Choosze Desztination Location ‘ !

-

Select folder where zetup will install files, ! I"“- -

C. ‘—} Install [BM Spstem Storage DS2000 Storage Feplication &dapter for

Ch acrptshSANSBMDS 8000

|atallZhield

< Back | Mest > | Cancel l

Choese Folder v for ¥Mware SRM 4.0 - In... B3
Pleass select the installation foldet . ‘ !

g

Path: : ‘h

I —\Program Files\WMware|YMware wiZenter Site Recovery

tior Adapter for

2]

Direckories:

{7} callouts
) database

=) SAN —
fT IBMDSE000
AT v T

7. On the next page clidistall to initiate the installation process.
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IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - T

Ready to Install the Program ‘

—

The wizard is ready to begin installation. ! I"“- -

Click Inztall to begin the installation.

If yiaw want bo review o change any of wour installation settings, click Back. Click Cancel to exit
the wizard.

| metallEhield

< Back

Canicel I

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - In... B3

Setup Status w

The InstallShield '/izard is installing IBM System Storage DE8000 Storage RBeplication
Adapter for Ytware SRR 4.0

Irnistallirg

A hacniptsSSANABMD S B0004 e bintipinpp: di

|atallZhield
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8. After the install completes, clidkinish. If necessary, the InstallShield Wi-
zard prompts you to restart the system.

IBM System Storage DS8000 Storage Replication Adapter for ¥Mware SRM 4.0 - Install...

Install5hield Wizard Complete

The InstallShield Wizard has successfully installed 1B System
Storage DSEO00 Storage Replication Adapter for Whware
SRM 4.0. Click Finizh to exit the wizard.

Capze]

b. Un-Installation of IBM System Storage DS8000 SRA Software

You must use the Storage Replication Adapter ilaiah executable to uninstall
the IBM System Storage DS8000 Storage Replicatidapter software from the
Windows server. Perform the following steps to stail the software:

1. Log on to the Windows server as the local adstiator.
2. Double-click on the IBMDS8KSRA.exe and selecthriRee.

3. Click Finish on the final screen to complete timnstall. If necessary, Install-
Shield will prompt the user to re-start the system.

c. Configuring the Storage Replication Adapter
The installation of IBM DS8000 SRA creates a sluotthamed
“IBMDS8000SRAULil.exe” on the desktop.

Important: The configuration utility must be run on recoveitg &/C to configure
the recovery site SRA only.

Double clicking the short-cut will bring-up the widow below.

12



& ]|
Test ExtPool ID (Px) I
Failower Policy (R2fR3) I

h

Pre-Configured Metro Mirror Eny, Settings

Failowver ExtPool ID (Px) I
[ Metro Mirror Eree, OMLY
SpaceEfficient Maode (Yes/Ma) I ™ Pre-CorFigured Metra Mirrar Env.
[~ Space-Efficient Metra Mirror Yals
Zurrent Settings [ Foree Failover ta B3 (MM Only)
Test ExtPool [D: . .
; . Global Mirror Env, Settings
Failower Policy: ?
Recovery ExtPool [D: ™ TPC-R for GlobalMirror
wpaceEfficient Mode: [ @lobal Mirrar Er, Onily

Cancel |

The configuration utility has to be configured la¢ RECOVERY Site, before the
user configures SRM with the array. The environneart be configured to be a
pre-configured environment (supported only with iMetMirror replication
method), where the user pre-creates the snapshgst taolumes (and/or R3
recovery volumes) and pre-maps the volumes to 8% &erver(s) at the recovery
site, a mixed Metro Mirror and Global Mirror envmments, or a non-precreated
environments where the SRA creates/deletes and smggshot volumes during
test failover and R3 recovery operations.

For Metro Mirror only and pre-created environmend @0 inform SRA that pre-
created snapshot volumes are Space Efficient, tsdlexz options on the
configuration utility screen as follows .
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Test ExtPool ID (Px) I
Failower Policy (R2/R3) I

h

Pre-Configured Metro Mirrar Env. Setkings

Failowver ExtPool ID (Px) I—
v Metro Mirror Enee, OMLY
SpaceEfficient Mode (e s/MNa) I— ¥ Pre-Configured Metro Mirrar Ens,
v Space-Efficient Metro Mirror Yols
Current Setkings ™ Force Failover to B3 (MM Only)
TE_St ExtFo ':'_1 ID: Global Mirror Env, Settings
Falawer Policy:
Recovery BExtPool ID: ™ TPC-R For GlobalMireor
ApaceEfficient Maode: [ clobal Mirror Erve, Conly

Zancel |

For standard volumes use, un-check the “Spacetié&ittidvietro Mirror Vols” op-
tion. The Metro Mirror Only pre-configured enviments option assumes the
Metro Mirror relationships are synchronized, tmashot target (R3 recovery)
volumes created, FC maps created between the N&tror target and snapshot
volumes, and map the snapshot volumes are mapptbe t8SX server(s) at the
recovery site.

The FC maps must be created with “-record” “-pé&iaptions so that SRA will
just have to re-fresh the FC map(s) during tesov¥ar and R3 recovery opera-
tions.

Note: Metro Mirror only pre-created environmentdl wiways do an R3 recovery.

Once the user has selected the required optioek, @K. To confirm/check the
configured options, re-start the DS8000 configoratitility.

For non pre-created environments, the user neeais-theck all “Pre-Configured
Metro Mirror Env. Settings” options, and input tagpropriate values for Test Ex-
tPool ID, Failover Policy, Failover ExtPool ID aspaceEfficient Mode options.
Example configuration screen below ...
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Test ExtPool ID (Px) I FS

Failower Policy (R2/R3) I RS
Failower ExtPool 1D (Px) I Pa

h

Pre-Configured Metro Mirror Env. Settings

[T Metra Mirror Envse, ORLY

SpaceEfficient Maode (YesiNa) [ yad| ™ Pre-Configured Metra Mirrar Ervy,
™ sSpace-EFficient Metra Mirrar Yols

Current Settings [ Foree Failover bo B3 (MM Only)

g:j?E\E;::PPDDE]chEE: Elobal Mirrar Enee, Settings

Recowery ExtPool [D: [T TPC-R For GlobalMirrar

wpaceEfficient Mode: [~ Global Mirrar Eree, Ol

2 Cancel

Click OK to confirm the selections. To confirm @omdchange the options re-start
the configuration utility. The current selectionsl Wwe displayed under “Current
Settings” as shown below.

3 B3

Test ExtPool I (Px) I Pa

Failowver Policy (R2/R3) I R3

Pre-Configured Mekro Mirror Eny, Settings
Failower ExtPool 1D (Px) I Pa

h

[ Metra Mirror Enve, ORLY

SpaceEfficient Mods (Yes/MNo) [ves r Pre-Configured Metro Mirror Env.
[~ Space-Efficient Metra Mirror Yals

Current Settings [ Foree Failover ko B3 (MM Only)

EEEE‘EFE:PPDDEECIEE: gi lobal Mirror Env. Sektings

Recovery ExtPool [D: P2 ™ TPC-R For GlobalMirror

ApaceEfficient Maode: Yes [T clobal Mirror Eny, Only

Canicel |
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Click OK to submit changes or click Cancel to letive selections unchanged. If
“R2” is input for Failover Policy any input in “Hawver ExtPool ID” field is ig-
nored.

For mixed Metro Mirror and Global Mirror environntsnthe selections should be
as shown below...

&
Test ExtPool 1D (Px) IPB T___ = =
Failover Policy (R2(R3) |R3 —_— ===

Pre-Configured Metro Mirror Env. Settings

Failower ExtP ool 1D (P} I Pa
I~ Metra Mirvor Ery, OMLY

SpaceEfficient Made (Yes (M) | ves I¥ Pre-Corfigured Metra Mirror Env.
Iv¥ Space-EFficient Metra Mirror Yals

Zurrent Setkings I Force Failover to B3 (MM Orly)

E:EE\%::PI:‘DDEECIEE: Global Mirror Emee, Settings

Fecovery ExtP ool ID: I TPC-R For GlobalMirrar

=paceEfficient Mode: I Global Mirrar En, Omly

Zancel |

If the users choose to use TPC-R in conjunctioh Wi¥lware SRM, using the former to
recover DS8000 volumes for non-VMware environmevith single global mirror
session, then configure the SRA as shown below...
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Tesk ExtPool ID (P IPB T _— =
Failower Palicy (RE/R.3) IF —_ =T ==x

Pre-Configured Mekro Mirror Env, Settings

Failower ExtPool ID (P I Pa
[T Metro Mirror Eree, OMLY

SpaceEfficient Mode (Yes/MNo) [ ae [ Pre-Configured Metra Mirrar Eny.
[~ Space-Efficient Metra Mirror Yals

Current Sekkings [~ Fatee Failaver ko B3 (MM Orly)

g:jiE\Er::PPDDE]chEE: Global Mirror Eny, Settings

Recovery ExtFool [D: [¥ TPC-R For GlabalMirror

SpaceEfficient Mode: [¥ Global Mirrar Enve. ol

Cancel |

In this configuration, the user needs to set-upethdgronement for TPC-R, before setting-
up SRM and SRA.

SRM'’s Test Failover operation has no dependencyRE-R’s practice test operation. It
is strongly recommended that the SRM’s Test Failoaed TPC-R'’s practice test tasks be
NOT done at the same time.

SRM'’s Failover task has a great dependency on TRBCeRovery process. In Global
Mirror environments, TPC-R'’s recovery procedure tingsrun frist to recover ALL
volumes in the Global Mirror session. Once it's foimmed that TPC-R’s recovery is
successful, reciovery (failover) on SRM can bdabitd. SRM will simply pick-up where
TPC-R has left off.

d. User Privileges for Storage Replication Adapter Configurations

For R2 failover palicy, where the SRA creates the snapshot volumes apg tha vo-
lumes to the ESX server(s) at the recovery sitenguest failover operation(s), an “ad-
min” privileged user is needed. If, the replicatadyets are pre-mapped to the recovery
site ESX server(s), then a “CopyOperator” privilegeser will suffice forfailover opera-
tion(s).

For R3 failover poalicy, where the SRA creates the snapshot volumes apd tha vo-
lumes to the ESX server(s) at the recovery sitenduest failover andfailover opera-
tion(s), an “admin” privileged user is needed.

For Pre-Configured Env, where the user pre-creates the needed volumesiaps those
volumes to the recovery site ESX server(s), a “@qpgrator” privileged user will suffice.

17



Note: If a non “admin” privileged user is used (in paafigured environment for example
;), embedded CIMOM on the HMC cannot be used. Rigruser an external (proxy) Cl-
MOM has to be used.

4. Configuration

a. Creating Target Volumes and Metro Mirror/Global Mirror Re-

lationships
You must create equal number of target volumesNfetro Mirror targets), and
an additional set of volumes for FlashCopy tardetsGlobal Mirror set-up, on
the recovery site DS8000, to source volumes.

Important: When creating volumes on the recovery site make shat the
DS8000 has enough free space that is needed fomes! creation during test
failover operations. If the recovery DS8000 hascBpafficient volume support
enabled, the SRA will create SE (TSE) FlashCopgetavolumes during test fai-
lover operations. Before SRA can create SE volusuéficient SE storage must
be configured on the array first. For more inforimaton SE storage configura-
tion and SE concepts in general refer to IBM DS8000n Provisioning
(http://www.redbooks.ibm.com/redpapers/pdfs/redp4adit

1. Create Metro/Global Mirror relationships betweea slource and target
volumes. The Metro/Global Mirror target volumes sldodNOT be
mapped to the ESX server(s) on the recovery stdye@mapping process
is completely automated by the SRA for failover ¢t failover opera-
tions. For more information on Metro Mirror/Glolkdirror Copy Servic-
es refer to IBM System Storage DS8000: Copy Sesvit®©pen Envi-
ronments littp://www.redbooks.ibm.com/redbooks/pdfs/sg246@88.

Important: Before you start using the DS8000 Storage Rafptin Adapter,
make sure the Metro Mirror relationships are in lI'Hbuplex” mode and for
Global Mirror relationships’ “First Pass” status $rue” and Consistency
Groups forming at the set intervals.

Important: If the DS8000 arrays are not SE volume suppoabksd, the SRA
creates fully allocated volumes during test failowperations. Fully allocated
volumes need to be completely initialized beforeytban be used as FlashCopy
targets. This might take several minutes dependimghe size of the newly
created volume. To accommodate this initializatiore, the user needs to modi-
fy the command time out values of VMware SRM appaiply. This can be
done by changing the value of command time outyentivmware-dr.xml file

18



found under VMware SRM installation directory. Ebe changes to take effect,
the VMware SRM service must be re-started.

For example: <CommandTimeout>900</CommandTimeout>

b. Adding Array Managers to VMware Site Recovery Manager
To add arrays to VMware Site Recovery Manager eeeitie following.

1. Log on to the VMware Virtual Center Server machine

I ¥Mware vSphere Client

i

vSphere Client

To directhy manage & single host, enter the IP address o host name.
To manage multiple hosts, enter the IR address or name af a
wiZenter Server.

IF address [ Mame: Ituuilu.stgr244-9 LI
g'sgrhame: ITLIGLUSTER24479'I,P.i:|mirristratDr'
Bassward: I

¥ e mdnwe session credentials:
1 Heb |

2. Click Site Recovery on the VI client home page

™ Conmecking...

19
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3. Click Configure option next to Array Manager in the Setup panel.

onfigure Array Managers

Protected Site Array Managers
Enter the location and credentials For array managers on the protected site.

eonse P 45 dapriomsing Acrsholer

ED
P bscorery
Recent Tasks
Tare T TS ook ity [ Vom e Reamdnl Rt | Btiee e
) Awonodr umon s D U, O g Aderwrsior () TUCUSTER . A DS . AZIZ08 11017

[=1 E3

Protected Site Array Managers Protected Site Array Managers:
Recovery Sike Array Managers Display Mame Manager Type | Address
Review Replicated Datastores
Add... | Bemouve | Edit... |
Replicated Array Pairs:
Array 1D Peer Array | Device Count | Model |
Help | = Back. | THext = I Close |

4. Click Add in the Configure Array Manager panel.
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5. Enter array manager information on the Add Arraynisliger screen. Reins-
tate the connection information for the array. Kl@onnect.

. Display Name - Enter the name of your array.

 Manager Type- From the pull down menu, select the type chyagou are
using

 Local Array CIM Server — Enter the IP address and the port number of the
local array’s CIM agent. For example, 192.168.15089, where 5989 is the
CIM agent's port number if using a proxy CIM agdhtconnecting to an
embedded CIMOM use 6989.

Note: IBM System Storage DS8000 Storage Replicationpietaonly sup-
ports secure ports for CIM agents and only one D8&{vice managed by
each CIM agent.

* Local Array HMC — Enter the IP address of the protected site DG8@9
vice’s HMC. For example, 192.168.15.3.

Note: IBM System Storage DS8000 Storage Replicationptetavorks with
only one of the HMCs (in dual HMC environments).

 Remote Array HMC — Enter the IP address of the recovery site array’s
HMC. For example 192.168.17.2

Note: IBM System Storage DS8000 Storage Replicationptetavorks with
only one of the HMCs (in dual HMC environments).

User Name - Enter the user name configured for the CIM agent

Password - Enter the password configured for the CIM agent.
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ET,J Add Array Manager

— Array Manager Information

IS E3

Display Mame:

Manager Tvpe:

Local &rray CIM Server;
Local Array HMC:

Remoke Array HMC:

Usernarne;

Fassword;

IDSEK-?SDESDI

|1BM-DS8000-ative

|9.11.11EI.1?E-:5989

|9.11.1na.35

|9.11.1EIB.38

Iau:lmin

I********

Conneck |

Array 1D

| Model

IEM.2107-7302301

2107

Help |

Cancel |

6. Click OK to initiate LUN discovery on the protected site.
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7. Confirm the DS8000 image IDs of protected and recpsgite arrays and click

|J-_T,J Configure Array Managers

Protected Site Array Managers

I[=] E3

Enter the location and credentials For array managers on the prokected site,

Protected Site Array Managers

Protected Site Array Managers:

Recovery Site Array Managers

Review Replicated Datastores

Display Mame Manager Type | Address |
DSEK-7502301 IEM-DS5000-Mative 9.11.110.176:5989 |
add... | Remove | Edit... |

Replicated Array Pairs:

Array ID Peer Array | Device Count | IModel
g IBM.2107-7502301  IBM.2107-1303651 20 2107

Help |

= Back | Mexk = I Close

4

Next. On the next page clickdd to add the recovery site array information andkcli

Connect
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ET,J Add Array Manager

— Array Manager Information

IS] E3

Display Mame:
Manager Type:

Local Array CIM Server:

IDSSK-13E|3651

|1EM-DSE000-Native

|9.11.1Da.38:5989

Local Array HMC: |9. 11,108,383
Remaote Array HMC: IQ. 11.108.35
Username: |au:|min
Password: I********
Conneck |
Array ID | Model I
IBM.ZlD?-lSDSEEl 2107

Help |

Zancel |

8. Confirm the image ID of the recovery site DS8004 alick OK
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[=] B3

|J-_T,J Configure Array Managers

Recovery Site Array Managers
Enter the location and credentials For array managers on the recovery site,

Protected Site Array Managers Recovery Site Array Managers:
Recovery I‘jlte :rray Managers Displary Hame Manager Tvpe | Address |
Review Replicated Datast

Fuiew Replrated Latastores D56K- 1303651 [EM-DS6000-Native  9.11,108.36:6983 |

add... | Remove | Edit... |
Replicated Array Pairs:
Array ID Peer Array | Device Court | Model |
@ IBM, 2107-7502301 IBM, 2107-1303651 20 2107

Help | = Back | Mext = I Close |

9. Confirm that a Green icon appears on the screseesin the above image. Click
Next to see the list of replicated VMware datastores.

25



@ Configure Array Managers !E[

Review Replicated Datastores
Review the list of replicated datastores and RDMs,

Protected Site Array Managers Elg Skarage Array IBM,2107-7202301
Recovery Sike Array Managers = [] Datastore Group: [snap-740636b2-FRI_RH4_LUN], [snap-36b2f43e-RH4_WD]
Review Replicated Datastores = (d Datastores

Q Device '75023012062' replicated ko remote device ‘13036511265
4 Device 75023012066 replicated ko remote device '1 3036511266
[ [ Datastore Group: [snap-08e8E656-PRI_W2K3_LUN]
- Datastares
-3 Device ‘75023012060 replicated to remote device '13036511260"
Q Device 75023012067 replicated ko remote device ‘13036511261
=4 ROMs

e [ Device 75023012064 replicated to remote device '13036511263'
[ (@) Datastore Group: [snap-Shfaage?-WINGP_LUN]
Eg Datastores

[ [ Datastore Group: [snap-357610b6-PRI_RHS_LUN]
Eg Datastores
- 4 Device 75023012063 replicated to remaoke device '1 3036511267
=4 RDMs

------ Q Device '75023012065' replicated ko remote device '13036511268"

Rescan Arrays |
Help | = Back | Einish I

Review and confirm the Datastore list and ckgkish

5. TestFailover Procedure

The IBM System Storage DS8000 SRA completely autesihe TestFailover procedure.
During this proc edure, the SRA creates Spaceieffi¢-lashCopy target volumes, if
SE volume support feature is enabled and SE statefgged on the storage array. If the re-
covery site DS8000 does not have SE support enahle@&RA creates fully allocated vo-
lumes for test failover operations. The only pequisite this procedure needs, from the
Storage Replication Adapter’s perspective, is teehenough free space available in one of
the extent pools to accommodate the FlashCopyttaojemes

Please refer to important notes under “Creatingy@ayolumes and Metro/Global Mirror
Relationships” section.

This procedure doesn’t require anything specifitheoStorage Replication Adapter, be
done by the user as long as all the steps andegresites mentioned in this document are
carried out properly.
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6. Failover Procedure
DS8000 SRA does a failover of the Metro/Global Miirtarget volumes to the recovery site
during a failover operation.

This procedure doesn’t require anything specifitheoStorage Replication Adapter to be
done by the user as long as all the steps andepresites mentioned in this document are
carried out properly.

7. Failback Procedure

a. Managing Failback

Managing failback using SRM is a manual processmithat the protection site
could have completely different hardware and neftwsanfiguration after a dis-
aster occurs. Failback can be managed like anypthserver migration.

b. Failback Scenario

The following failback scenario uses SRM as a albtool to Site A after ex-
ecuting a recovery plan R1 at Site B in recoverylenfor recovered virtual ma-
chines.

i. To manually execute a failback scenario for Metro Mirror Set-ups
1. Delete recovery plan R1 at Site B.

2. If Site A still has DR protection configured foretiprotection groups
P1 in recovery plan R1, delete protection groupstrSite A.

3. .If it is not already in place, use the VI ClientSite B to establish Site
A as the secondary site for Site B. (If Site A doeshave SRM in-
stalled, install SRM at Site A.)

4. Establish appropriate array replication from SitoEsite A for the da-
tastores containing recovered virtual machines.

» Mask the volumes on the protected site DS8000 tiwTESX server
at Site A.

» On the recovery DS8000 at Site B, issue failbackrajions on B vo-
lumes with A volume as targets.

Notel: Before issuing the failback command ensure thdtgate defined
from remote site LSS to its corresponding LSS atitical site.
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Note2: If volumes at Site A were online when a crash hapgdeuse “-
resetreserve” switch with the failback commanditsd any stale reser-
vations on Site A volumes are cleared.

Note3: The failback can be done in three ways

A. Synchronous data transfer from volumes at Site Botames
at Site A for both Metro Mirror and Global Mirroelationships, if the
applications are active on Site B volumes.

dscli> failbackpprc —dev IBM.2107-1303651 -remeated
IBM.2107-7502301 —type mmir 1260:2060

For more information on failback refer to IBM Systé&torage DS8000:
Copy Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246@F88.

5. Create protection group or groups P2 at Site Batept recovered
virtual machines to Site A.

6. At Site A, create a recovery plan R2 for the pridtecgroup or
groups P2.

7. After the user has determined that the virtual nreeshhave been ful-
ly replicated to Site A, execute recovery plan R3ite A in test mode.

8. If the test is successful, execute recovery plamnR2covery mode.

9. At this point, the user may want to re-protect kezed virtual ma-
chines to Site B:

10. Delete recovery plan R2 at Site A.
11.Delete protection group(s) P2 at Site B.

12.Establish appropriate array replication from Siteo/Site B for datas-
tores containing recovered virtual machines.

» Mask the volumes on the protected site DS8000 fteESX server
at Site B.

= On the protected DS8000 at Site A, issue failbacketro/Global
Mirror relationships on A volumes with B volumetasgets.
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ii.

Notel: For Metro Mirror relationships execute failbackppremmand
with “-type mmir” switch.

dscli> failbackpprc —dev IBM.2107-7502301 -—rencae
IBM.2107-1303651 —type mmir 2060:1260

Note2: For Global Mirror relationships execute failbackpmommand
with “-type gcp” switch.

dscli> failbackpprc —dev IBM.2107-7502301 -rencete
IBM.2107-1303651 —type gcp 2060:1260

» Once the failback is complete, re-start the Gldbiator session.
Nothing needs to be done for the Metro Mirror rielaships

For more information on failback refer to IBM Systé&torage DS8000:
Copy Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246@F88.

13. Create protection group(s) P3 at Site A to pratecbvered virtual
machines from Site A to Site B.

Create a recovery plan R3 at Site B for the groups.

To manually execute a failback scenario for Global Mirror Set-ups
1. Delete recovery plan R1 at Site B.

2. If Site A still has DR protection configured foretiprotection groups
P1 in recovery plan R1, delete protection groupstsite A.

3. If itis not already in place, use the VI ClientSite B to establish Site
A as the secondary site for Site B. (If Site A doneshave SRM in-
stalled, install SRM at Site A.)

4. Establish appropriate array replication from SiteEbite A for the da-
tastores containing recovered virtual machines.

= Mask the volumes on the protected site DS8000 fteESX server
at Site A.

» On the recovery DS8000 at Site B, issue failbackragons on B vo-
lumes with A volume as targets.

Notel: Before issuing the failback command ensure thdtgate defined
from remote site LSS to its corresponding LSS atldlcal site.
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Note2: If volumes at Site A were online when a crash hapgdeuse “-
resetreserve” switch with the failback commanditsd any stale reser-
vations on Site A volumes are cleared.

Note3: The failback can be done in three ways

A. Synchronous data transfer from volumes at Site Botames at
Site A for both Metro Mirror and Global Mirror reélanships, if the
applications are active on Site B volumes.

dscli> failbackpprc —dev IBM.2107-1303651 —remeated
IBM.2107-7502301 —type mmir 1260:2060

B. Asynchronous data transfer from volumes at Site Bolumes at
Site A for Global Mirror relationships. This methddes not provide
a DR solution in the reverse direction i.e. B tolAthis method is
chosen, then all applications (writes) on the Buwwms must be
quiesced (or stopped), before the asynchronous tdatafer is in-
itiated, thus guaranteeing write ordering on A vods.

dscli> failbackpprc —dev 1BM.2107-1303651 -reetev
IBM.2107-7502301 —type gcp 1260:2060

C. Global Mirror in reverse direction i.e. (origina@covery site
to (original) protected site. For more information DS8000 Global
Mirror setup, refer to the document below. This moekt is recom-
mended if the B volumes will act as primaries (uabn) for a long
time.

For more information on failback refer to IBM Systé&torage DS8000:
Copy Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sg246@F88.

5. Create protection group or groups P2 at Site Bdtept recovered
virtual machines to Site A.

6. At Site A, create a recovery plan R2 for the protgcgroup or
groups P2.

7. After the user has determined that the virtual nreeshhave been ful-
ly replicated to Site A, execute recovery plan R3i&e A in test mode.

8. If the test is successful, execute recovery plamnR2covery mode.
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9. At this point, the user may want to re-protect keged virtual ma-
chines to Site B:

10. Delete recovery plan R2 at Site A.
11.Delete protection group(s) P2 at Site B.

12.Establish appropriate array replication from Siteo/Site B for datas-
tores containing recovered virtual machines.

» Mask the volumes on the protected site DS8000 tr@wESX server
at Site B.

= On the protected DS8000 at Site A, issue failbacketro/Global
Mirror relationships on A volumes with B volumetasgets.

Notel: For Metro Mirror relationships execute failbackpprommand
with “-type mmir” switch.

dscli> failbackpprc —dev IBM.2107-7502301 -—rendate
IBM.2107-1303651 —type mmir 2060:1260

Note2: For Global Mirror relationships execute failbackpmommand
with “-type gcp” switch.

dscli> failbackpprc —dev IBM.2107-7502301 -rencete
IBM.2107-1303651 —type gcp 2060:1260

» Once the failback is complete, re-start the Gldbiator session.
Nothing needs to be done for the Metro Mirror rielaships

For more information on failback refer to IBM Systé&torage DS8000:
Copy Services in Open Environments
(http://www.redbooks.ibm.com/redbooks/pdfs/sqg246F81.

13. Create protection group(s) P3 at Site A to pratecbvered virtual
machines from Site A to Site B.

Create a recovery plan R3 at Site B for the groups.
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