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Notices

References in this publication to IBM products, programs, or services do not imply that
IBM intends to make these available in all countries in which IBM operates. Any
reference to an IBM product, program, or service is not intended to state or imply that
only that IBM product, program, or service may be used. Any functionally equivalent
product, program, or service that does not infringe any of the intellectual property rights
of IBM may be used instead of the IBM product, program, or service. The evaluation
and verification of operation in conjunction with other products, except those expressly
designated by IBM, are the responsibility of the user.

IBM may have patents or pending patent applications covering subject matter in this
document. The furnishing of this document does not give you any license to these
patents. You can send license inquiries, in writing, to the IBM Director of Licensing,
IBM Corporation, 500 Columbus Avenue, Thornwood, New York 10594, U.S.A. Refer
to the HONE SALESMANUAL or product announcement letters for the most current
product information.

Licensees of this program who wish to have information about it for the purpose of
enabling: (i) the exchange of information between independently created programs and
other programs (including this one) and (ii) the mutual use of the information which has
been exchanged, should contact IBM Corporation, Information Enabling Requests,
Dept. M13, 5600 Cottle Road, San Jose, CA 95193, U.S.A. Such information may be
available, subject to appropriate terms and conditions, including in some cases,
payment of a fee.

Programming Interface

This publication is intended to help the customer plan for and manage the ADSM
server.

This publication also documents General-use Programming Interface and Associated
Guidance Information, Product-sensitive Programming Interface and Associated
Guidance Information, and Diagnosis, Modification or Tuning Information provided by
ADSM.

General-use programming interfaces allow the customer to write programs that obtain
the services of ADSM.

General-use Programming Interface and Associated Guidance Information is identified
where it occurs, either by an introductory statement to a chapter or section or by the
following marking:

| General-use programming interface

General-use Programming Interface and Associated Guidance Information...
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| End of General-use programming interface |

Product-sensitive programming interfaces allow the customer installation to perform
such tasks as diagnosing, modifying, monitoring, repairing, tailoring, or tuning of ADSM.
Use of such interfaces creates dependencies on the detailed design or implementation
of the IBM software product. Product-sensitive programming interfaces should be used
only for these specialized purposes. Because of their dependencies on detailed design
and implementation, it is to be expected that programs written to such interfaces may
need to be changed in order to run with new product releases or versions, or as a
result of service.

Product-sensitive Programming Interface and Associated Guidance Information is
identified where it occurs, either by an introductory statement to a chapter or section or
by the following marking:

| Product-sensitive programming interface |

Product-sensitive Programming Interface and Associated Guidance Information...

| End of Product-sensitive programming interface |
Diagnosis, Maodification or Tuning Information is provided to help the customer to do
diagnosis of ADSM.

Attention: Do not use this Diagnosis, Modification or Tuning Information as a

programming interface.

Diagnosis, Madification or Tuning Information is identified where it occurs, either by an
introductory statement to a chapter or section or by the following marking:

| Diagnosis, Modification or Tuning Information |

Diagnosis, Modification or Tuning Information...

|— End of Diagnosis, Madification or Tuning Information —,
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Preface

ADSTAR Distributed Storage Manager (ADSM) is a client/server program that provides
storage management solutions to customers in a multivendor computer environment.
ADSM provides an automated, centrally scheduled, policy-managed backup, archive,
and space-management facility for file servers and workstations.

Who Should Read This Publication

This guide is intended for anyone who has been assigned an ADSM administrator user
ID and an administrative privilege class. While ADSM can be managed by a single
administrator, administrative responsibilities can be divided among several people as an
installation requires.

All of the administrator commands you need to operate and maintain ADSM can be
invoked from a workstation connected to the server.

What You Should Know before Reading This Publication

You should be familiar with the operating system on which the server resides and the
communication protocols required for the client/server environment.

For information on product requirements for ADSM, see ADSTAR Distributed Storage
Manager for VM: Licensed Program Specifications. For information on installing ADSM,
see ADSTAR Distributed Storage Manager for VM: Quick Start.

You also need to understand the storage management practices of your organization,
such as how you are currently backing up your workstation files and how you are using
random access media and sequential access media.

Conventions Used in This Book

To help you recognize where example commands are to be entered, this book uses the
following conventions:

¢ Command to be entered on the VM command line:

attach fe8 dsmserv 400

¢ Command to be entered on the command line of an administrative client:

query devclass
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e Command to be entered on the OS/2 command line:

> dsmadmc -mountmode

ADSTAR Distributed Storage Manager Publications

The ADSM library is available in softcopy on the following CD-ROMs:

Title Order Number

ADSM Online Library SK2T-1893

IBM Online VM Collection SK2T-2067

The following table lists ADSM publications.

Short Title Publication Title Order

Number

ADSM General Information ADSTAR Distributed Storage Manager: GH35-0131
General Information

ADSM Messages ADSTAR Distributed Storage Manager: SH35-0133

Messages

ADSM Licensed Program ADSTAR Distributed Storage Manager for GC35-0226
Specifications VM: Licensed Program Specifications
ADSM Quick Start ADSTAR Distributed Storage Manager for GC35-0227
VM: Quick Start
ADSM Administrator’s ADSTAR Distributed Storage Manager for GC35-0229
Reference VM: Administrator’s Reference
ADSM Using the UNIX HSM ADSTAR Distributed Storage Manager: SH26-4030
Clients Using the UNIX Hierarchical Storage
Management Clients
ADSM V2 Using the Apple ADSTAR Distributed Storage Manager SH26-4051
Macintosh Backup-Archive Version 2: Using the Apple Macintosh
Client Backup-Archive Client
ADSM Using the UNIX ADSTAR Distributed Storage Manager SH26-4052
Backup-Archive Clients Version 2: Using the UNIX Backup-Archive
Clients
ADSM V2 Using the OS/2 ADSTAR Distributed Storage Manager SH26-4053
Backup-Archive Client Version 2: Using the OS/2 Backup-Archive
Client
ADSM V2 Using the DOS ADSTAR Distributed Storage Manager SH26-4054

Backup-Archive Client

Version 2: Using the DOS Backup-Archive
Client
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Short Title Publication Title Order
Number

ADSM V2 Using the Novell ADSTAR Distributed Storage Manager SH26-4055

NetWare Backup-Archive Version 2: Using the Novell NetWare

Client Backup-Archive Client

ADSM V2 Using the Microsoft ADSTAR Distributed Storage Manager SH26-4056

Windows Backup-Archive Version 2: Using the Microsoft Windows

Clients Backup-Archive Clients

ADSM Using the Lotus Notes ADSTAR Distributed Storage Manager: SH26-4047

Backup Agent Using the Lotus Notes Backup Agent

ADSM Installing the Clients ADSTAR Distributed Storage Manager: SH26-4049
Installing the Clients

ADSM Client Reference Cards ADSTAR Distributed Storage Manager: SX26-6013
Client Reference Cards

ADSM Using the Application ADSTAR Distributed Storage Manager: SH26-4002

Programming Interface

Using the Application Programming Interface

Related VM System Publications

The following table lists related VM publications.

Publication Title

Order Number

VM/ESA Version 1

VM/ESA CP Planning and Administration SC24-5521
VM/ESA CMS Command Reference SC24-5461
VM/ESA SFS and CRR Planning, Administration, and Operation SC24-5649
VM/ESA System Messages and Codes SC24-5529
VM/ESA Version 2

VM/ESA CP Planning and Administration SC24-5750
VM/ESA CMS Command Reference SC24-5776
VM/ESA CMS File Pool Planning, Administration, and Operation SC24-5751
VM/ESA System Messages and Codes SC24-5784
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IBM International Technical Support Center Publications (Redbooks)

The International Technical Support Center (ITSC) publishes redbooks, books on
specialized topics such as using ADSM to back up databases. You can order
publications through your IBM representative or the IBM branch office serving your
locality. You can also search for and order books of interest to you by visiting the IBM
Redbooks home page on the World Wide Web at this address:

http://www.redbooks.ibm.com/redbooks

Software Developer’s Program

The IBM Storage Systems Division (SSD) Software Developer’'s Program provides a
range of services to software developers who want to use the ADSM application
programming interface (API). Information about the SSD Software Developer’'s
Program is available in:

e IBMSTORAGE forum on CompuServe
e SSD Software Developer’s Program Information Package

To obtain the Software Developer’s Program Information Package:

1. Call 800-4-IBMSSD (800-442-6773). Outside the U.S.A., call 408-256-0000.
2. Listen for the Storage Systems Division Software Developer's Program prompt.
3. Request the Software Developer's Program Information Package.

Do You Have Comments or Suggestions?

If you have difficulty using this publication or if you have comments and suggestions for
improving it, please complete and mail the reader’'s comment form found in the back of
this publication. Your comments and suggestions can contribute to the quality and
usability of this publication.

You can send us comments electronically by using these addresses:

e [IBMLink from U.S.: STARPUBS at SJISVM28

e [IBMLink from Canada: STARPUBS at TORIBM

e |IBM Mail Exchange: USIB3VVD at IBMMAIL

e Internet: starpubs@vnet.ibm.com (or starpubs at vnet.ibm.com)
e Fax from U.S. and Canada: 520 799-6487

e Fax from other countries: (1) 520 799-6487

Translations

Selected ADSM publications have been translated into languages other than American
English. For a complete list of the available translations and their order numbers, see
ADSM General Information. Contact your IBM representative for more information
about the translated publications and whether these translations are available in your
country.
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Summary of Changes for ADSTAR Distributed Storage Manager

This section summarizes changes made for this edition of this book.

Changes for Version 2—September 1996
The new functions for ADSM for VM Version 2 are:

Database backup and recovery
You can perform full and incremental backups of the server database to protect
against loss or damage. You can use the backup copies to restore the database
to its current state or to a specific point in time. You can back up the database
while the server is available to clients.

Note: To allow for recovery of the database to its most current state, you may
have to extend your recovery log space significantly.

See Chapter 15, “Protecting and Recovering Your Data” on page 297 for details.

Storage pool backup and recovery
You can back up client files stored on storage pools to sequential media. These
media can be either onsite, to protect against media loss, or offsite, for disaster
recovery purposes.

See Chapter 7, “Managing Storage Pools” on page 81 for details.

Administrative command scheduling
You can define schedules for automatically issuing administrative commands
once or periodically.

See Chapter 10, “Automating Operations” on page 193 for details.

Hierarchical storage management
Hierarchical storage management (HSM) provides space management services
to HSM clients. HSM clients can automatically migrate user files to storage pools
to free up client storage space. A user can access a migrated file as if it were on
local storage.

See Chapter 9, “Managing Policies” on page 155 for details.
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Part 1. ADSM Basics
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Chapter 1. Introducing ADSTAR Distributed Storage Manager

ADSTAR Distributed Storage Manager (ADSM) is an enterprise-wide storage
management application for the network. It provides automated storage management
services to multivendor workstations, personal computers, and local area network (LAN)
file servers. ADSM includes the following components:

Server
Allows a host system to provide backup, archive, and space management
services to workstations. The server maintains a database and recovery log for
ADSM resources, users, and user data.

The server controls the ADSM server storage, or storage pools. These are
groups of random and sequential access media that store backed up, archived,
and space-managed files.

Administrative client
Allows administrators to control and monitor server activities, define management
policies for client files, and set up schedules to provide services at regular
intervals.

Backup-archive client
Allows users to maintain backup versions of their files, which they can restore if
the original files are lost or damaged. Users can also archive files for long-term
storage and retrieve the archived files when necessary. Users themselves or
administrators can register workstations and file servers as client nodes with an
ADSM server.

Hierarchical storage management (HSM) client
Provides space management services for workstations on some platforms.
ADSM users can free workstation storage by migrating less frequently used files
to server storage. These migrated files are also called space-managed files.
Users can recall space-managed files automatically simply by accessing them as
they normally would.

Application programming interface (API)
Allows users to enhance existing applications with back up, archive, restore, and
retrieve services. When users install the ADSM application client on their
workstations, they can register as client nodes with an ADSM server.

Figure 1 on page 4 shows an example of an ADSM client/server environment. In this
example, an administrator monitors the system from a workstation on which the
administrative client program has been installed.

The backup-archive client program and HSM client program have been installed on
workstations connected through a LAN and registered as client nodes. From these
client nodes, users can back up, archive, or migrate files to the server.

Based on ADSM policies assigned to files, the server stores client files on disk or tape
volumes in server storage, which can be grouped into storage pools.
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Administrative Client Server Storage

Backup-Archive Clients

API

Hierarchical Storage
Management
Client

Database and
Recovery Log

Figure 1. Sample Client/Server Environment
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The rest of this chapter presents key ADSM concepts and information about storage for
ADSM. It describes how ADSM manages client files based on information provided in
administrator-defined policies, and manages devices and media based on information
provided in administrator-defined ADSM storage objects.

Section Page
Concepts:

How ADSM Stores Client Data 6
How ADSM Represents Devices 9
How ADSM Represents Storage Media 10
What Are the ADSM Storage Objects? 10
Putting It All Together 12
Planning to Configure the ADSM Storage Environment 14
Configuring Devices 16
Automating Client Operations 16
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How ADSM Stores Client Data
ADSM policy governs storage management including:

Backup
Copying files from client workstations to server storage to ensure against loss of
data. Copies of multiple versions of a file can be stored.

Archiving
Copying files from client workstations to server storage for long-term storage.

Space Management
Freeing up client storage space by copying a file from client workstations to server
storage. The original file is replaced with a stub file that points to the original in
server storage. The process of moving the client file to server storage is also called
migration .

Policy is defined by administrators in policy objects: policy domains, policy sets,
management classes, and backup and archive copy groups. When you install ADSM,
you have a set of policy objects named STANDARD. For information about this default
policy, see “Using the Standard Storage Management Policies” on page 168.

Figure 2 on page 7 shows an overview of the ADSM process for storing client data.
When users back up, archive, or migrate files, ADSM does the following:

Determines where to store the file

ADSM checks the management class bound to the file to determine the destination
of the file, that is, where the file should be stored. The storage destination is an
ADSM storage pool, which can be a group of disk or tape volumes. For backed up
and archived files, storage destinations are assigned in the backup and archive
copy groups, which are within management classes. For space-managed files,
storage destinations are assigned in the management class.

See Chapter 9, “Managing Policies” on page 155 for information on assigning
storage destinations in copy groups and management classes, and binding
management classes to client files.

H Stores information about the file in the ADSM database

ADSM saves information in the ADSM database about each file that it backs up,
archives, or migrates. This information includes the file name, file size, file owner,
management class, copy group, and location of the file in ADSM server storage.

See Chapter 12, “Managing the Database and Recovery Log” on page 233 for
information on managing the database.

Stores the file in ADSM server storage
ADSM stores backup-archive client files and HSM client files on media that are
associated with ADSM storage pools. The media can be disk or tape volumes.

For information about storage pools and storage pool volumes, see Chapter 7,
“Managing Storage Pools” on page 81 and “Storage Pool Volumes” on page 131.
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ADSM Clients ADSM Server ADSM Server
Storage
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Figure 2. Overview of How ADSM Stores Client Data
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Figure 3 shows in more detail the interaction between ADSM policy objects and ADSM
backup, archive, and migration services.

Clients Server Client Data Storage
Pools

S 2]

Migration

Back
|3

Archive

Ej ADSM

Database

Policy Domain

Policy Set

Management Class

Copy Group

Figure 3. How ADSM Controls Backup, Archive, and Migration

An ADSM client initiates a backup, archive, or migration operation. The file
involved in the operation is bound to a management class. The management class
is either the default or one specified for the file in the client’s include-exclude list.

ﬂ If the file is a candidate for backup, archive, or migration based on information
in the management class, the client sends the file and file information to the server.

The server checks the management class that is bound to the file to determine
where to store the file within ADSM server storage. The storage destination for
space-managed files is contained in the management class. The storage
destination for backed up and archived files is contained in the copy groups, which
are associated with the management class.
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B The server stores the file in the ADSM storage pool identified as the storage
destination. Information about the file is stored in the server database.

If server storage is structured in a hierarchy, ADSM can later migrate the file to a
different storage pool. For example, server storage may be set up so that ADSM
migrates files from a disk storage pool to tape volumes in a tape storage pool.

Files remain in server storage until they expire and expiration processing occurs, or
until they are deleted. A file expires because of criteria set in policy or because the file
is deleted from the client file system.

How ADSM Represents Devices

ADSM represents physical devices with administrator-defined ADSM storage objects:
device classes. The device class, defined when devices are configured for ADSM,
contain information for the management of devices and media. Each type of device
requires a device class.

Disk and Tape Devices

Magnetic disk devices are the only devices in the random access category so they all
share the same ADSM device type: DISK. ADSM predefines the DISK device class.

Tape devices can have a device type of either REEL or CARTRIDGE.

ADSM Environment Physical Device Environment
Device Class Represents
Disk Device
Device Class Represents

Figure 4. Devices Are Represented by Device Classes

Files on Disk as Logical Devices

ADSM allows administrators to create logical volumes on server disk space with the
characteristics of sequential access volumes such as tape. ADSM supports these
virtual devices through the FILE device type.
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FILE (logical) devices are often useful when transferring data for purposes such as
electronic vaulting.

How ADSM Represents Storage Media

ADSM represents storage media with administrator-defined ADSM objects: storage pool
volumes and storage pools. Figure 5 shows storage pool volumes grouped into a
storage pool. Each storage pool represents only one type of media. For example, a
storage pool for cartridge devices represents collections of only cartridge tapes.

Volume = Volume

Represents
Media

Storage
Pool

Figure 5. Relationships of Storage Pool Volumes, Storage Pools, and Media

What Are the ADSM Storage Objects?

Device Class

The following ADSM storage objects are collections of information that indicate to
ADSM how to communicate with devices and how to manage media:

e Device class
e Storage pool
e Storage volume

Each device is associated with an ADSM device class. A device class contains
information about the device type and the way the device manages its media. See
Chapter 6, “Defining Device Classes” on page 69 for more detailed information about
device classes.

For devices that access data randomly, ADSM provides a predefined device class of
DISK.

For devices that access data sequentially, the administrator must define the device
class. (Devices that access data sequentially include FILE device classes, where data
resides in files on the server’s disk storage.)
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Storage Pools
A storage pool is a named collection of storage volumes that are associated with one
device class. Each storage pool represents a collection of volumes sharing the same
media type. For example, a storage pool associated with a device class for cartridge
tape contains only cartridge tape volumes. Many of the parameters associated with a
storage pool depend on whether the data on storage pool media is accessed randomly
or sequentially. These parameters are described in more detail in Chapter 7,
“Managing Storage Pools” on page 81.

ADSM supplies default disk storage pools named BACKUPPOOL, ARCHIVEPOOL, and
SPACEMGPOOL. To use these default pools, all you must do is format and define
volumes to them. For more information, see “Using Random Access Volumes on Disk
Devices” on page 27.

Storage Pool Volumes
ADSM represents space on media with an object called a storage pool volume. A
storage pool volume is associated with a storage pool and represents a unit of space
available for ADSM client data. For example, 3480 cartridges become storage pool
volumes when they are assigned to an ADSM storage pool.

See Chapter 8, “Managing Storage Pool Volumes” on page 131 for more information
about ADSM storage pool volumes.

What Does a Device Class Contain?

The contents of a device class are determined by whether the device accesses the
data on its media randomly or sequentially.

Device Classes for Random Access Devices
Devices that access their media randomly share a common ADSM device type, and
they do not require the administrator to define an ADSM library. ADSM provides a
single, random-access device class, named DISK. You cannot define other random
access device classes.

Random access device types store data in blocks of storage that can be scattered
across the available space on a disk. As data becomes deleted by the server, the
space occupied by that data can be reused.

Device Classes for Sequential Access Devices
Devices such as tape drives access their data sequentially. A device class for a
sequential device contains a device type and media management information.

Sequential access device types store data at the beginning of a volume and append
new data after existing data. As data is deleted, the space is not immediately reused.
The server can reclaim space later by using the reclamation process (see “Space
Reclamation for Sequential Access Storage Pools” on page 100 for details).
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Tape devices and FILE type devices are members of the sequential access category of
devices.

Device Type

Every sequential access device class requires one of the ADSM device types as part of
its definition. A device type identifies a device as a member of a group of devices
sharing similar media characteristics. ADSM provides device types for many devices
including DISK, CARTRIDGE, REEL, and FILE device types. For example, cartridge
tape devices require cartridge tapes; all cartridge tape devices share a device type of
CARTRIDGE.

FILE is a special kind of ADSM sequential device type that allows the administrator to
create logical tape devices by creating files on the ADSM server that have the
characteristics of a tape device.

Media Management Information

Every sequential access device class contains media management information, for
example, recording format, estimated capacity, and labeling prefixes. For more
information about how ADSM helps to manage media, see “Using Disk for FILE Logical
Devices” on page 28 and Chapter 4, “Using Tape Devices with ADSM” on page 31.

Putting It All Together

Figure 6 on page 13 summarizes the relationships among the physical device
environment, ADSM storage and policy objects, and ADSM clients. The numbers in the
following list correspond to the numbers in the figure.

When clients are registered, they are associated with a policy domain. Within the
policy domain are the other ADSM policy objects.

(2 ]3]
When a file is backed up, archived, or migrated from a client, it is bound to a
management class. A management class and the backup and archive copy
groups within it specify where files are stored and how they are managed when
they are backed up, archived, or migrated from a client (space-managed files).

a8
Storage pools are the destinations for backed up, archived, or space-managed
files. Copy groups specify storage pools for backed up or archived files.
Management classes specify storage pools for space-managed files.

Storage pools are mapped to device classes, which represent devices. The
storage pool contains volumes as indicated by the device type associated with
the device class. For example, a storage pool that is mapped to a device class
with a device type of cartridge contains only cartridge tapes.

All devices require a device class that specifies at least a device type.

@ Files that are initially stored on disk storage pools can migrate to tape storage
pools if the pools are set up in a storage hierarchy.
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Figure 6. Putting It All Together

Chapter 1. Introducing ADSTAR Distributed Storage Manager

13



Planning to Configure the ADSM Storage Environment

Businesses often back up data to a variety of storage devices ranging from
high-performance DASD devices to slower and less expensive tape devices.
Administrators must balance the data availability requirements of users with the costs of
storage devices.

This section discusses how to evaluate your current environment to determine the
device classes and storage pools for your ADSM storage environment.

Evaluating Your Storage Environment
Before configuring devices, it is helpful to evaluate the hardware available to ADSM:

1.

Determine the storage devices that are available to ADSM. Determine how many
tape drives you have that you will allow ADSM to use.

Determine the ADSM device type for each of the available devices. Group
together similar devices and identify their device classes. For example, create
separate categories for 3480 and 3490E cartridge devices.

Note: For sequential access devices, categorize the type of tape cartridge based
on capacity. For example, standard cartridge tapes and enhanced capacity
cartridge tapes require different device classes.

Categorize storage pools by user requirements. Gather users’ requirements for
data availability. Determine which data needs quick access and which does not.

. Be prepared to label storage pool volumes. You will need to create a new or use

an existing labeling convention for ADSM storage pool volumes.

Mapping Devices to Device Classes
As an example of mapping devices to device classes, assume the following ADSM
storage environment:

Internal disk drives

3490 Enhanced Capability models (3490E) in a 3494 tape library
3490 Magnetic Tape Subsystems

3480 Magnetic Tape Subsystems

You can map storage devices to device classes as shown in Table 1 on page 15.
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Table 1. Mapping Storage Devices to Device Class

Device Class Description

DISK Storage volumes that reside on the internal disk drive

ADSM provides one DISK device class that is already defined,
and you cannot define another device class for disk storage.

CARTRIDGE_E Enhanced Capacity Cartridge System Tape (ECCST) volumes
used with 3490E tape devices

CARTRIDGE_B Standard Cartridge System Tape (CST) volumes used with
3480 or 3490 Base tape devices

You must define any device classes that you need for your tape devices. See
Chapter 6, “Defining Device Classes” on page 69 for information on defining tape
device classes to support your physical storage environment.

Mapping Storage Pools to Device Classes and Devices
After you have categorized your storage devices, identify availability, space, and
performance requirements for user data stored on disk or tape. You can then assign
each storage pool as a storage destination for backed up, archived, or space-managed
files.

For example, an administrator determines that users in the business department have
three requirements:

¢ Immediate access to all space-managed files and to some backed up files, such as
accounts receivable and payroll accounts

¢ Periodic access to some archived files, such as monthly sales and inventory
reports

¢ Occasional access to backed up or archived files that are rarely modified, such as
yearly revenue reports

To match user requirements to storage devices, the administrator defines storage pools
and device classes. See Table 2 on page 16.
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Table 2. Mapping Storage Pools to Device Classes, Libraries, and Drives

Storage Pool Device Class Volume Type Storage Destination

BACKUPPOOL DISK Storage volumes on For a backup copy group for files requiring
the internal disk drive immediate access

SPACEMGPOOL DISK Storage volumes on For a management class for space-managed files
the internal disk drive that require immediate access

ARCHTAPEF CARTRIDGE_E ECCST volumes For an archive copy group for files requiring quick,

reliable access
BACKTAPE CARTRIDGE_E ECCST volumes For backup copy groups for files not requiring

immediate access

ARCHTAPES CARTRIDGE_B CST volumes For archived data not requiring immediate access

Note: ADSM supplies default disk storage pools nhamed BACKUPPOOL, ARCHIVEPOOL, and SPACEMGPOOL. To use these default
pools, all you must do is define volumes to them. For more information, see “Using Random Access Volumes on Disk Devices” on
page 27.

Configuring Devices

Before a device can be used by ADSM, the device must be configured to the operating
system as well as to ADSM. For information on these tasks, see the following:

e Chapter 3, “Using Magnetic Disk Devices with ADSM” on page 27
e Chapter 4, “Using Tape Devices with ADSM” on page 31

Automating Client Operations

You can automate operations such as backup for the ADSM clients. Figure 7 on
page 18 shows the ADSM objects that may be involved in automated client operations.
The key objects that interact are:

Include-exclude list (file for UNIX clients) on each ADSM client
Determines which files are backed up or space-managed, and determines
management classes for files

Management class
Determines where client files are stored and how they are managed

Schedule
Determines when client operations such as backup occur

Association defined between client and schedule
Determines which schedules are run for a client

The client can specify a management class for a file or set of files, or can use the
default management class for the policy domain. The client specifies a management
class by using an INCLUDE option in the client’s include-exclude list or file. (See [ in
Figure 7 on page 18.)

The management class contains information that determines how ADSM handles files
that clients backup, archive, or migrate. For example, the management class contains
the backup copy group and the archive copy group. Each copy group points to a
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destination, a storage pool where files are stored when they are backed up or archived.
(See @ in Figure 7 on page 18.)

Clients are assigned to a policy domain when they are registered. Schedules that can
automate client operations are also associated with a policy domain. (See in
Figure 7 on page 18.) To automate client operations, you define schedules for a
domain. Then you define associations between schedules and clients in the same
domain. (See [ in Figure 7 on page 18.)

For a schedule to work on a particular client, the client machine must be turned on and
must be running the client scheduler.

The scheduled client operations are called events, and information about events are
stored in the ADSM database. (See [ in Figure 7 on page 18.) For example, you
can query the server to determine which scheduled events completed successfully and
which failed.

For how to set up policy domains and management classes, see Chapter 9, “Managing

Policies” on page 155. For more details on how to automate client operations, see
“Automating Client Operations” on page 195.
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Figure 7. Automating Client Operations
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Chapter 2. Administrator Tasks

This chapter provides a brief overview of the tasks that ADSM administrators can do. It
also points to the sections in this publication that present the details of those tasks and
the concepts you need to understand to complete them. The tasks are in the order in
which they appear in the chapters of this book:

¢ Configuring and Managing Server Storage

— Using magnetic disk devices with ADSM
— Using tape devices with ADSM

— Using tape installation-wide exits

— Defining device classes

— Managing storage pools

— Managing storage volumes

¢ Policies
— Managing ADSM policies
e Automating Operations

¢ Maintaining the Server

Managing server operations

Managing the database and recovery log

Managing licensing, privilege classes, and registration
Exporting and importing data

¢ Protecting and recovering your data

Interfaces to ADSM
There are three types of interfaces to ADSM:

e Graphical user interfaces (GUIs). For information about using the GUI, see the
online information or refer to ADSM Quick Start.

¢ The command-line interface. For information about using the administrative client
command-line interface, refer to ADSM Administrator’s Reference. For information
about using the backup-archive client command-line interface, refer to the ADSM
user’s guide for that client.

e The application programming interface. For more information, refer to ADSM Using
the Application Programming Interface.

See Appendix A, “Interface Cross-Reference” on page 329 for a table that relates
administrative commands with the administrative GUI.
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Using Magnetic Disk Devices with ADSM
Magnetic disk devices can be used with ADSM for two purposes:

¢ Storage of the database and recovery log

e Storage of client data that is backed up, archived, or migrated from client nodes
ADSM can store data on magnetic disk using random access volumes or logical
volumes with a device type of FILE.

For guidance setting up storage pools on disk devices, see Chapter 3, “Using Magnetic
Disk Devices with ADSM” on page 27.

Using Tape Devices with ADSM
Tape devices can be used with ADSM for the following purposes:

e Storage of client data that is backed up, archived, or space-managed from client
nodes

e Storage of database backups

e Exporting data

For guidance and scenarios on configuring your tape devices, see Chapter 4, “Using
Tape Devices with ADSM” on page 31.

Managing Tape Operations

ADSM provides commands and options to help you manage how tapes are used. You
can:

» Control tape mount request messages

¢ Display information about the status of mounted tapes
¢ Dismount tapes

You can also set up ADSM to work with your tape management system. ADSM
provides a deletion installation-wide exit to notify your tape management system when
the server deletes a tape from the database.

For more information about these tasks, see “Understanding the Server Tape
Processing” on page 36.

Defining Device Classes

A device class represents a set of storage devices with similar availability, performance,
and storage characteristics. You must define device classes for the types of drives
available to an ADSM server. You specify a device class when you define a storage
pool, which is a named collection of volumes for storing user data.

For more information about defining device classes, see Chapter 6, “Defining Device
Classes” on page 69.
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Managing Storage Pools

Backed up, archived, and space-managed files are stored in groups of volumes called
storage pools. The data on these primary storage pools can be backed up to copy
storage pools for disaster recovery purposes. Because each storage pool is assigned
to a device class, you can logically group your storage devices to meet your storage
management needs.

You can establish a hierarchy of storage pools. The hierarchy may be based on the
speed or the cost of the devices associated with the pools. ADSM migrates client files
through this hierarchy to ensure the most efficient use of a server’'s storage devices.

When defining or modifying a storage pool, you can specify any or all of the following:

Cache When files are migrated from disk storage pools, duplicate copies of
the files may remain in cache (disk storage) for faster retrieval and
are deleted only when space is needed.

Collocation ADSM keeps each client’s files on a minimal number of volumes
within a storage pool. Because client files are consolidated, restoring
collocated files requires fewer media mounts.

Reclamation Files on sequential access volumes may expire, move, or be deleted.
The reclamation process consolidates the active, unexpired data on
many volumes onto fewer volumes. The original volumes can then
be reused for new data.

For more information about storage pools and taking advantage of storage pool
features, see Chapter 7, “Managing Storage Pools” on page 81.

Managing Storage Pool Volumes

You manage storage volumes by defining, updating, and deleting volumes, and by
monitoring the use of server storage. Monitoring volumes can reveal inconsistencies
that can be corrected between information in the database and client node files in
storage pools. You can also move files within and across storage pools to optimize the
use of server storage.

For more information about these tasks, see Chapter 8, “Managing Storage Pool
Volumes” on page 131.

Managing Policies

From a client node, files can be backed up or archived to the server. This process
ensures that current data can be restored or retrieved if it is accidentally deleted or
corrupted on the workstations. Files from an HSM client can also be migrated from
local file systems. Recall of migrated files is transparent and automatic when a client
accesses a file, or the client can selectively recall files.
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You define policies based on user requirements for backing up, archiving, or migrating
data. You do this by defining policy objects, which identify backup, archive, and
migration criteria, and by scheduling client operations.

For more information about establishing and managing policies for your organization,
see Chapter 9, “Managing Policies” on page 155.

Automating Operations

You can define schedules for the automatic processing of most administrative
commands and client operations such as backup and restore.

For more information about scheduling ADSM commands and operations, see
Chapter 10, “Automating Operations” on page 193.

Managing Server Operations

You can manage server operations such as starting and stopping the server,
maintaining and suspending client sessions with the server, and controlling server
processes.

ADSM provides you with many sources of information about server and client status
and activity, the state of the database, and resource usage. By monitoring this
information, you can provide reliable services to users while making the best use of
available resources.

For details about the day-to-day tasks involved in administering the server and about
reports and information available to you, see Chapter 11, “Managing Server
Operations” on page 217.

Managing the Database and Recovery Log

The ADSM database contains information about the client data in storage pools,
registered client nodes, ADSM policies, and ADSM schedules. The server recovery
log, which records changes made to the database, is used to restore the database to a
consistent state.

You manage the database and recovery log space and the buffer pool to tune database
and recovery log performance.

For more information about the ADSM database and recovery log and about the tasks
associated with administering them, see Chapter 12, “Managing the Database and
Recovery Log” on page 233.

Managing Licensing, Privilege Classes, and Registration

You can monitor an installation’s compliance with the terms of its license agreement.
ADSM lets you check license compliance and modify the terms.
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An organization may name a single administrator or may distribute the workload among
a number of administrators and grant them different levels of authority.

You register workstations as client nodes with the server. You can also provide
client/server authentication by requiring the use of passwords to ensure that the client
and the server are authorized to communicate with each other.

For more information about the preceding concepts and tasks, see Chapter 13,
“Managing Licensing, Privilege Classes, and Registration” on page 251.

Exporting and Importing Data

As your storage needs increase, you can move data from one server to another. You

can export part or all of a server’s data to tape or a flat file so that you can then import
the data to another server.

For more information about moving data between servers, see Chapter 14, “Exporting
and Importing Data” on page 273.

Protecting and Recovering Your Data

ADSM provides a humber of ways to protect and recover your data from media failure
or from the loss of the ADSM database or storage pools due to a disaster. These
recovery methods are based on the following measures:

e Mirroring, by which the server maintains one or more copies of the database or
recovery log, allowing the system to continue when one of the mirrored disks fails

e Periodic backup of the database
¢ Periodic backup of the storage pools
¢ Recovery of damaged files

For more information about protecting your data and for details about recovering from a
disaster, see Chapter 15, “Protecting and Recovering Your Data” on page 297.
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Chapter 3. Using Magnetic Disk Devices with ADSM

With ADSM, magnetic disk devices are used for two main purposes:
e To store the database and the recovery log.

For information on using disk storage for the database and recovery log, see
Chapter 12, “Managing the Database and Recovery Log” on page 233.

¢ To store client data that has been backed up, archived, or migrated from client
nodes. The client data is stored in storage pools.

A summary of procedures for using disk storage for client data is in this chapter.

You may also want to use disk storage (in the form of FILE volumes) to store backups
of the ADSM database and to export and import ADSM data.

The sections listed in the following table begin at the indicated pages.

Section Page
Concepts:
Using cache 29
Freeing space on disk 30
FILE volumes used for database backups and export 30
operations
Tasks:

Using random access volumes on disk devices 27
Using disk for FILE logical devices 28

Setting Up Storage Pools on Disk Devices
ADSM stores data on magnetic disks in two ways:

e In random access volumes, as data is normally stored on disk. See “Using
Random Access Volumes on Disk Devices.”

¢ In files on the disk. Each file is considered a sequential access volume. Within
each file, data is stored sequentially, as it is on tape devices. See “Using Disk for
FILE Logical Devices” on page 28.

Using Random Access Volumes on Disk Devices

For disk devices, ADSM provides a defined DISK device class that is used with all disk
devices.

Do the following to use random access volumes on a disk device:

1. Format a random access volume
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Notes:
a. At ADSM installation, use the DSMINST EXEC.

b. After installation, do not use the DSMINST EXEC,; it will erase your database
and recovery log volumes. Instead, use the DSMMDISK EXEC.

2. Define a storage pool that is associated with the DISK device class, or use one of
the default storage pools that ADSM provides (ARCHIVEPOOL, BACKUPPOOL,
and SPACEMGPOOL). See “Example: Defining a Storage Pool Hierarchy” on
page 111 for details.

3. Define the DISK volumes formatted in step 1 to the storage pool. See “Defining
Storage Pool Volumes” on page 133 for details.

4. Do one of the following:

e Specify the new storage pool as the destination for client files that are backed
up, archived, or migrated, by modifying existing policy or creating new policy.
See Chapter 9, “Managing Policies” on page 155 for details.

e Place the new storage pool in the storage pool migration hierarchy by updating
an already defined storage pool. See “Example: Updating a Storage Pool
Hierarchy” on page 112.

Using Disk for FILE Logical Devices
Another way to use magnetic disk storage is to use files as logical volumes that store
data sequentially (as on tape volumes). You can use FILE (logical) devices to ship
data electronically. For example, you can send the results of an export operation or a
database backup operation to another location. At the receiving site, the files can be
placed on tape or disk. You can define a device class with a device type of FILE for
CMS files on a minidisk or in a Shared File System (SFS) directory.

Note: Device classes containing CMS files should not be used for primary storage
pools. See Chapter 7, “Managing Storage Pools” on page 81 for details about
primary and copy storage pools.

If you use an SFS directory for a device class, which is preferred, consider the
following:
¢ Define the directory to only one ADSM server.

e If multiple SFS files will be accessed at the same time, you may need to adjust the
USERS SFS Filepool Server startup parameter.

e Ensure that the SFS filespace has enough free space for the creation of CMS files
by ADSM.

¢ When the filespace limit is exceeded, the ADSM process that is using the device
class fails, and ADSM issues a write-error message and marks the volume (the
CMS file) as read/only.

e Systems using DFSMS/VM ML2 should not allow CMS files created by ADSM and
maintained in an SFS directory to be DFSMS/VM-managed to itself (DFSMS/VM
ML2 directories should not be used for ADSM CMS files).
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If you use a minidisk for a device class, consider the following:
¢ The minidisk should be used by only one copy storage pool.

¢ If the minidisk is to be used for backup, dump or export, it can be defined to only
one server.

¢ The minidisk should be used only for the device class files and should not be used
for other CMS files.

¢ |f the device class is to be used only for export and database backups and dumps,
the mount limit must be one.

¢ |f the device class is to be used as a copy storage pool, specify a mount limit of
two to allow reclamation.

e CMS does not update the minidisk file directory as soon as an opened file is
closed. The file directory is updated only when all opened files on the minidisk are
closed.

¢ Ensure that the minidisk has enough free space for the creation of CMS files by
ADSM.

¢ When a minidisk fills, the ADSM process that is using the minidisk fails, and ADSM
issues a write-error message and marks the volume (the CMS file) as read/only.
Do the following to use the FILE device class:

1. Define a device class with device type FILE. See “Defining and Updating FILE
Device Classes” on page 75.

2. Define a copy storage pool that is associated with the new FILE device class. See
“Defining a Copy Storage Pool” on page 113 for details.

ADSM automatically creates the files to be used as sequential access volumes.
Volume names can be defined using the DEFINE VOLUME command, or they can
default to scratch.

Notes on Operations

Using Cache

This section contains information to be aware of when using magnetic disk devices for
ADSM. The sections give pointers to additional information.

When you define a storage pool that uses disk random access volumes, you can
choose to enable or disable cache. Using cache can improve the retrievability of files.
When you use cache, a copy of the file remains on disk storage even after the file has
been migrated to the next pool in the storage hierarchy, for example to tape. If the file
needs to be restored or retrieved, the copy in cache can be used rather than the copy
on tape, improving performance. However, using cache increases the space needed
for the ADSM database. For more information, see “The Use of Cache on Disk
Storage Pools” on page 94.
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Freeing Space on Disk
As client files expire, the space they occupy is not freed for other uses until you run
ADSM'’s expiration processing.

Expiration processing deletes from the ADSM database information about any client
files that are no longer valid according to the policies you have set. For example,
suppose four backup versions of a file exist in ADSM server storage, and only three
versions are allowed in the backup policy (the management class) for the file.
Expiration processing deletes information about the oldest of the four versions of the
file. The space that the file occupied in the storage pool becomes available for reuse.

You can run expiration processing by using one or both of the following methods:

¢ Use the ADSM command EXPIRE INVENTORY. See “Running Expiration
Processing to Delete Expired Files” on page 183.

e Set the server option for the expiration interval, so that expiration processing runs
periodically. You can set options through the ADSM Ultilities menu or by issuing
the CHGSVRADSM command (see ADSM Administrator's Reference).

FILE Volumes Used for Database Backups and Export Operations
When you backup the database or export server information, ADSM records information
about the volumes used for these operations in the volume history file. ADSM will not
allow you to reuse these volumes until you delete the volume information from the
volume history file. To reuse volumes that have previously been used for database
backup or export, use the DELETE VOLHISTORY command. For information about the
volume history file, see “Saving the Volume History File” on page 311.
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Chapter 4. Using Tape Devices with ADSM

ADSM can use tape devices for storing backed-up, archived, and space-managed client
data, for storing backups of its database, and for exporting data.

ADSM provides server options and commands to help administrators with system or
operator privilege control how tapes are used. You can also use a tape management
system to control how the server uses tapes.

The sections listed in the following table begin at the indicated pages.

Section Page
Concepts:
Overview of using devices 31
Notes on operations 34
Tasks:
Configuring devices 32

In this chapter, most examples illustrate how to perform tasks by using the ADSM
command line interface. For information about the ADSM commands, see ADSM
Administrator’s Reference, or issue the HELP command from the command line of an
ADSM administrative client.

Appendix A, “Interface Cross-Reference” on page 329 lists each command and shows
if its function is also available on the administrative client GUI and the ADSM utilities.

Overview of Using Devices with ADSM

Sequential access devices typically require that the following steps be performed so
that ADSM can use the devices. The numbers in the steps correspond to the numbers
in Figure 8 on page 32.

H Define the required ADSM objects.

The administrator defines the storage objects that represent the physical device
and media: device class, storage pool, and storage volume. For an introduction to
the ADSM storage objects, see “What Are the ADSM Storage Objects?” on

page 10.

H Define ADSM policy that links client data with media for the device.

The administrator defines or updates the ADSM policy objects that will link clients
to the pool of storage volumes and to the device. Do this by using the new
storage pool as a destination for backed up, archived, or space-managed client
data. For an introduction to the ADSM policy objects, see “What Are the ADSM
Storage Objects?” on page 10.
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An alternative is to simply place the new storage pool in the storage pool migration
hierarchy by updating an already defined storage pool.

Register clients to the policy domain defined or updated in the preceding step.
This step links clients and their data with storage volumes and devices.

ADSM Clients

Storage Pool

ADSM

Figure 8. Overview of Sequential Device Configuration

Example of Setting Up Two 3490E Drives

For the following example, two 3490E drives are attached to VM and configured to the
operating system. The example takes you through the steps necessary to get ADSM to
use the devices for storing client data.

This example presents the procedure with a minimum of customization. If you want to
do more, see the references in the steps for more details.

Define the ADSM Obijects

1 Classify drives according to type and format by defining ADSM device classes.
For example, if you want to use the 3490C recording format, use the following
command:
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define devclass tap3490 class devtype=cartridge -
format=3490c mountlimit=2

Key choice: Mount limit (number of drives available in this device class) has a
default value of 2. The mount limit should be equal to the nhumber of drives of
the same type that are available to ADSM.

2 Check the server options MOUNTOP, REPLYOP, EXITVM, and DELETIONEXIT
to ensure that mount messages are sent when and where you want. For more
information on server options, see ADSM Administrator’s Reference.

3 set up the storage pool to use the devices in the device class you just defined.
For example:

define stgpool tap3490 pool tap3490_class maxscratch=20

Key choices:

a. If you do not specify a value for the maximum number of scratch volumes,
you must explicitly define each volume to be used in the storage pool. If you
allow scratch volumes, ADSM can choose from the scratch volumes
available, without action on your part.

b. Collocation is turned off by default. Collocation is a process by which the
server attempts to keep all files belonging to a client file space on a minimal
number of volumes. Once clients begin storing data in a storage pool with
collocation off, you cannot easily change the data in the storage pool so that
it is collocated. To understand the advantages and disadvantages of
collocation, see “Collocation on Sequential Access Storage Pools” on
page 95 and “How Collocation Affects Reclamation” on page 104.

See “Defining a Primary Storage Pool” on page 110.

Update ADSM Policy
You can do one or both of the following:

¢ Have clients back up data directly to tape.
¢ Have clients back up data to disk storage. Then let ADSM migrate the data to
tape when the amount of disk storage used reaches the migration threshold.
Clients Back Up Directly to Tape: You can choose to have clients back up directly to
the new tape storage pool that you defined.

Key choice: If you back up to tape directly, the number of clients that can back up
data at the same time is equal to the number of drives available to the storage pool
(through the device class). If you have only one drive, only one client at a time can
back up data.
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1 Update the default copy group so that the destination for backups is the new tape
storage pool. For example:

update copygroup standard standard standard standard -
type=backup destination=tap3490_pool

Note: Instead of updating the default copy group in the STANDARD policy
domain, you could define a new management class and a new copy group.

See “Defining and Updating a Backup Copy Group” on page 175.

2 Activate this modified policy:

activate policyset standard

See “Activating Policy Sets” on page 182.

Clients Back Up to Disk Then Data Migrates: Have clients back up data to disk
storage. Then let ADSM migrate the data to the new tape storage pool when the
amount of disk storage used reaches the migration threshold. For example, you can
have data migrate from the default disk storage pool, BACKUPPOOL, by using the
following command:

update stgpool backuppool nextstgpool=tap3490_pool

See “Defining or Updating Storage Pools” on page 110.

Register Clients to the Policy Domain

If you updated the default STANDARD policy to use the new storage pool as a
destination for backups from clients, the clients must be registered to that policy
domain. To register a client to the STANDARD policy domain, enter this command:

register node astro cadet

For information on options when registering clients, see “Administrator Registration of
Client Nodes” on page 265.

Notes on Operations

The following sections summarize choices and procedures you need to be aware of
when operating tape devices for ADSM. The sections give pointers to additional
information.
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Mount Operations

Collocation

Volumes are mounted as a result of mount requests from ADSM. You can monitor the
mount requests in the following ways:

¢ Set the MOUNTOP or REPLYOP server options to specify one or more user IDs to
receive and respond to mount messages

¢ Use an administrative client in mount mode or console mode

For more details, see “Understanding the Server Tape Processing” on page 36.

Using the Administrative Client for Mount Messages

The server sends mount request status messages to all administrative clients that have
been started with either the special mount mode or console mode parameter. For
example, to start the OS/2 administrative client in mount mode, enter this command:

dsmadmc -mountmode

Collocation is a process by which the server attempts to keep all files belonging to a
client file space on a minimal number of sequential access storage volumes. You set
collocation on or off for each sequential access storage pool, which includes tapes. By
using collocation, you can reduce the number of volume mounts required when users
restore, retrieve, or recall many files. However, when collocation is on, more volume
mounts are required when clients store files.

To understand the advantages and disadvantages of collocation, see “Collocation on
Sequential Access Storage Pools” on page 95 and “How Collocation Affects
Reclamation” on page 104.

Maintaining the Volume Inventory

You can maintain your tape volume inventory by performing the following tasks:

e Using scratch volumes or private volumes, or both
¢ Reusing tapes

Sending Volumes Offsite: ~ ADSM expects to be able to access all volumes it knows
about. You should not remove volumes from the site (preventing ADSM access) unless
the volumes are in a copy storage pool and you inform ADSM that the volumes are
offsite. For example, ADSM tries to fill up tape volumes. If a volume containing client
backups is only partially full, ADSM later requests that volume be mounted to store
additional data. If the volume cannot be mounted, an error occurs. To send data on
volumes offsite for safekeeping, use a copy storage pool to make copies that can then
be sent offsite and tracked by ADSM. For more information, see “Backing Up Storage
Pools” on page 114.
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Reusing Tapes in Storage Pools
To reuse tapes in ADSM storage pools, you must do two things:

¢ Run expiration processing regularly so that client files that have expired (are no
longer valid) are deleted. See “Expiration Processing of Client Files.”

e Move data to consolidate valid, unexpired files onto fewer tapes.

ADSM offers an automated process called reclamation that can be used if your
system has more than one drive. See “Reclamation with Multiple Drives.” If you
have only one drive, you must use a more manual process. See “Reclamation with
One Drive.”

Expiration Processing of Client Files: Expiration processing deletes from the ADSM
database any client files that are no longer valid according to the policies you have set.
For example, a file is deleted by expiration processing if four backup versions exist, and
only three versions are allowed in the backup policy for the file. Expiration processing
frees space in your storage pools.

You can run expiration processing by using one or both of the following methods:

e Use the ADSM command EXPIRE INVENTORY. See “Running Expiration
Processing to Delete Expired Files” on page 183.

¢ Set the expiration interval with the server option EXPINTERVAL so that expiration
processing runs periodically. For information on server options, see ADSM
Administrator’s Reference.

Reclamation with Multiple Drives: If you are using multiple drives, you can have
ADSM reclaim volumes that pass a reclamation threshold, a percentage of unused
space on the volume. The reclamation threshold is set for each storage pool. See
“Space Reclamation for Sequential Access Storage Pools” on page 100.

Reclamation with One Drive:  To reclaim tapes with only one drive, you must use the
ADSM command MOVE DATA. See “Reclamation in a Device Class with Only One
Mount Point” on page 105.

Reusing Volumes Used for Database Backups and Export

Operations

When you back up the database or export server information, ADSM records
information about the volumes used for these operations in the volume history file.
ADSM will not allow you to reuse these volumes until you delete the volume information
from the volume history file. To reuse volumes that have previously been used for
database backup or export, use the DELETE VOLHISTORY command. For information
about the volume history file, see “Saving the Volume History File” on page 311.

Understanding the Server Tape Processing

In order to integrate ADSM tapes into your tape library, you need to understand how
the server uses tapes. You can either predefine tape volumes to a storage pool or
specify that ADSM dynamically acquire scratch tape volumes, as needed.
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ADSM automatically reuses predefined tape volumes when all space on a volume
becomes available, such as when reclamation occurs. When scratch tapes become
empty, ADSM dynamically deletes the volumes from the storage pool and returns the
tapes to a scratch pool.

Using the Internal Mounting Facility
You can allow the server to mount tapes directly using the internal mounting facility. To
use the internal mounting facility, do not include the EXITVM option in the server
options file.

When using the internal mounting facility, the server requests a tape mount by sending
the mount operator (defined by the MOUNTOP option) a mount message. The
message is repeated (at intervals defined by the MSGINTERVAL option) until the tape
is mounted, or until the mount wait time, specified for the specific device class, is
exceeded.

A mount request is satisfied after a tape drive has been attached to the ADSM server
using the CP ATTACH command. Because this command requires special privileges, it
must be issued by a user ID (virtual machine) that has the special privilege or by the
ADSM server virtual machine which has been given the special privilege. An ADSM
server with the special privilege issues the ATTACH command only after receiving a
REPLY command as a response to the mount request. The REPLY command must be
submitted by either a user ID (virtual machine) defined with the REPLYOP option or by
an administrator with operator privileges. Additional information on CP Command
privileges can be found in “Assigning CP Command Privilege Classes for Server and
Exit Machines” on page 38.

The reply operator or administrator with operator privilege can cancel mount requests
with the CANCEL REQUEST command. The server automatically cancels requests
that are not satisfied within the period set by the MOUNTWAIT parameter in the
definition of the device class to which the tape belongs.

When a tape volume is deleted from the ADSM server database and the
DELETIONEXIT option is specified, the internal mounting facility sends a message to
the mount operators indicating that the volume has been deleted. Because the server
sends messages directly to the operator, any tape management system your installation
is using is bypassed.

Using Exit Machines

| Product-sensitive programming interface |

An exit machine is a virtual machine that is autologged by the ADSM server in order to
satisfy tape mount requests and handle tape deletions. One or more exit machines can
be defined with the EXITVM option. As needed, ADSM autologs an exit machine,
submitting to it either a tape mount request or a tape deletion notification. The
PROFILE EXEC of the exit machine must accept and handle mount request or deletion
notification. You should review the two sample EXECs (DSMMOUNT and DSMDELET)
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distributed with the ADSM server. You can use these EXECs as is or modify them to
meet your installation’s needs.

To indicate to ADSM that an exit machine will handle tape deletions, specify at least
one exit machine with the EXITVM option and include one DELETIONEXIT option (no
parameter). When a tape is deleted from the ADSM database, an exit machine is
autologged with tape deletion information passed to it.

When a tape management system is installed and it resolves tape mount requests, one
or more exit machines should be defined to ADSM. These machines are then
autologged as needed to satisfy mount requests. The exit machine must then
communicate with the tape management system as needed. In the meantime, the
ADSM process requesting the tape mount is suspended until the mount request is
satisfied. However, other ADSM processes can take place. The only time the entire
server virtual machine is suspended is when I/O is attempted on the mounted tape and
the tape device is not ready.

Exit machines must log off as soon as the mount request is satisfied, or the deletion
notification is processed. Otherwise, the ADSM server may not locate an available exit
machine the next time it needs one and could suspend the process needing a tape to
be mounted.

When the server needs to process a tape, the server autologs an exit machine. If all
exit machines are in use, mount and delete requests are added to a first-in-first-out
(FIFO) queue until a machine is available. There is no simple way to determine how
many exit machines you need. Strike a balance between the following factors:

¢ The amount of tape activity you expect

e The number of tapes you want the server to be able to mount concurrently, which
depends on the number of tape operators you have available

¢ The mount limits you set when defining device classes

| End of Product-sensitive programming interface

Assigning CP Command Privilege Classes for Server and Exit Machines
The ADSM server virtual machine can operate effectively with CP command privilege
class G (general user). However, the server and the exit machines should be assigned
additional privilege classes to make tape processing more flexible.

The following is a discussion of the additional privilege classes that can be assigned to
the server and the exit machines. The discussion assumes the standard CP privilege
class definitions are being used and any deviation from the standard definition should
be taken into consideration. For additional information on the standard privilege class
definitions refer to VM/ESA: CP Command and Utility Reference (SC24-5773).

Privilege Class Requirements for the Server
Besides privilege class G, the following privilege classes (or their equivalent) may be
necessary:
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¢ Class B CP commands:

ATTACH  Used whenever no exit machines are specified and the REPLYOP
option is specified. The server dedicates tape drives to itself with this
command.

AUTOLOG Used to autolog an exit machine as necessary when the server is
running under VM/ESA 1.1.5 (370 Feature); the exit machine's
password must be specified with the EXITVM option.

MSGNOH Used when specified as the command to use with the MSGCMD
option; the server will use the command to send messages to other
virtual machines.

XAUTOLOG Used to autolog an exit machine as necessary when the server is
running under VM/ESA 2.1 and later.

Note: Privilege class B is not necessary to issue this command when
the exit machines are defined with an XAUTOLOG statement in
its directory definition. If this approach is implemented then no
password is necessary with the EXITVM option statement.

¢ Class A CP commands:

FORCE Used by the server to log off an exit machine when a CANCEL
REQUEST is received indicating that the mount request is no longer
needed.

Privilege Class Requirements for the Exit Machines

Besides privilege class G, an exit machine may need additional privileges. The
privileges needed is dependent on the processing that will take place in the exit
machine. If the DSMMOUNT EXEC is used as distributed, the following privilege class
is needed:

e Class B CP commands issued by DSMMOUNT EXEC:

ATTACH Used whenever an exit machine needs to dedicate a tape device to
itself.

GIVE Used to transfer a tape device to the ADSM server.

Understanding How the Server Selects and Handles Tapes
In order to effectively manage tape operations, you need to understand how the server
selects tapes, requests tape mounts, and maintains information on the condition of
tapes. ADSM allows you some control over how it requests tape mounts. See “How
ADSM Stores Files in a Storage Pool Hierarchy” on page 86 for information on how the
server selects tapes based on your storage pool definitions.

Controlling Tape Mount Request Messages
When ADSM requires a tape, the server sends a message requesting a tape mount.
You can control mount messages with server options and a device class parameter.
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Server Options:

MOUNTOP Specifies the user IDs of up to 16 mount operators who will
receive all mount-related messages.

MSGCMD Specifies the VM CP command to be used to send messages.

MSGINTERVAL Specifies how often the server repeats a mount request before
the tape is mounted.

NOTIFY Specifies up to 16 user IDs that should be notified by message
of server errors and abnormal conditions.

REPLYOP Specifies the user IDs of up to 16 reply operators who can
reply to tape mount requests. Normally, these user IDs are
the same as those of the mount operators.

Device Class Attribute:

MOUNTWAIT Specifies how long the ADSM server waits for a mount request
to be satisfied.

MOUNTRETENTION Specifies how long the server allows a mounted tape to sit
idle on the tape drive.

Both the MOUNTWAIT and MOUNTRETENTION parameters may be changed by
updating the device class. You can change the other options related to tape handling
by updating the server options file.

Requesting Tapes
The server sends mount messages to the user ID specified on the MOUNTOP option in
the server options file.

The mount operator is also notified of any problems, for example, if the tape is mounted
on a drive that cannot correctly read from or write to the tape.

Mount messages are slightly different depending on whether the tape requested
belongs to a device class that has a specific format or density for tapes and whether
the tape is empty.

If a tape is empty and the device class format or density is DRIVE, the message
contains the following information:

e Request number

e Device type (cartridge or reel)

¢ Volume serial number, either a specific number or one of the following:

SCRTCH Scratch volume

EXPORT.n  Nonspecific export volumes (n is the sequence number)
DBBKUP.n  Nonspecific database backup volumes (n is the sequence number)
DUMPDB.n  Nonspecific database dump volumes (n is the sequence number)
IMPORT.n Nonspecific import volumes (n is the sequence number)

e Whether the request is for read-write or read-only
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¢ How long the operator has before the server cancels the request

For example, the following message requests that the VOLO0O01 cartridge be mounted at
address 400, read-write, within 60 minutes, and that it is mount request number 1:

ANR52101 001: Mount CARTRIDGE VOLOO1 at 0400 R/W within 60 minutes.

If a tape contains data or the device class format or density is not DRIVE, the message
includes the format or density. If the length specified for the device class is not ANY,
the message includes the tape length. See “Recording Format and Length
(CARTRIDGE)” on page 72 and “Density (REEL)” on page 73 for explanations of the
possible values.

For example, if VOLOO1 has been used on a 3490 tape drive using the improved data
recording capability (IDRC), subsequent requests for VOL001 specify the density as
3490C:

ANR5210I 001: Mount CARTRIDGE VOLOO1 at 0400 R/W (3490C) within 60 minutes.

If the tape length is specified on the device class as ECCST and the tape format of
VOLO0O01 is 3490C, the mount request would specify the tape length with the format:

ANR5210I 001: Mount CARTRIDGE VOLOO1 at 0400 R/W (3490C-ECCST) within 60 minutes.

Once the tape is mounted, the server verifies that:

The device belongs to the requested device type (cartridge or reel)
The tape drive can read or write at the required density or format
The length of the cartridge tape is correct (3490B/3490C only)
The volume is read-only or read-write as requested

The VOL1 label matches the requested volume

Maintaining Information on Tape Condition

If the server cannot process a tape correctly, it records an error state for the tape so
that it knows the tape cannot be processed correctly. General errors are recorded in
the activity log; severe errors are recorded in the error log.

There are two error states: 1/0O error and Unavailable.

A volume is placed in I/O error state whenever the server receives a permanent 1/O
error while processing the tape. A tape in I/O error is no longer written to. However,
the tape can be mounted when a file must be retrieved.
A volume is placed in unavailable state under any of the following conditions:

¢ The server detects that the volume has been corrupted.

¢ The CANCEL REQUEST PERMANENT command is issued to cancel a mount
request for the volume.

e The volume status is changed to unavailable with the UPDATE VOLUME
command.
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A tape in unavailable state is no longer requested by the server, either for writing or
reading.

You can use the QUERY VOLUME command to show the state of volumes. To try to
recover files on unavailable volumes, use the following procedure:

1.

Issue the QUERY CONTENT command to determine what files should be on the
tape. If the files are out-of-date or otherwise not needed, proceed to step 6.

. Use the UPDATE VOLUME command to make the tape available for mounting by

setting ACCESS to read-only.

Try to read the tape by issuing an AUDIT VOLUME command with FIX=NO or by
doing a restore or retrieve of one of the files on the tape. If the tape can be read
without error, it might have been inadvertently marked as unavailable, as a result of
a CANCEL REQUEST PERMANENT command. Ensure the volume status is
changed to read-only or read-write, and do not proceed with the following steps.

Use the MOVE DATA command to try to recover files you still need.

5. If MOVE DATA does not work, use the AUDIT VOLUME command to synchronize

the database with the readable contents of the tape. Unreadable files are deleted
from the database, and you cannot recover them from the tape.

Use the DELETE VOLUME command to delete the volume from the server's
database. If important files are lost, inform the affected users that their files are no
longer available.

Handling Tape Mount Requests and Exit Machines

42

As an administrator with system or operator privilege, you can submit ADSM
commands to manage tape mount requests and exit machines. You can:

Request information on outstanding mount requests
Request information on mounted tapes

Request status on one or more exit machines
Reply to outstanding mount requests

Cancel an outstanding mount request

Dismount a mounted tape

Ready an exit machine to handle mount requests

You can use the DSMOP EXEC (on the program product disk) or the CP SMSG
command to submit ADSM commands.

To use the DSMOP EXEC, do the following:

1.
2.

Modify the EXEC to specify the user ID of the ADSM Server

Put the EXEC in a minidisk or SFS filespace that can be accessed by any VM user
IDs that will issue this EXEC

Specify the VM user ID in a REPLYOP option statement in the DSMSERYV OPT file

Enter:
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dsmop command

where:

command Specifies the ADSM command

To use the CP SMSG command, do the following:

1. Specify the VM user ID in a REPLYOP option statement in the DSMSERV OPT file
2. Enter:

cp smsg serverid command

where:
serverid Specifies the server user ID

command Specifies the ADSM command

Querying Mount Requests
You can request information about the status of outstanding tape mount requests with
the QUERY REQUEST command. For example, if you enter the following command,
information on all outstanding requests is returned to you, including information on how
soon the request must be satisfied before the server automatically cancels it, which exit
machine is processing the request, and which requests are waiting for an exit machine
to become available:

query request

If you want information about an outstanding request and you know the request
number, you can include the request number on the command. For example, to get
information on request number 12, enter:

query request 12

Querying Mounted Tapes
You can request information about the status of tapes that are mounted with the
QUERY MOUNT command. For example, if you enter the following command, the
volume name and device address of all mounted tapes is returned to you:

query mount
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This command also returns information on whether the tape is in use or is idle.

If you want information about a mounted tape and you know the volume name of the
tape, you can include the name on the command. For example, to get information on
DSM988, enter:

query mount dsm988

Querying the Status of Exit Machines
You can request information about the status of exit machines with the QUERY EXIT
command. For example, if you enter the following command, the status of each exit
machine is returned to you:

query exit

If you only want information on the status of one exit machine, you can specify the user
ID of the machine on the command. For example, to query the status of the
DSMOUNT1 exit machine, enter:

query exit dsmountl

You can also use wild card characters to query more than one exit machine. For
example, you can use DSM* to get information on all exit machines that begin with the
letters DSM.

Exit machines can have one of the following:

Ready The exit machine is waiting for work (not logged on).
Busy The exit machine is currently processing a request (logged on)
Offline The server marked the exit machine as unusable because it was unable to

log on the exit machine. There may be a problem with the machine.

Replying to Mount Requests When Using the Internal Mounting Facility
If you are using the internal mounting facility, you can reply to mount requests either by
using the REPLY command or by directly attaching the tape drive to the server.

If you use the REPLY command, the server attaches the drive to itself once you reply
to the mount message. For example, the server might issue the following mount
request:

ANR5210I 001: Mount CARTRIDGE VOLOO1 at 0400 R/W within 60 minutes.
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To reply to this message, first mount the volume on an available tape drive (for
example, at address FE8), then use the request number provided in the mount request
to tell the server which tape drive to attach to itself:

reply 1 fe8

If you use the ATTACH command, attach the drive directly to the server at the address
requested. For example, to attach the drive at FE8 to the DSMSERV server machine
at virtual address 400, use the following CP command:

attach fe8 dsmserv 400

Replying to Mount Requests When Using Exit Machines
If you are using exit machines, all mount requests are satisfied by the exit machines.
Reply to mount requests according to your installation procedures.

Readying Exit Machines
When a server cannot automatically log on an exit machine despite repeated attempts,
it marks the exit machine as offline. Once you have corrected the problem that
prevented the server from logging on the exit machine, you can make the machine
available to handle tape mount requests with the READY EXIT command. For
example, to reset the status of the DSMOUNT1 exit machine, enter:

ready exit dsmountl

You can use wild card characters to ready more than one exit machine at a time. The
server only readies exit machines that are offline, even if an online exit machine
matches the pattern-matching expression you use. For example, the following
command readies all offline machines without affecting those that are already available:

ready exit =

Canceling Mount Requests When Using the Internal Mounting Facility
You can cancel a tape mount request with the CANCEL REQUEST command. In order
to cancel the request, you need to know the request number assigned to the request.
This number is included on the mount request message, and can also be shown using
the QUERY REQUEST command.
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If the server requests a tape that is not available (perhaps because it is stored offsite),
you can cancel the mount request (request number 1) using the following command:

cancel request 1

If there is a permanent problem with the tape, and you do not want the server to try to
use the tape again, you can issue the following command to force the server to mark
the tape volume as unavailable:

cancel request 1 permanent

You must use the parameter ALL to cancel all requests at one time. However, use this
parameter carefully to avoid accidentally canceling requests.

Canceling Mount Requests When Using Exit Machines
When you are using exit machines, use your installation procedures for canceling tape
mounts. This ensures that any tape management system you are using is properly
notified of the cancellation.

If for some reason these procedures do not work, use the CANCEL REQUEST
command to cancel the request. You can also use the CP FORCE command to force
off the exit machine that is processing the request. Be aware that this command can
create problems with tape management systems.

Dismounting Tapes
You can dismount idle tapes using the DISMOUNT VOLUME or DISMOUNT DEVICE
command. For example, to dismount the tape volume named VOLOO1, enter:

dismount volume vol1001

You can use the QUERY MOUNT command to determine the volume names and
status of mounted volumes.

If you know the real address of the tape device on which the volume is mounted (for
example, FE8), you can dismount the tape by dismounting the device:

dismount device fe8

You cannot use wild card characters with these commands.
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Chapter 5. Using Exit Machines

This chapter contains Product-sensitive Programming Interface and Associated
Guidance Information.

An exit machine provides ADSM an interface to an installation's tape procedures for the
purpose of requesting tape devices and tapes. When ADSM requires a tape for a
started process, the ADSM server will autolog an exit machine (if available) and pass to
it information about the tape device needed, the virtual address that must be used, the
volume name of the tape that must be mounted, and other values. The server then
waits for the tape device to be dedicated (attached) to it. Once the tape device is
attached, ADSM allows the waiting process to continue.

If a tape mount request must be canceled (a CANCEL REQUEST command was
submitted to the ADSM server), the exit machine will be logged off by the ADSM server
by issuing the CP command FORCE. The ADSM process waiting for the tape mount is
then cancelled.

An exit machine will also be autologged whenever ADSM deletes a tape volume from
it's inventory of volumes. The exit machine must then handle the tape deletion
according to the installation's tape procedures.

Sample EXECs are included in the ADSM for VM program product to assist you in
setting up the exit machine. These should be reviewed to determine how they can be
implemented as is or with changes. The sample EXECs are:

DSMEXIT PROFILE An exit machine PROFILE EXEC

DSMMOUNT EXEC Handles tape mount requests. This EXEC must be
modified before being used.

DSMDELET EXEC Handles tape deletion requests. This EXEC must be

modified before being used.

The sections listed in the following table begin at the indicated pages.

Section Page
Tasks:

Defining Exit Machines 48

Setting up Exit Machines 48

Providing Input to Exit Machines 49

Satisfying Tape Mount Requests 50

Processing DELETE Requests 65

Most tasks presented in this chapter can be performed by using either the graphical
user interface (GUI) or the command line interface. Table 11 on page 329 shows
whether a task can be performed on the GUI, the command line interface, or both.
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For information about issuing ADSM commands, see ADSM Administrator’s Reference,
or issue the HELP command from the command line of an ADSM administrative client.
For help performing a task on the graphical user interface, refer to the online help.

Defining the Exit Machines

An exit machine is a virtual machine that will be autologged on the same system as the
ADSM server. Up to 32 exit machines can be defined with each machine able to
handle only one mount or delete request at a time. The number of exit machines
needed by an installation can be determined after considering the following:

¢ The amount of tape activity expected
e The number of tape processes the ADSM server will handle concurrently

e |If the exit machine will issue commands to an automated tape library, the number
of requests the library supports

¢ The mount limits set in the device classes

» Server performance when tape processes are started

An exit machine is defined to your system in your CP directory with the following

information:

User ID A unigue name that follows CP and your installation's naming
requirements. This name is specified in an EXITVM option
statement.

Privilege Class B and G are the recommended privilege classes in addition to
any other required privilege classes.

Virtual storage size Dependent on the requirements of the installation’s procedure
that handles mount or delete requests.

Option Any options required by your installation.

IPL Do not specify AUTOCR. Otherwise, the parameter data
passed by the ADSM server to the exit machine at the time it
is autologged will be lost.

Minidisk The amount of DASD space and the number of minidisks

needed by an exit machine is determined by the procedure
used once the machine is autologged. The sample EXECs
(DSMMOUNT and DSMDELET) require no DASD space as
distributed.

Setting up an Exit Machine

A file named DSMEXIT PROFILE is distributed with the ADSM for VM program product
and should be reviewed. This is an example of a PROFILE EXEC that can be
implemented by an exit machine. If you intend to use this sample EXEC as is, then
copy it to a minidisk or SFS directory where an exit machine can access it. Be sure to
rename it to PROFILE EXEC.
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Note that the sample DSMEXIT PROFILE reads the passed parameters from the CMS
program stack and passes control to either DSMMOUNT or DSMDELET. Samples of
these two EXECs are included in the ADSM for VM program product. They should be
reviewed to make sure they meet your tape procedure's needs. Make changes as
appropriate.

Also note that the sample DSMEXIT PROFILE ends by issuing CP LOGOFF. This
must be the last action taken by the PROFILE EXEC of an exit machine. If the exit
machine does not log off, the ADSM server will not be able to utilize the machine again.
For ADSM to utilize the machine again, you will have to log off the exit machine and
then submit a READY EXIT command to the ADSM server.

Providing Input to an Exit Machine

The exit machine will be autologged with one of two CP commands: AUTOLOG when
the VM/ESA system is running the 370 feature; otherwise, XAUTOLOG is used. Part of
the command will be a string of data that will be placed in the CMS program stack of
the exit machine and available to the PROFILE EXEC. The contents of this parameter
string will depend on the type of request being submitted. The first word of the string
will be MOUNT or DELETE. The rest of the parameters will be separated by blanks.

MOUNT parameters:

servername The user ID of the ADSM server.

mountwait The value of the MOUNTWAIT parameter for the device class
(in minutes).

request# The number assigned by the ADSM server to this mount
request.

devtype The type of device being requested (CARTRIDGE or REEL).

volname The name of the volume to be mounted in the following
formats:

SCRTCH Scratch volume

EXPORT.n  Nonspecific export volumes (n is the sequence
number)

DBBKUP.n  Nonspecific database backup volumes (n is the
sequence number)

DUMPDB.n  Nonspecific database dump volumes (n is the
sequence number)

IMPORT.n Nonspecific import volumes (n is the sequence
number)

vaddr The virtual address that is to be associated with the tape
device when attached to the ADSM server.

mode This will be either R/W (read/write) or R/O (read-only).
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density This is the tape density expected by the ADSM server and will
be one of the following:

3480 18-track format: 3480 or 3490

3480XF 18-track extended format: 3480 or 3490
3490B 36-track uncompacted (basic) format
3490C 36-track compacted format

3490B-CST media length specified as CST
3490B-ECCST media length specified as ECCST
3490C-CST media length specified as CST
3490C-ECCST media length specified as ECCST

6250 6250 bits per inch tape reel
1600 1600 bits per inch tape reel
DRIVE Empty tape requested at the highest format or

density of the drive

stgpoolname The name of the ADSM storage pool name to which the tape
is associated; or EXPORT for a tape that is being used in an
export process and does not belong to an ADSM storage pool.

DELETE parameters:

servername  The user ID of the ADSM server.

request# The number assigned by the ADSM server to this delete request.

devtype The type of device associated with this delete request
(CARTRIDGE or REEL).

volname The name of the volume being deleted by the ADSM server from

its inventory.

stgpoolname The name of the ADSM storage pool hame to which the tape is
associated.

Satisfying a Tape Mount Request

A tape mount request is satisfied once the requested tape device has been dedicated
(attached) to the ADSM server using the virtual address passed to the exit machine.
The ADSM server also expects a tape to be mounted and the device be ready for
reading and/or writing. If the device is not ready when the ADSM server reads or
writes from the device, the ADSM server virtual machine will be suspended by the
VM/ESA system until the tape device is readied.

There are a number of methods available for dedicating a tape device to the ADSM
server after it has been readied by the exit machine or the tape procedure in use by
your installation. One of the following can be used:

e The CP commands DETACH LEAVE followed by ATTACH
e The CP command GIVE

Refer to the manual "VM/ESA: CP Command and Utility Reference" for more
information on the CP commands.
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After the ADSM server detects that a tape device has been dedicated at the virtual
address requested, it verifies the following:

The device belongs to the requested device type (cartridge or reel)

The tape device has the required density (if a specific density was specified with
the mount request)

The length of the cartridge tape is correct (3490B/3490C only)
The volume is either read/write or read-only (as indicated in the mount request)

The VOL1 label matches the requested volume name.

DSMMOUNT EXEC Examples
This section presents three sample DSMMOUNT EXECs:

Example 1 handles a mount returned to the DSMMOUNT EXEC by a tape library
machine.

Example 2 sends a mount request to a tape library machine that attaches the tape
drive directly to the server.

Example 3 sends a mount request to a mount operator and attaches the mounted
tape to the server.

Example 1: DSMMOUNT Attaches Tape Drive to Server

When the tape management system satisfies a mount request, this example EXEC
attaches the tape drive to the server. This example uses the IBM Attachable Media
Manager/VM product.

Here is the sequence of events:

1. The server autologs the exit machine, passing the mount request parameter to the

exit machine as console data (Figure 9).

AUTOLOG .
Server Exit
Machine Mount Request Machine
DSMSERV DSMMOUNT EXEC

Figure 9. The Server Logs on to the Exit Machine

2. The PROFILE EXEC on the exit machine starts the DSMMOUNT EXEC.
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3. The exit machine requests a tape mount of the tape management system tape
library machine, and the tape library machine sends a mount message to the
operator (Figure 10).

Mount Request

Exit Tape
Machine > Library
Machine
(DSMMOUNT EXEC |
Mount
Request

Mount...

Operator Console

Figure 10. The Exit Machine Requests a Mount of the Tape Library Machine
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4. The operator replies to the tape library machine mount request, and the tape library
machine attaches the tape drive to itself and verifies the VOL1 label. (Figure 11).

Reply to
Reply > Tape
Mount Request Library
Machine

Operator Console

E L [
<
<,
N,

2 24

Figure 11. The Operator Replies to the Mount Request
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5. The tape library machine gives the tape drive to the exit machine because the exit
machine made the mount request (Figure 12). In this example, the tape library
machine uses the DETACH LEAVE command to detach the tape drive from itself
without unloading the tape volume, then the ATTACH command attaches the drive
to the exit machine.

Exit Tape
Machine Library

Machine

DSMMOUNT EXEC

N\

A\

ATTACH

[ %4

Figure 12. The Tape Library Machine Gives the Tape to the Exit Machine
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6. The DSMMOUNT EXEC gives the tape drive to the server (Figure 13). In this
example, the DSMMOUNT EXEC uses the DETACH LEAVE and ATTACH
commands to transfer the tape drive and mounted tape to the server.

Server E xit
Machine Machine

" DSMSERV | b
(verify label) DSMMOUNT EXEC

ATTACH DETACH LEAVE
7/

2 24

Figure 13. The Exit Machine Gives the Tape to the Server
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7. The tape drive is now attached to the server, and the exit machine logs off

(Figure 14).

1
| |
| |
| |
| 3
Server | Exit !
Machine 1 Machine ;

|
| |
| |
| |
,,,,,,,,,,,,,,,
DSMSERV | CPLOGOFF i

Attached

%%%

Figure 14. The Exit Machine Logs Off
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Figure 15 shows an example of the DSMMOUNT EXEC that performs this procedure.

/
* ADSTAR Distributed Storage Manager
*
* Licensed Materials - Property of IBM
*
* 5654-A02 (C) Copyright IBM Corporation 1990, 1996.
* A1l rights reserved.
*
* Refer to Copyright Instructions.
Trace Off
Address Command
J* ==~ */
/* Get parameter list. */
% e e e e */
Arg serverName mountWait requestNum devType volName ,
serverVaddr mountMode format stgPoolName .
/ /
/%% *%/
[** Customer's mount procedures go here. *k [
[** *%/
/** Note: A volName of DBBKUP.nn, EXPORT.nn or DUMPDB.nn x% [
[*x where nn is numeric, is actually a mount request *x [
[x* for a scratch tape for a database backup, export *x [
[x* or database dump. A volName of SCRTCH is for a *% [
[x* storage pool scratch volume. The mount command *% [
[** actually issued should be for a scratch volume *% /
[** *%/
[** *%/
myVaddr = 181
rc =0
ring = 'RING'

If ((Teft(volName,7)

If mountMode = 'R/0' then
ring = 'NORING'

= 'DUMPDB.') | (left(volName,7) = 'EXPORT.')
| (1eft(volName,7) = 'DBBKUP.')) then volName = 'SCRTCH'

'MOUNT' volName 'ON' myVaddr 'WAIT SL' ring 'FOR' serverName

S~ % F 3k X F X X F

Figure 15 (Part 1 of 2). Example 1: Exit Machine Attaches Tape Drive to Server
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[** *x/

/ /
[, m e e e */

/* Cancel mount if return code not zero. */

/* (Logging off will cancel the mount.) */
S */

If rc == 0 Then

'CP LOGOFF'

[, m e e e e e */

/* Find the real address of the tape drive. */

J* m e e e e */

"EXECIO 1 CP ( LIFO STRING QUERY VIRTUAL' myVaddr
If rc == 0 Then

'CP LOGOFF'
Pull . . . . raddr .

[ * m e e e e */
/* Issue command to give the server the */
/* drive at the correct address. x/
Ty Sy */

'CP DETACH' raddr '* LEAVE'
'CP ATTACH' raddr serverName serverVaddr

% e e e e e */
/+ Stack a Logoff command and exit. */
S */

Push 'CP LOGOFF'
Exit 0

Figure 15 (Part 2 of 2). Example 1: Exit Machine Attaches Tape Drive to Server
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Example 2: Tape Library Machine Attaches Tape Drive to Server

With this sample DSMMOUNT EXEC, the tape management system satisfies the mount
request by attaching the tape drive directly to the server. This example uses the IBM
Attachable Media Manager/VM product to perform the tape mounts.

The processing for this example is the same as that for Example 1, except that the
DSMMOUNT EXEC does not receive control from the tape library machine after the
tape is mounted.

After verifying the VOLL1 label, the tape library machine gives the tape drive to the
server, as shown in Figure 16.

Server Tape
Machine Library
Machine

GIVE

i

S

[

Figure 16. The Tape Library Machine Gives the Tape to the Server

In this example, the tape library machine uses the GIVE command to detach the tape
drive from itself and to give the drive to the server without unloading the tape volume.
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Figure 17 shows an example of the DSMMOUNT EXEC that performs this procedure.

ADSTAR Distributed Storage Manager
Licensed Materials - Property of IBM

5654-A02 (C) Copyright IBM Corporation 1990, 1996.
A11 rights reserved.

* ook ok k¥ ¥ ¥ ¥ S

L R R

Refer to Copyright Instructions Form Number G120-2083

*********************************************************************/

Trace Off

Address Command
£y */
/* Get parameter list. */
% e e oo */

Arg serverName mountWait requestNum devType volName ,
serverVaddr mountMode format stgPoolName .

/ /
/%% Customer's mount procedures go here. *% [
[** *%x/
/** Note: A volName of DBBKUP.nn, EXPORT.nn or DUMPDB.nn *% [
[*% where nn is numeric, is actually a mount request *k /
[xx for a scratch tape for a database backup, export *x [
[xx or database dump. A volName of SCRTCH is for a *x [
[ x* storage pool scratch volume. The mount command *% [
/%% actually issued should be for a scratch volume *% [
[** *%x/
rc =0

ring = 'RING'

If mountMode = 'R/0' Then

ring = 'NORING'

If ((left(volName,7) = 'DUMPDB.') | (left(volName,7) = 'EXPORT.")
| (1eft(volName,7) = 'DBBKUP.')) then

volName = 'SCRTCH'

'MOUNT' volName 'ON' serverVaddr 'WAIT SL' ring 'FOR' serverName ,
'GIVETO' serverName
/******************************************************************/

Y TSP P */
/* Stack a Logoff command and exit. */
£y */

Push 'CP LOGOFF'
Exit 0

Figure 17. Example 2: DSMMOUNT EXEC Has the Tape Library Machine Attach Drive to Server
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Example 3: DSMMOUNT Requests Tape of Mount Operator

With this sample DSMMOUNT EXEC, mount requests are sent to the operator rather
than a tape management system. The operator replies to mount requests using the
SMSG command, and the message is in the same format as the REPLY command.
The DSMMOUNT EXEC uses the REPLY command to inform the server that the tape

is mounted and ready for use. The DSMMOUNT EXEC does not do any authentication
or error checking.

Here is the sequence of events:

1. The server autologs the exit machine, and the mount request is passed to the exit
machine as console data (Figure 18).

AUTOLOG )
Server Exit
Machine Mount Request Machine
DSMSERV DSMMOUNT EXEC

Figure 18. The Server Autologs the Exit Machine

2. The PROFILE EXEC on the exit machine starts the DSMMOUNT EXEC.

3. The exit machine sends a mount request to the operator. (Figure 19).

Mount...

Exit
Machine

v

Mount Request

DSMMOUNT EXEC

Operator Console

Figure 19. The Exit Machine Requests a Mount from the Tape Operator
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4. The operator replies to the mount request with the CP SMSG command. The exit
machine uses the REPLY command to tell the server the tape is mounted. The
server then attaches the tape drive to itself (Figure 20).

Server Exit
Machine DSMOP REPLY

<

Machine

DSMMOUNT EXEC
A

SMSG

Reply

Operator Console

Figure 20. The Operator Replies to the Mount Request
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5. The tape drive is attached to the server, and the exit machine logs off (Figure 21).

1

| |

| |

| |

| |

Server } Exit }

Machine } Machine !
|

| |

| |

| |

| |

,,,,,,,,,,,,,,,

DSMSERV i CPLOGOFF |

Attached

Figure 21. The Exit Machine Logs Off
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Figure 22 shows an example of the DSMMOUNT EXEC that performs this procedure.

/
* ADSTAR Distributed Storage Manager *
* *
* Licensed Materials - Property of IBM *
* *
* 5654-A02 (C) Copyright IBM Corporation 1990, 1996. *
* A1l rights reserved. *
* *
* Refer to Copyright Instructions Form Number G120-2083 *
/
Trace Off
Address Command
£y */
/* Get parameter list. */
% e e oo */
Arg serverName mountWait requestNum devType volName ,
serverVaddr mountMode format stgPoolName .
/ /
[** *%x/
[** Customer's mount procedures go here. *k [
[** *%x/
/** Note: A volName of DBBKUP.nn, EXPORT.nn or DUMPDB.nn x% [
[xx where nn is numeric, is actually a mount request *% [
[ x* for a scratch tape for a database backup, export *% [
[x* or database dump. A volName of SCRTCH is for a *% [
[x* storage pool scratch volume. The mount command *% /
[*x actually issued should be for a scratch volume *x ]
[** *%x/
[** *%x/

rc =0
myVaddr = 181

If ((1eft(volName,7) = 'DUMPDB.') | (left(volName,7) = 'EXPORT.')
| (Teft(volName,7) = 'DBBKUP.')) then
volName = 'SCRTCH'

mountMsg = requestNum': Mount' devClass volName 'for' serverName ,

mountMode
If format —= '' Then
mountMsg = mountMsg||' ('format')’

'WAKEUP +00 ( NOEXT'

Figure 22 (Part 1 of 2). Example 3: DSMMOUNT EXEC Requests Mount through Operator
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Do while mountWait > 0

'CP MSG OP' mountMsg 'within' mountWait 'minutes.’
'WAKEUP +00:01:00 ( SMSG'

Select
When rc = 1 Then Do /* SMSG */
Parse Upper Pull cmdIssuer . 'REPLY' whichReq whichRaddr .
"EXEC DSMOP REPLY' whichReq whichRaddr
Leave
End

When rc = 2 Then /* Timer expired */
mountWait = mountWait - 1

Otherwise Do
'CP MSG OP Unknown return code from WAKEUP -- canceling mount.'
Leave
End
End /* Select */

End /* Do */
'"WAKEUP +00 ( RESEXT'

If mountWait = O Then
'CP MSG OP Mount request timed out -- canceling mount.'

/ /
J* ==~ */
/* Stack a Logoff command and exit. */
% m e e e e */

Push 'CP LOGOFF'
Exit 0

Figure 22 (Part 2 of 2). Example 3: DSMMOUNT EXEC Requests Mount through Operator

Processing a DELETE Request

Deletion of tape volumes from the ADSM database is conveyed to either an exit
machine or to the mount operator (defined with the MOUNTOP option). An exit
machine is notified of the tape deletion when both an EXITVM option statement and a
DELETIONEXIT statement are specified; or a message is sent to the mount operator
when no EXITVM option statement is specified and a DELETIONEXIT and MOUNTOP
statement are specified. When a tape library management system must be notified of
tapes no longer utilized by the ADSM server, it is recommended that an exit machine
be defined, its name specified in an EXITVM option statement and the DELETIONEXIT
option statement be specified. Or, if no tape management system exists but another
virtual machine must be notified of tape deletions, an exit machine should be used.
When a tape is deleted from the ADSM database and an exit machine is defined, the
ADSM server will autolog the exit machine passing to it a parameter string. For the
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contents of this string, see “Providing Input to an Exit Machine” on page 49. The
process in the exit machine must check the first word for the request type, which could
be MOUNT or DELETE. When the first word is DELETE, then the appropriate process
for handling tape deletions must be invoked. An example of how this is done can be
seen in DSMEXIT PROFILE, a sample PROFILE EXEC for the exit machine.

The process that handles the tape deletion request must perform the necessary actions
(e.g. notify the tape management system) associated with a tape deletion. This
process should not attempt to communicate with the ADSM server concerning the tape
being deleted.

When a CANCEL REQUEST is received by the ADSM server to cancel a deletion
request, the exit machine that is handling the deletion request will be logged off. Since
this may have an adverse effect on a tape management system, canceling of tape
deletion requests should be done with care. Canceling of a tape deletion request will
not create problems for ADSM since the database will have been updated prior to
autologging the exit machine.

When no exit machines are defined and DELETIONEXIT was specified, the ADSM

server will send a message to the mount operator (defined by the MOUNTOP option)
indicating that the tape has been deleted from the ADSM database.
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Example of the DSMDELET EXEC

Figure 23 shows an example of the DSMDELET EXEC. In this example, the deletion

exit notifies the operator when the server deletes a tape from its database.

/***********************************************************************

ADSTAR Distributed Storage Manager
Licensed Materials - Property of IBM

5654-A02 (C) Copyright IBM Corporation 1990, 1996.
A11 rights reserved.

* Ok ok Ok X X X X
* ok %k ok X X X X

Refer to Copyright Instructions.

***********************************************************************/

Trace Off

Address Command
Uy Ry */
/* Get parameter list. */
Sy S S S S S */

Arg serverName requestNum devType volName stgPoolName .

/******************************************************************/

[** *%/
[x% Customer's delete procedures go here. *% [
'"CP MSG OP' serverName 'has deleted' volName 'from' stgPoolName
[** *%/
/******************************************************************/
S */
/* Stack a Logoff command and exit. */
[, m e e e */

Push 'CP LOGOFF'
Exit 0

Figure 23. Example of the DSMDELET EXEC
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Chapter 6. Defining Device Classes

A device class represents a device type that can be used by ADSM. ADSM uses the
device class to determine which device and storage volume type to use to:

e Store backup, archive, or space-managed data (primary storage pools)
e Store copies of primary storage pool data (copy storage pools)

e Store database backups

e Export or import ADSM data

One device class can be associated with multiple storage pools. Each storage pool is
associated with just one device class.

Each device class is characterized by its device type, which indicates the type of
storage volumes that are used to store data.

For random access storage, ADSM supports only the DISK device class. The DISK
device class is predefined by ADSM. However, you can define many storage pools that
are categorized by the DISK device class.

For sequential access storage, ADSM supports the following device types:

CARTRIDGE Cartridge tape drives, such as IBM 3480, 3490, and 3490E drives

REEL Half-inch reels, such as IBM 3420, 3422, and 3430
FILE Storage volumes that are files in the file system of the server
machine

The sections listed in the following table begin at the indicated pages.

Section Page
Tasks:

Defining and Updating Tape Device Classes 70

Defining and Updating FILE Device Classes 75

Filling Volumes to Capacity 78

Requesting Information about a Device Class 77

Deleting a Device Class 78

Most tasks presented in this chapter can be performed by using either the graphical
user interface (GUI) or the command line interface. Table 11 on page 329 shows
whether a task can be performed on the GUI, the command line interface, or both.

For information about issuing ADSM commands, see ADSM Administrator’s Reference,

or issue the HELP command from the command line of an ADSM administrative client.
For help performing a task on the graphical user interface, refer to the online help.
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Defining and Updating Device Classes for Sequential Media

Task Required Privilege Class

Defining and updating device classes | System or unrestricted storage

You can define and update multiple device classes for each device type. The following
sections show how to define the device classes for each supported device type.

Defining and Updating Device Classes for Tape
To use IBM 34xx tape drives and media or reel tape drives and media, you must define
a device class whose device type is CARTRIDGE or REEL respectively. Do this by
issuing a DEFINE DEVCLASS command with the DEVTYPE parameter. Other
parameters specify how to manage data storage operations involving the new device
class:

¢ MOUNTLIMIT

¢ MOUNTWAIT

¢ MOUNTRETENTION

« PREFIX

¢ FORMAT (CARTRIDGE only)

« LENGTH (CARTRIDGE only)

« DENSITY (REEL only)

« ESTCAPACITY

¢ MAXCAPACITY (CARTRIDGE only)
« EXPIRATION

Mount Limit

When defining a device class, you can limit the number of concurrent volume mounts
so that your storage device resources are properly managed. The MOUNTLIMIT
parameter specifies the maximum number of volumes that can be simultaneously
mounted for a given device class.

The default mount limit value is 2; the maximum value for this parameter is 256.
When selecting a mount limit for a device class, be sure to consider the following
guestions:

¢ How many storage devices are connected to your system?

Do not specify a mount limit value that is greater than the number of associated
available drives in your installation. If the server tries to mount as many volumes
as specified by the mount limit and no drives are available for the required volume,
an error occurs and client sessions may be terminated.

Note: ADSM cannot share drives between multiple device classes.
¢ Do you want reclamation of volumes to occur automatically?

If the mount limit is set to one, then ADSM cannot automatically reclaim available
space on storage volumes. During the automatic reclamation process, ADSM
requires two drives to move data from one volume to another.
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If you set the mount limit to one and want to reclaim volumes, you must use a
more manual process. See “Reclamation in a Device Class with Only One Mount
Point” on page 105.

¢ How many ADSM processes do you want to run at the same time, using devices in
this device class?

ADSM automatically cancels some processes to run other, higher priority
processes. If the server is using all available drives in a device class to complete
higher priority processes, lower priority processes must wait until a drive becomes
available. For example, ADSM cancels the process for a client backing up directly
to tape if the drive being used is needed for a server migration or tape reclamation
process. ADSM cancels a tape reclamation process if the drive being used is
needed for a client restore operation.

If processes are often cancelled by other processes, consider whether you can
make more drives available for ADSM use. Otherwise, review your scheduling of
operations to reduce the contention for drives.

Mount Wait Period

You can use the MOUNTWAIT parameter to specify the maximum amount of time, in
minutes, that the server waits for a volume mount request to be satisfied before
canceling the request. The default mount wait period is 60 minutes; the maximum
value for this parameter is 9999 minutes.

Mount Retention Period

You can use the MOUNTRETENTION parameter to specify the amount of time that a
mounted volume should remain mounted after its last I/O activity. If this idle time limit
is reached, the server dismounts the volume.

For example, if the mount retention value is 60, and a mounted volume remains idle for
60 minutes, then the server dismounts the volume.

If a volume is used frequently, you can improve performance by setting a longer mount
retention period to avoid unnecessary mount and dismount operations.

If mount operations are being handled via manual, operator-assisted activities, you may
want to use a large mount retention period. For example, if only one operator supports
your entire operation on a weekend, then define a long mount retention period so that
the operator is not being asked to mount volumes every few minutes.

The default mount retention period is 60 minutes; the maximum value for this parameter
is 9999 minutes.

Tape Label Prefix

The PREFIX parameter, specifies a value that is used to construct the file name string
in the standard tape label. The default value for the tape label prefix string is ADSM. If
the file name already exists in the header label, the file name is preserved.
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The ADSM server does not use this file name field. The tape label prefix may be used
by tape management systems that use the file name field. This process may be
valuable when ADSM tapes are used to export data from one system to another.

Recording Format and Length (CARTRIDGE)

You can use the FORMAT parameter to specify the recording format used by ADSM
when writing data to a tape and the LENGTH parameter to show the tape length. The
following table shows the values supported for the CARTRIDGE device classes.

Use the FORMAT=DRIVE parameter only if all drives that can be accessed by the
device class are identical. If some drives associated with a device class support a
higher density format than others, mount errors can occur when you specify
FORMAT=DRIVE.

For example, suppose a device class uses two incompatible devices such as an IBM
3480 with IDRC capability and an IBM 3480 without IDRC capability The server might
select the high-density recording format of 8500 for each of two new volumes. Later, if
the two volumes are to be mounted concurrently, one fails because only one of the
drives is capable of the high-density recording format.

The recording format that ADSM uses for a given tape volume is selected when the first
piece of data is written to the volume. Note that updating the FORMAT parameter of a
device class does not affect tapes that already contain data until those tapes are
rewritten from the beginning. This process may happen after a volume is reclaimed or
deleted, or after all of the data on the volume expires. Table 3 shows the read/write
access of supported tape formats.

Table 3. Read/Write Compatibility Tape Devices and Tape Formats

Tape Device Tape Format Keyword Read/Write Access
3480 3480 Read/Write

3480 3480XF Read/Write

3490 3480 Read/Write

3490 3480XF Read/Write
3490E 3480 Read

3490E 3480XF Read

3490E 3490B Read/Write
3490E 3490C Read/Write
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Table 4. Tape Format, Media Type, and Default Estimated Capacity for CARTRIDGE Tape
Volumes. * indicates tape formats that support compression. ADSM cannot determine how much
compression increases capacity and therefore does not increase the estimated capacity for these
tape formats.

Tape Format Media Estimated Description
(FORMAT) Type Capacity
(LENGTH) (ESTCAPACITY)
3480 (Not 180MB 18-track basic recording format
applicable)
3480XF * (Not 180MB 18-track compacted recording format
applicable)
3490B CST 360MB 36-track basic recording format
3490C * CST 360MB 36-track compacted recording format
3490B ECCST 720MB 36-track basic recording format
3490C1 ECCST 720MB 36-track compacted recording format

For device classes that support the 3490 basic recording format (3490B) or the 3490
compacted recording format (3490C), you can specify the type of the storage media
used with this device class.

Specify one of the following media types:

CST—Cartridge System Tape (standard length tape)
ECCST—Enhanced Capacity Cartridge System Tape (double length tape)
ANY —Specifies that the server accepts either CST or ECCST

For CARTRIDGE device classes specify the recording format parameter (FORMAT=).

When an empty tape cartridge is mounted for the first time, ADSM stores the format in
its database. After a format is associated with a tape cartridge, ADSM can only read or
write to the volume using the specified format.

Use DRIVE only when the device class has compatible tape devices. If you specify
DRIVE for a device class that has non-compatible tape devices, then you must mount
volumes on devices that are capable of reading or writing at the format established
when the volume was first mounted. This can cause delays if the only tape device
which can access the volume is already in use.

Density (REEL)

You can use the DENSITY parameter to specify the density used by ADSM when
writing data to a reel. The following table shows the values supported for the REEL
device classes.

Use the DENSITY=DRIVE parameter only if all drives that can be accessed by the
device class are identical. If some drives associated with a device class support a
higher density format than others, and you specify DENSITY=DRIVE. mount errors can
occur.
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The density that ADSM uses for a given tape volume is selected when the first piece of
data is written to the volume. Note that updating the DENSITY parameter of a device
class does not affect tapes that already contain data until those tapes are rewritten from
the beginning. This process may happen after a volume is reclaimed or deleted, or
after all of the data on the volume expires.

Table 5 displays the estimated capacity of tape reels used by ADSM.

Table 5. Density and Default Estimated Capacity for REEL Tape Volumes

Density Estimated Description
Capacity
1600 44MB Specifies that the reel tape device can read and write

1600 bits per inch

6250 156MB Specifies that the reel tape device can read and write
6250 bits per inch

DRIVE — Lets the server select the recording format to use based
on the drive on which the volume is mounted.

Maximum Capacity

You can specify the maximum amount of data that ADSM stores in the device class.
This value determines the maximum capacity of the volume. If you do not specify a
value, ADSM uses a default method based on IBM 3480 and 3490E device
characteristics by using IBM tapes. If the default method does not meet your needs,
set the value to less than the maximum capacity of the tape to avoid an end-of-tape
situation. If ADSM detects an end-of-tape situation for the specified volume, a warning
message is issued and the tape is treated as full.

Estimated Capacity Value

ADSM estimates the capacity of the volumes in a storage pool based on the
parameters assigned to the device class that is associated with the storage pool. The
estimated capacity value is used by ADSM when making decisions about when to
initiate a reclamation process for volumes in the storage pool. It is also used to
generate storage pool and volume reports.

You can either accept the default estimated capacity value for a given device class or
explicitly specify an estimated capacity that you want the server to use instead of the
default.

The default values selected by the server depend on the tape format (CARTRIDGE) or
density (REEL) used to write data to the volume (see Table 4 on page 73 for details).

For more information on how ADSM uses the estimated capacity value, see “Filling
Volumes to Capacity” on page 78.

Expiration Date for Files Stored on Tape
For each tape device class, you can specify an expiration date, which is placed in the
tape label. Use the Julian date format of yyddd or yyyyddd.
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ADSM does not use the expiration date. However, if your installation uses other tape
management systems, consider setting an expiration date. When a tape management
system attempts to mount this tape, it reads the label for the expiration date. If the
expiration date has not been reached, then the tape management system will not use
this tape volume.

If an expiration date already exists in the tape volume header, ADSM overwrites the
expiration date when the tape is empty. The default expiration date is 99365, which
means that files are never expired from tape.

Device Class Definition Examples
Here are examples of defining device classes for CARTRIDGE and REEL device types.

3490 Device: In this example, define a device class named 36 TRACK to represent
3490E Tape Subsystem devices to be used by ADSM. Set the format to 3490C to
specify compacted recording technology and ECCST to specify double length tape.
Because of software compaction used at your installation, you know that you can store
up to 900MB on double-sided tapes. Therefore, increase the estimated capacity to
900MB.

To optimize the use of available tape mounts, set the tape mount limit to 4, the mount
retention period to 30 minutes, and the mount wait time to 30 minutes.

Finally, use the system defaults of ADSM for the tape prefix and 99365 for the
expiration date.

To define the device class named 36 TRACK tape enter:

define devclass 36track devtype=cartridge
format=3490C length=eccst estcapacity=900m
mountlimit=4 mountrention=30 mountwait=30

Defining and Updating FILE Device Classes
The FILE device type is used for special device classes whose storage volumes are not
physical units, such as tape cartridges, but simulated storage volumes. Data is written
sequentially into standard files in the file system of the server machine. You can define
this device class by issuing a DEFINE DEVCLASS command with the DEVTYPE=FILE
parameter.

You can define a device class with a device type of FILE for CMS files on a minidisk or
in a Shared File System (SFS) directory. Device classes containing CMS files should
not be used for primary storage pools. See Chapter 7, “Managing Storage Pools” on
page 81 for details about primary and copy storage pools and “Using Disk for FILE
Logical Devices” on page 28 for considerations when using minidisks and SFS file
pools.
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Because each volume in a FILE device class is actually a file, a volume name is a file
name and file type separated by a period.

When you define the FILE device class, you supply additional parameters. The
following parameters are used to instruct ADSM how to manage data storage
operations for the new device class:

e MOUNTLIMIT
¢ MAXCAPACITY
e FILEMODE or DIRECTORY (must specify one)

Mount Limit

The mount limit value for FILE device classes is used to restrict the number of volumes
(that is, files) that can be concurrently opened for access by data storage and retrieval
operations. Any attempts to access more volumes than indicated by the mount limit
causes the requester to wait.

For how to determine an appropriate mount limit value for the new device class, see
“Mount Limit” on page 70.

Maximum Capacity Value

You can specify a maximum capacity value that restricts the size of volumes (that is,
files) associated with a FILE device class. Use the MAXCAPACITY parameter of the
DEFINE DEVCLASS command. When the server detects that a volume has reached a
size equal to the maximum capacity, it treats the volume as full and stores any new
data on a different volume.

The default MAXCAPACITY value for a FILE device class is 1MB.

File Mode or Directory

In the device class definition, for a file on a minidisk, specify the file mode letter of the
read/write minidisk. For a file in SFS, specify the name of the SFS directory where the
CMS file will exist.

FILE Device Class Examples
Here are two examples of FILE device class definitions, one for backups and one for
exports:

define devclass backup devtype=file filemode=c

define devclass export devtype=file directory=vmsysu:mantia.doc
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Requesting Information about a Device Class

Task Required Privilege Class

Request information about device classes Any administrator

You can choose to view a standard or detailed report. The default is a standard report.

To query the server to view a standard report on device classes, enter:

query devclass

Figure 24 is an example of a standard report for device classes.

Device Device Storage Device Est. Mount Mount Mount Format/
Class Access Pool Type Cap. Limit Ret'n Wait Density
Strategy Count (MB) (min) (min)

CARTRIDGE Sequential 1 Cart 180.0 2 60 60 Drive

DISK Random 4
REEL Sequential 0 Reel 140.0 2 60 60 Drive

Figure 24. Example of a Standard Device Class Report

To query a server to view a detailed report for the 3480xf device class, enter:

query devclass 3480xf format=detailed

Figure 25 on page 78 shows an example of a detailed report for a device class.
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Device Class: 3480XF
Device Access Strategy: Sequential
Storage Pool Count: 0
Last Update by (administrator): REES
Last Update Date/Time: 03/11/1993 18:13:56
Device Type: Cartridge
Maximum Capacity (MB):
Estimated Capacity (MB): 200.0
Dataset Name Prefix: ADSM
Mount Limit: 2
Mount Retention (min): 60
Label Type: IBMSL
Expiration Date: 99365
Unit Name: 3480
Compression: Yes
Protection: Yes
Retention:

more...

Figure 25. Example of a Detailed Device Class Report

Deleting a Device Class

Task Required Privilege Class

Delete a device classes System or unrestricted storage

You can delete a device class when:

¢ No storage pools are assigned to the device class. For information on deleting
storage pools, see “Deleting a Storage Pool” on page 126.

¢ The device class is not being used by an export or import process.

Note: You cannot delete the DISK device class from the server.

Filling Volumes to Capacity

The MAXCAPACITY parameter in a device class indicates the capacity for sequential
volumes associated with the device class through the storage pool. If MAXCAPACITY
is not specified, a default value is set based on the device type.

When a volume is mounted, ADSM checks the associated device class for the
maximum capacity for the volume. The server attempts to write to the volume until it
has reaches this capacity.

Note: MAXCAPACITY is ignored for tape volumes used in export and database
backup operations. These tapes are written to the physical end of the volume.
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You can either accept the default capacity for a given device class, or specify a
maximum capacity. You may want to specify the maximum capacity if:

¢ Data compression is being performed by the drives
¢ You have volumes of nonstandard size
¢ You want to restrict the amount of data on each volume

You can initially use the default capacity for a device class, then begin checking
volumes when ADSM has filled them. If ADSM is not filling volumes to their actual
capacity, you may want to specify the capacity by updating the device class.

If the MAXCAPACITY is greater than the actual capacity of the volumes in the device
class and the server writes to the physical end of the volume, the following occur:

Tape cartridge ADSM issues an end of volume message.

File An error occurs, and the server stops writing to the volume
and marks the volume read-only.

Tape Volume Capacity and Data Compression
Client files can be compressed to decrease the amount of data sent over networks and
the space occupied by the data in ADSM storage. With ADSM, files can be
compressed by the ADSM client before the data is sent to the ADSM server, and by the
device where the file is finally stored. Where the compression is done affects how
ADSM views the capacity of the volume where the data is stored.

It may wrongly appear that you are not getting the full use of the capacity of your tapes,
for the following reasons:

¢ A tape device manufacturer often reports the capacity of a tape based on an
assumption of compression by the device. If a client compresses a file before it is
sent, however, the device may not be able to compress it any further before storing
it.

e ADSM records the size of a file as it goes to a storage pool. If the client
compresses the file, ADSM records this smaller size in the database. If the drive
compresses the file, ADSM is not aware of this compression.

Figure 26 on page 80 compares what ADSM sees as the amount of data stored on

tape when compression is done by the device and by the client. For this example, the
tape has a physical capacity of 360MB; however, the manufacturer reports the capacity
of the tape as 720MB by assuming the device compresses the data by a factor of two.

Suppose a client backs up a 720MB file:

e When the client does not compress the file, the server records the file size as
720MB, the file is compressed by the drive to 360MB, and the file fills up one tape.

¢ When the client compresses the file, the server records the file size as 360MB, the
file cannot be compressed any further by the drive, and the file still fills one tape.

In both cases, ADSM considers the volume to be full. However, ADSM considers the
capacity of the volume in the two cases to be different: 720MB when the drive
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compresses the file, and 360MB when the client compresses the file. Use the QUERY
VOLUME command to see the capacity of volumes from ADSM'’s viewpoint. See
“Monitoring the Use of Storage Pool Volumes” on page 135.

Client Server Drive
Drive
Compression
Only y
2.4 GB 2.4 GB l SGe
Client Server Drive
ADSM Client
Compression
Only N
L ]
e 1.2 GB \ 12GB

Figure 26. Comparing Compression at the Client and Compression at the Device

For how to set up compression on the client, see “User Registration of Client Nodes” on
page 265 and “Administrator Registration of Client Nodes” on page 265.
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Chapter 7.

Managing Storage Pools

The sections listed in the following table begin at the indicated pages.

A storage pool is a collection of storage volumes belonging to the same device class.
The storage volumes contain backed up, archived, or space-managed files. The group
of storage pools you set up for ADSM to use is called ADSM'’s server storage.

Section Page
Concepts:
Storage pools 81
Assigning volumes in storage pools 85
Storage pool hierarchy 85
Server migration of files 89
Cache on disk storage pools 94
Collocation on sequential access storage pools 95
Space reclamation on sequential access storage pools 100
Expiration processing 105
How restore processing works 106
Tasks:

Estimating space needs for storage pools 110
Defining or updating storage pools 110
Backing up storage pools 114
Using copy storage pools to improve data availability 116
Monitoring the use of storage pools 117
Deleting storage pools 126
Restoring storage pools 127

In this chapter, most examples illustrate how to perform tasks by using the ADSM
command line interface. For information about the ADSM commands, see ADSM
Administrator’'s Reference, or issue the HELP command from the command line of an
ADSM administrative client.

Appendix A, “Interface Cross-Reference” on page 329 lists each command and shows
if its function is also available on the administrative client GUI.

Storage Pools

ADSM has two types of storage pools:

© Copyright IBM Corp. 1993, 1996
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Primary storage pool
When a client node backs up, archives, or migrates data, the data is stored
in a primary storage pool.

When a user tries to restore, retrieve, recall, or export file data, the
requested file is obtained from a primary storage pool if possible. Primary
storage pool volumes are always located onsite.

A primary storage pool can use random access storage (DISK device
class) or sequential access storage (for example, tape device classes;
however, FILE device class is nhot recommended).

ADSM has three default, random access, primary storage pools:
ARCHIVEPOOL Contains files archived from client nodes
BACKUPPOOL Contains files backed up from client nodes

SPACEMGPOOL Contains files migrated from client nodes via the
space management function (space-managed files)

ADSM does not require a separate storage pool for space-managed files,
but a separate storage pool is recommended. Clients are likely to require
fast access to their space-managed files, and therefore you may want to
have those files stored in a separate storage pool that uses your fastest
disk storage.

Copy storage pool
When an administrator backs up a primary storage pool, the data is stored
in a copy storage pool. See “Backing Up Storage Pools” on page 114 for
details.

The copy storage pool provides a means of recovering from disasters or
media failures. For example, when a client attempts to retrieve a file and
the server detects a data-integrity error in the file copy in the primary
storage pool, the server marks the file as damaged. At the next attempt to
access the file, the server obtains the file from a copy storage pool.

ADSM attempts to access the file from a copy storage pool if the primary
copy of the file cannot be obtained for one of the following reasons:

e The primary file copy has been previously marked damaged (for
information about damaged files, see “Correcting Damaged Files” on
page 319)

e The primary file is stored on a volume that is UNAVAILABLE or
DESTROYED

e The primary file is stored on an offline volume

¢ The primary file is located in a storage pool that is UNAVAILABLE,
and the operation is for restore, retrieve, or recall of files to a user, or
export of file data

For details, see “Restoring Storage Pools” on page 127, “Using Copy
Storage Pools to Improve Data Availability” on page 116, “Recovering a
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Lost or Damaged Storage Pool Volume” on page 325, and “Maintaining the
Integrity of Files” on page 320.

A copy storage pool can use only sequential access storage (for example,
a tape or FILE device class).

Copy storage pool volumes can be moved offsite and still be tracked by
ADSM. Moving copy storage pool volumes offsite provides a means of
recovering from an onsite disaster.

An Example of Server Storage
Figure 27 shows one way to set up ADSM server storage. In this example, the storage
defined for the server includes:

¢ The three default disk storage pools, all primary storage pools
¢ One primary storage pool consisting of tape cartridges
¢ One copy storage pool consisting of tape cartridges

For each of the three disk storage pools, the tape primary storage pool is next in the
hierarchy. For more information about setting up a storage hierarchy, see “Storage
Pool Hierarchy” on page 85.

All four of the primary storage pools can be backed up to the one copy storage pool.
For more information on backing up primary storage pools, see “Backing Up Storage
Pools” on page 114.

Server Server Storage Offsite Storage
Primary Storage Pools Copy Storage Pools
HSM
Backup
Archive

Disk Storage Pools

Tape Storage Pool

=5l
Database and

AR ey Tape Storage Pool

Figure 27. Example of Server Storage
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Comparing Primary and Copy Storage Pools

Table 6 compares the characteristics of primary and copy storage pools.

Table 6. Comparing Primary and Copy Storage Pools

Characteristic Primary storage pool Copy storage pool
Destination for backed up or Yes No
archived files (specified in backup or
archive copy groups)
Destination for space-managed files Yes No
(specified in the management class)
Offsite access mode for volumes No Yes
Destroyed access mode for volumes Yes No
Random access storage volumes Yes No
Sequential access storage volumes Yes Yes
FILE device class is not
recommended.

Contents

Client files (backup versions,
archived files, space-managed
files)

Copies of files that are stored in
primary storage pools

Moving data allowed

Within the same primary storage
pool, or to any primary storage
pool

Within the same pool only.

If volumes are offsite, data is copied
from the original files in primary
storage pools.

Collocation Yes (sequential access storage Yes
pools only)
Reclamation Yes (sequential access storage Yes
pools only) Offsite volumes are handled
differently. For details, see
“Reclamation of Offsite Volumes” on
page 102.
File deletion Files are deleted: Files are deleted:

e During inventory expiration
processing, if the files have
expired

e When a file space is deleted

¢ When a volume is deleted
with the option to discard the
data

e When a primary storage pool
volume is audited with the
FIX=YES option, if the files on
the volume are damaged and
no other copies of the file
exist

e Whenever the primary copy of
the file is deleted from the
primary storage pool (because
of expiration, file space deletion,
or volume deletion)

e When a volume is deleted with
the option to discard the data

¢ When a copy storage pool
volume is audited with the
FIX=YES option, if the files on
the volume are damaged
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Assigning Volumes to Storage Pools

Before a storage pool can be used to store data, volumes must be assigned to the
pool. Volumes are assigned differently depending on whether the pool is a random
access storage pool or a sequential access storage pool.

Assigning Random Access Storage Pool Volumes
Volumes in random access storage pools must be prepared for use (formatted) and
then defined. See Chapter 8, “Managing Storage Pool Volumes” on page 131 for
information about formatting and defining volumes.

Assigning Sequential Access Storage Pool Volumes
You can define volumes in a sequential access storage pool or you can specify that
ADSM dynamically acquire scratch volumes. You can also use a combination of
defined and scratch volumes.

Use defined volumes when you want to control precisely which volumes are used in the
storage pool. Using defined volumes may be useful when you want to establish a
volume naming scheme for ADSM volumes. See Chapter 8, “Managing Storage Pool
Volumes” on page 131 for information about defining volumes.

Use scratch volumes when you want to allow ADSM to dynamically acquire a volume
when needed and dynamically delete the volume when it becomes empty. For
example, you might want to use scratch volumes to avoid the burden of explicitly
defining all of the volumes in a given storage pool.

Scratch volumes that ADSM acquired for a primary storage pool are deleted from the
ADSM database when they become empty. The volumes are then available for reuse
by ADSM or other applications. For scratch volumes that were acquired in a FILE
device class, the space that the volumes occupied is freed by ADSM and returned to
the file system.

Scratch volumes in a copy storage pool are handled in the same way as scratch
volumes in a primary storage pool, except for volumes with the access value of offsite.
If an offsite volume becomes empty, it is not immediately returned to the scratch pool.
The delay prevents the empty volumes from being deleted from the database and
makes it easier to determine which volumes should be returned to the onsite location.
The administrator can query ADSM for empty offsite copy storage pool volumes and
return them to the onsite location. The volume is returned to the scratch pool only
when the access value is changed to READWRITE, READONLY, or UNAVAILABLE.

Storage Pool Hierarchy

Consider using multiple levels of primary storage pools to form a storage hierarchy.

For example, assume that your fastest devices are disks, but space on these devices is
scarce. You also have tape drives, which are slower to access, but have much greater
capacity. You can define a hierarchy so that files are initially stored on the fast disk
volumes in one storage pool, to provide clients with quick response to backup and
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recall requests. Then, as the disk storage pool becomes full, ADSM migrates, or
moves, data to tape volumes in a different storage pool. Migrating files to sequential
storage pool volumes is particularly useful because all the files for a node are migrated
together and organized in a more orderly way. This is especially helpful if collocation is
not enabled.

When defining or updating a storage pool, you establish a hierarchy by identifying the
storage pool to which data will be migrated, or moved, if the original storage pool is full
or otherwise unavailable.

Restrictions:

1. You cannot establish a chain of storage pools that leads to an endless loop. For
example, you cannot define StorageB as the next storage pool for StorageA, and
then define StorageA as the next storage pool for StorageB.

2. The storage pool hierarchy includes only primary storage pools, not copy storage
pools.

How ADSM Stores Files in a Storage Pool Hierarchy
Understanding how the server selects and accesses a primary storage pool can help
you estimate the amount of space required for each storage pool in the hierarchy.

When a user backs up, archives, or migrates a file from a client node to the server, the
server looks at the management class that is bound to the file to determine in which
storage pool to store the file. The server then checks the storage pool to determine the
following:

e If it is possible to write file data to the storage pool (access mode)

¢ What maximum file size is allowed in the storage pool

¢ Whether sufficient space is available on the available volumes in the storage pool
¢ What the next storage pool used is, if any of the previous conditions prevent the

file from being stored in the storage pool being checked

Based on these factors, the server determines if the file can be written to that storage
pool or the next storage pool in the hierarchy. As an example of how this might work,
assume a company has a storage pool hierarchy as shown in Figure 28 on page 87.
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DISKPOOL
Read/Write Access
Max File Size=3MB

TAPEPOOL
Read/Write Access

Figure 28. Storage Hierarchy, Read/Write Access, and Maximum File Size

The storage pool hierarchy consists of two storage pools:

DISKPOOL The top of the storage hierarchy. It contains fast disk volumes

for storing data.

TAPEPOOL The next storage pool in the hierarchy. It contains tape

volumes accessed by high-performance tape drives.

Assume a user wants to archive a 5MB file named FileX. FileX is bound to a
management class that contains an archive copy group whose storage destination is
DISKPOOL, see Figure 28.

When the user archives the file, the server determines where to store the file based on
the following process:

1.

The server selects DISKPOOL because it is the specified archive storage
destination.

Because the access mode for DISKPOOL is read/write, the server checks the
maximum file size allowed in the storage pool.

The maximum file size allowed in DISKPOOL is 3MB. FileX is a 5MB file and
therefore cannot be stored in DISKPOOL. The server searches for the next
storage pool in the storage hierarchy.

The server checks the access mode of TAPEPOOL, which is the next storage pool
in the storage hierarchy.

The access mode for TAPEPOOL is read/write. The server then checks the
maximum file size allowed in the storage pool.

Because TAPEPOOL is the last storage pool in the storage hierarchy, no maximum
file size is specified. Therefore, if there is available space in TAPEPOOL, FileX
can be stored in it.
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How the Storage Hierarchy Affects Planning for Copy Storage Pools
It is strongly recommended that all primary storage pools that are linked to form a
storage hierarchy use the same copy pool for backup. If this is done, then a file that is
copied does not need to be recopied when it migrates to another primary storage pool.

For most cases, a single copy storage pool can be used for backup of all primary
storage pools. The number of copy storage pools you need depends on the hierarchies
you have set up with your primary storage pools and what type of disaster recovery
protection you wish to implement.

Multiple copy storage pools may be needed to handle particular situations, including:

e Special processing of certain primary storage hierarchies (for example, archive
storage pools or storage pools dedicated to priority clients)

e Creation of multiple copies for multiple locations (for example, to keep one copy
onsite and one copy offsite)

¢ Rotation of full storage pool backups (See “Backing Up Storage Pools” on
page 302 for more information.)

Using the Hierarchy to Stage Client Data from Disk to Tape

A common way to use the storage hierarchy is for initially storing client data on disk,
then letting ADSM migrate the data to tape. A guideline for how much primary disk
storage should be dedicated for this staging of client data is enough storage to handle
one night's worth of the clients’ incremental backups. While not always feasible, this
guideline has even more value when considering storage pool backups.

For example, if you have enough disk space for nightly incremental backups for clients
and have tape devices, you can set up the following pools:

e A primary storage pool on disk, with enough volumes assigned to contain the
nightly incremental backups for clients

e A primary storage pool on tape, which is identified as the next storage pool in the
hierarchy for the disk storage pool

» A copy storage pool on tape

Then you can schedule these steps every night:
1 Perform an incremental backup of the clients to the disk storage pool.

2 After clients complete their backups, back up the disk primary storage pool (now
containing the incremental backups) to the copy storage pool.

Backing up disk storage pools before migration processing allows you to copy as
many files as possible while they are still on disk. This saves mount requests
while performing your storage pool backups.
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3 start the migration of the files in the disk primary storage pool to the tape primary
storage pool (the next pool in the hierarchy) by lowering the high migration
threshold. For example, lower the threshold to 40%.

When this migration completes, raise the high migration threshold back to 100%.
4 Back up the tape primary storage pool to the copy storage pool to ensure that all
files have been backed up.

The primary sequential storage pools must still be backed up to catch any files
that might have been missed in the backup of the disk storage pools (for
example, large files that went directly to sequential media).

See “Estimating Space Needs for Storage Pools” on page 107 for more information
about storage pool space.

Server Migration of Files

ADSM provides automatic migration to maintain free space in a primary storage pool.
For example, ADSM can migrate data stored on a random access disk storage pool to
a less expensive sequential access storage pool when the migration threshold
parameter you set is exceeded.

Migration Thresholds for Disk Storage Pools
When you define or update a storage pool, set migration thresholds to specify when the
server should begin migrating, or moving, data to the next storage pool in the storage
hierarchy. This process helps to ensure that there is sufficient free space in the
storage pools at the top of the hierarchy, where faster devices can provide the most
benefit to clients.

You can use the defaults for the migration thresholds, or you can change the threshold
values to identify the maximum and minimum amount of space for a storage pool. See
“Defining a Primary Storage Pool” on page 110 for more information about migration
thresholds.

Before you define migration thresholds, you should understand how the server
determines when to migrate files, and how it chooses which files to migrate. Then you
can determine migration thresholds for both disk and sequential access storage pools.

For disk storage pools, migration thresholds can be set lower when cache is enabled.
See “The Use of Cache on Disk Storage Pools” on page 94 for information about
setting the CACHE parameter.

When Files Are Migrated

When the high migration threshold is reached in a storage pool, ADSM migrates files
from the pool to the next storage pool. ADSM first identifies which client node has
backed up or migrated the largest single file space or has archived files that occupy the
most space. When the server identifies the client node based on these criteria, the
server migrates all files from every file space belonging to that client.
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After the files for the first client node are migrated to the next storage pool, the server
checks the low migration threshold for the storage pool to determine if the migration
process should be stopped. If the amount of space used in the storage pool is now
below the low migration threshold, migration ends. If not, another client node is chosen
by using the same criteria as described above, and the migration process continues.

For example, Table 7 displays information contained in the database that is used by
the server to determine which files to migrate. This example assumes no
space-managed files are stored in the storage pool.

Table 7. Database Information on Files Stored in DISKPOOL

Client Node Backed-Up File Spaces Archived Files (All Client File
Spaces)
TOMC TOMC/C = 200MB 55MB
TOMC/D = 100MB
HTANG HTANG = 50MB 5MB
PEASE PEASE/home = 150MB 40MB

PEASE/temp = 175MB

Before Migration During Migration After Migration

High
Migration
Threshold
80%

Low

Migration

Threshold

20% DISKPOOL DISKPOOL DISKPOOL

TAPEPOOL

Figure 29. The Migration Process and Migration Thresholds

Figure 29 shows what happens when the high migration threshold defined for the disk
storage pool DISKPOOL is exceeded. When the amount of migratable data in
DISKPOOL reaches 80%, the server performs the following tasks:

1. Determines that the TOMC/C file space is taking up the most space in the
DISKPOOL storage pool, more than any other single backed-up or space-managed
file space and more than any client node’s archived files.
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2. Locates all data belonging to node TOMC stored in DISKPOOL. In this example,
node TOMC has backed up or archived files from file spaces TOMC/C and
TOMC/D stored in the DISKPOOL storage pool.

3. Migrates all data from TOMC/C and TOMC/D to the next available storage pool. In
this example, the data is migrated to the tape storage pool, TAPEPOOL.

The server migrates all of the data from both file spaces belonging to node TOMC,
even if the occupancy of the storage pool drops below the low migration threshold
before the second file space has been migrated.

If the cache option is enabled, files that are migrated remain on disk storage (that
is, the files are cached) until space is needed for new files. For more information
about using cache, see “The Use of Cache on Disk Storage Pools” on page 94.

4. After all files that belong to TOMC are migrated to the next storage pool, the server
checks the low migration threshold. If the low migration threshold has not been
reached, then the server again determines which client node has backed up or
migrated the largest single file space or has archived files that occupy the most
space. The server begins migrating files belonging to that node.

In this example, the server migrates all files that belong to the client node named
PEASE to the TAPEPOOL storage pool.

5. After all the files that belong to PEASE are migrated to the next storage pool, the
server checks the low migration threshold again. If the low migration threshold has
been reached or passed, then migration ends.

Appropriate Migration Threshold Values

Setting migration thresholds for disk storage pools ensures sufficient free space on
faster speed devices, which can lead to better ADSM performance. Choosing
thresholds appropriate for your situation takes some experimenting, and you can start
by using the default values. You need to ensure that migration occurs frequently
enough to maintain some free space but not so frequently that the device is unavailable
for other use.

To choose the high-migration threshold , consider:
¢ The amount of storage capacity provided for each storage pool

¢ The amount of free storage needed for users to store additional files, without
having migration occur

If you set the high-migration threshold too high, the pool may be just under the high
threshold, but not have enough space to store an additional, typical client file. Or, with
a high threshold of 100%, the pool may become full and a migration process must start
before clients can back up any additional data to the disk storage pool. In either case,
client files must be stored directly to tape until migration completes, resulting in slower
performance.

If you set the high-migration threshold too low, migration runs more frequently and can
interfere with other operations.
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Keeping the high-migration threshold at a single value means that migration processing
could start at any time of day, whenever that threshold is exceeded. You can control
when migration occurs by using administrative command schedules to change the
threshold. For example, set the high-migration threshold to 95% during the night when
clients run their backup operations, then lower the high-migration threshold to 50%
during the time of day when you want migration to occur. By scheduling when
migration occurs, you can choose a time when your tape drives and mount operators
are available for the operation.

To choose the low-migration threshold , consider:

e The amount of free disk storage space needed for normal daily processing. If you
have disk space to spare, you can keep more data on the disk (a larger low
threshold). If clients’ daily backups are enough to fill the disk space every day, you
may need to empty the disk (a smaller low threshold).

If your disk space is limited, try setting the threshold so that migration frees enough
space for the pool to handle the amount of client data that is typically stored every
day. Migration then runs about every day, or you can force it to run every day by
lowering the high-migration threshold at a time you choose.

e Whether you use cache on disk storage pools to improve the retrievability of data.
If you use cache, you can set the low threshold lower, yet still maintain faster
retrieval for some data. Migrated data remains cached on the disk until new client
data pushes the data off the disk. Using cache requires more disk space for the
database, however.

If you do not use cache, you may want to keep the low threshold at a higher
number so that more data stays on the disk.

e How frequently you want migration to occur, based on the availability of sequential
access storage devices and mount operators. The larger the low threshold, the
shorter time that a migration process runs (because there is less data to migrate).
But if the pool refills quickly, then migration occurs more frequently. The smaller
the low threshold, the longer time that a migration process runs, but the process
runs less frequently.

You may need to balance the costs of larger disk storage pools with the costs of
running migration (drives, tapes, and either operators or automated libraries).

e Whether you are using collocation on the next storage pool. When you use
collocation, ADSM attempts to store data for different clients on separate tapes,
even for clients with small amounts of data. You may want to set the low threshold
to keep more data on disk, to avoid having lots of tapes used by clients with only
small amounts of data.

Immediate User Access to Files on Disk Storage

Caching is a good method of providing immediate access to files on disk storage, even
if the files have been migrated to a tape storage pool. However, cached files are
removed from disk when the space they occupy is required. The file then must be
obtained from the storage pool to which it was migrated.
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To ensure that files remain on disk storage and do not migrate to other storage pools,
use one of the following methods:

¢ Do not define the next storage pool.

A disadvantage of using this method is that if the file exceeds the space available
in the storage pool, the operation to store the file fails.

¢ Set the high-migration threshold to 100%.

When you set the high migration threshold to 100%, files will not migrate at all.
You can still define the next storage pool in the storage hierarchy, and set the
maximum file size so that large files are stored in the next storage pool in the

hierarchy.

A disadvantage of setting the high threshold to 100% is that once the pool
becomes full, client files are stored directly to tape instead of to disk. Performance
may be affected as a result.

Migration Thresholds for Sequential Access Storage Pools
Migration from sequential storage pools is performed by volume, to minimize the
number of mounts for source volumes. Sequential volumes selected for migration are
those that were least recently referenced.

While you can define or update migration thresholds for sequential access storage
pools, you probably will not perform this type of migration on a regular basis. This type
of operation, such as tape-to-tape migration, has limited benefits compared to
disk-to-tape migration and requires at least two tape drives.

However, you may find it necessary to migrate data from one sequential access storage
pool to another. For example, if you install a different tape drive or you want to move
tape volumes from an automatic tape library to shelf volumes, then migration from a
sequential access storage pool may be appropriate.

When defining migration criteria for sequential access storage pools, consider:

¢ The capacity of the volumes in the storage pool

¢ The time required to migrate data to the next storage pool

¢ The speed of the devices that the storage pool uses

¢ The time required to mount media, such as tape volumes, into drives
¢ Whether operator presence is required

If you decide to migrate data from one sequential access storage pool to another,
ensure that:

¢ Two drives (mount points) are available, one in each storage pool

¢ The next storage pool in the storage hierarchy has read/write access.

For information about setting an access mode for sequential access storage pools,
see “Defining a Primary Storage Pool” on page 110.
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e Collocation is set the same in both storage pools. For example, if collocation is set
to yes in the first storage pool, then collocation should be set to yes in the
subordinate storage pool.

When you enable collocation for a storage pool, ADSM attempts to keep all files
belonging to a client node on a minimal number of volumes. For information about
collocation for sequential access storage pools, see “Collocation on Sequential
Access Storage Pools” on page 95.

¢ You have sufficient staff available to handle any necessary media mount and
dismount operations, because the server attempts to reclaim space from sequential
access storage pool volumes before it migrates files to the next storage pool.

If you want to limit migration from a sequential access storage pool to another
storage pool, set the high-migration threshold to a high percentage, such as 95%.

For information about setting a reclamation threshold for tape storage pools, see
“Space Reclamation for Sequential Access Storage Pools” on page 100.

There is no straightforward way to selectively migrate data for a specific node from one
sequential storage pool to another. If you know the volumes on which a particular
node’s data is stored, you can use the MOVE DATA command to move all files from
selected volumes to the new storage pool.

Migration and Copy Storage Pools
Copy storage pools are not part of the storage migration hierarchy. Files are not
migrated to or from copy storage pools. The only way to store files in copy storage
pools is by using the BACKUP STGPOOL command.

Migration of files between primary storage pools does not affect copy storage pool files.
Copy storage pool files do not move when primary storage pool files move.

For example, suppose a copy of a file is made while it is in a disk storage pool. The
file then migrates to a primary tape storage pool. If you then back up the primary tape
storage pool to the same copy storage pool, a new copy of the file is not needed.
ADSM knows it already has a valid copy of the file.

The Use of Cache on Disk Storage Pools

When defining or updating disk storage pools, you can enable or disable cache. When
cache is enabled, the migration process leaves behind duplicate copies of files on disk
after the server migrates these files to subordinate storage pools in the storage
hierarchy. The copies remain in the disk storage pool, but in a cached state, so that
subsequent retrieval requests can be satisfied quickly. However, if space is needed to
store new data in the disk storage pool, the space occupied by cached files can be
immediately reused for the new data.

When cache is not used and migration occurs, the server migrates the files to the next
storage pool and erases the files from the disk storage pool.
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By default, the system enables caching for each disk storage pool. You can change
this option by specifying CACHE=NO when you define or update a storage pool.

Why Use Cache?

Using cache improves the retrievability of files, because a copy of the file remains on
fast disk storage after the primary file is migrated.

When cache is used and migration occurs for the disk storage pool, the server migrates
files to the next storage pool, but leaves cached copies of the migrated files in the disk
storage pool. The cached copies remain in the disk storage pool until space is needed
for new files.

When space is needed, the server reclaims space by writing over the cached files.

Files that have the oldest retrieval date and occupy the largest amount of disk space
are overwritten first. For example, if File A was last retrieved on 04/16/95 and File B
was last retrieved on 06/19/95, then File A is deleted to reclaim space before File B.

Effect of Caching on Storage Pool Statistics: The space utilization statistic for the
pool (%Util) includes the space used by any cached copies of files in the storage pool.
The migratable data statistic (%Migr) does not include space occupied by cached
copies of files. ADSM uses the migratable data statistic (%Migr) to compare with
migration threshold parameters to determine when migration should begin or end. For
more information on storage pool statistics, see “Monitoring the Use of Storage Pools”
on page 117.

When Not to Use Cache
Do not use cache if yo