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Integrated Virtualization Manager

You can use the Integrated Virtualization Manager (IVM), a component of the PowerVM Editions
hardware feature, to manage your Virtual I/O Server and client logical partitions.

The Integrated Virtualization Manager (IVM) provides a Web-based system management interface and a
command-line interface that you can use to manage some IBM® Power Systems" servers and some IBM
BladeCenter® blade servers that use the IBM Virtual I/O Server. On the managed system, you can create
logical partitions, manage virtual storage and virtual Ethernet, and view service information related to
the server. The IVM is included with the Virtual I/O Server, but it is available and usable only on certain
platforms, and where no Hardware Management Console (HMC) is present.

If you install the Virtual I/O Server on a supported server, and if there is no HMC attached to the server
when you install the Virtual I/O Server, then the IVM is enabled on that server. You can then use the
IVM to configure the managed system through the Virtual 1/O Server.

For information about using the Virtual I/O Server on a system that is managed by the HMC, see
[[nstalling the Virtual I/O Server and client logical partitions]

What's new in Integrated Virtualization Manager

Read about new or changed information for Integrated Virtualization Manager (IVM) since the previous
update of this topic collection.

August 2013
+ Added information about the IBM PowerLinux "~ 7R4 (8248-L4T) server:

- [“Operating system support for logical partitions on POWER7 processor-based servers that are|
managed by the Integrated Virtualization Manager” on page 4

— |“Supported server models for Integrated Virtualization Manager” on page 4|

March 2013

* Added information about the IBM PowerLinux 7R1 (8246-L1D), IBM PowerLinux 7R1 (8246-L1T), IBM
PowerLinux 7R2 (8246-L2D), IBM PowerLinux 7R2 (8246-L2T) servers.

October 2012
¢ Added information about the 8246-L1C and 8246-L1S servers.

Partitioning with the Integrated Virtualization Manager

The Integrated Virtualization Manager is a browser-based system management interface for the Virtual I/0O
Servers. The Integrated Virtualization Manager provides you with the ability to create and manage logical
partitions on a single server.

Virtual 1/O Server is software that provides virtual storage and shared Ethernet resources to the other
logical partitions on the managed system. Virtual I/O Server is not a general purpose operating system
that can run applications. Virtual I/O Server is installed on a logical partition in the place of a general
purpose operating system, and is used solely to provide virtual I/O resources to other logical partitions
with general purpose operating systems. You use the Integrated Virtualization Manager to specify how
these resources are assigned to the other logical partitions.

© Copyright IBM Corp. 2012, 2013 1
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To use the Integrated Virtualization Manager, you must first install Virtual I/O Server on an
unpartitioned server. Virtual I/O Server automatically creates a logical partition for itself, which is called
the management partition for the managed system. The management partition is the Virtual I/O Server
logical partition that controls all of the physical I/O resources on the managed system. After you install
Virtual I/0O Server, you can configure a physical Ethernet adapter on the server so that you can connect
to the Integrated Virtualization Manager from a computer with a Web browser.

The following figure illustrates an IBM Power Systems server or an IBM BladeCenter blade server with
Power Architecture® technology. The Virtual 1/O Server is in its own logical partition, and the client
logical partitions are managed by the Virtual I/O Server logical partition. The browser on the PC
connects to the Integrated Virtualization Manager interface over a network, and you can use the
Integrated Virtualization Manager to create and manage the logical partitions on the server.
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Resource assignment

When you use the Integrated Virtualization Manager to create logical partitions, you can assign memory
and processor resources directly to logical partitions. If a logical partition uses dedicated processors, you
specify the exact number of dedicated processors for the logical partition to use. If a logical partition uses
shared processors, you can specify the number of virtual processors for the logical partition, and the
Integrated Virtualization Manager calculates the number of processing units it assigns to the logical
partition based on the number of virtual processors. If the logical partition uses dedicated memory, you
can specify the amount of physical memory for the logical partition to use. If the logical partition uses
shared memory, you can specify the amount of logical memory for the logical partition to use. In all
cases, the amount of resources that you assign to a logical partition is committed to the logical partition
from the time that you create the logical partition until the time that you change this amount or delete
the logical partition. You cannot overcommit processor and memory resources to logical partitions by
using the Integrated Virtualization Manager.

A logical partition that is created by using the Integrated Virtualization Manager has minimum and
maximum processor values. The minimum and maximum values are used when you use a workload
management application on the managed system, when you restart the managed system after a processor
failure, or when you dynamically move resources to or from the Virtual I/O Server management
partition. By default, the minimum and maximum values are set to the same value as the actual amount
of committed resources. You can change the minimum and maximum processor values at any time.

A logical partition that is created by using the Integrated Virtualization Manager has minimum and
maximum memory values. For logical partitions that are configured to use dedicated memory, these
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values refer to physical memory. The minimum and maximum values are used when you use a workload
management application on the managed system, when you restart the managed system, or when you
dynamically move memory to or from the Virtual I/O Server management partition. For logical partitions
that are configured to use shared memory, these values refer to logical memory. The minimum and
maximum values are used when you use a workload management application on the managed system,
when you restart the managed system, or when you dynamically add or remove memory to or from a
logical partition that uses shared memory. For logical partitions that are configured to use either
dedicated or shared memory, you can change the minimum and maximum memory values only while
the logical partition is not running.

When you use the Integrated Virtualization Manager to create logical partitions on your managed system,
a fraction of the memory and a fraction of the processors on the managed system are assigned to the
Virtual I/O Server management partition. If desired, you can change the memory and processor resources
that are assigned to the management partition to match your Virtual I/O Server workload. Physical disks
can be assigned directly to logical partitions, or they can be assigned to storage pools, and virtual disks
(or logical volumes) can be created from these storage pools and assigned to logical partitions. Physical
Ethernet connections are generally shared by configuring the physical Ethernet adapter as a virtual
Ethernet bridge between the virtual LAN on the server and an external, physical LAN.

Related concepts:

[“Supported server models for Integrated Virtualization Manager” on page 4|
The Integrated Virtualization Manager is available as part of the IBM PowerVM® for IBM PowerLinux for
use on certain server models.

“Operating system support for logical partitions on POWERY processor-based servers that are managed|
by the Integrated Virtualization Manager” on page 4|

The Integrated Virtualization Manager (IVM) supports a number of operating systems for client logical
partitions.

Planning for the Integrated Virtualization Manager

Develop a plan for setting up a server that is managed by the Integrated Virtualization Manager (IVM).

Proper planning is essential for the successful setup and use of your server. When you install the
Integrated Virtualization Manager (IVM), it automatically creates a logical partition for itself on the
server. This logical partition is called the management partition. The IVM automatically assigns a fraction
of the memory and processors on the server to the management partition. You can change the default
amount of memory and processor resources that are assigned to the management partition.

You need to develop a plan that includes information such as the following;:

¢ System resource requirements for the management partition. The system resource requirements for the
management partition can depend on many factors. These factors can include the server model, the
number of logical partitions that you create on the managed system, and the number of virtual devices
used by those logical partitions.

* Storage needs of each logical partition that you are to create on your managed system. Calculate how
much storage space each logical partition requires for its operating system, applications, and data. For
more information about the storage requirements for each operating system, consult the operating
system documentation.

Use the following information resources to help you create a system plan for your server:

* ["Planning for a server that is managed by the Integrated Virtualization Manager by using system|
lans” on page 5|

Restriction: The System Planning Tool (SPT) does not currently help you plan for IBM BladeCenter
blade servers.

+ [Planning for the Virtual I/O Server
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Note: Although this information is focused on planning for the Virtual I/O Server (VIOS) on a system
that is managed by a Hardware Management Console (HMC) most of the information also applies to
planning for the VIOS on a system that is managed by the IVM.

Supported server models for Integrated Virtualization Manager

The Integrated Virtualization Manager is available as part of the IBM PowerVM for IBM PowerLinux for
use on certain server models.

The Integrated Virtualization Manager is included in the PowerVM for IBM PowerLinux product.

The Integrated Virtualization Manager version 2.1.2, or later, is available for the following models:
e 8246-L1C
» 8246-L1D
* 8246-L1S
e 8246-L1T
» 8246-L2C
+ 8246-L2D
* 8246-1L2S
» 8246-L2T

Related concepts:

“Operating system support for logical partitions on POWER7 processor-based servers that are managed|
by the Integrated Virtualization Manager”]

The Integrated Virtualization Manager (IVM) supports a number of operating systems for client logical
partitions.

Operating system support for logical partitions on POWER7
processor-based servers that are managed by the Integrated
Virtualization Manager

The Integrated Virtualization Manager (IVM) supports a number of operating systems for client logical
partitions.

The following information applies to IVM Version 2.1.2, and later.

On IBM Power Systems servers with POWER7® processor-based technology, you can install the following
operating systems on logical partitions that you create by using the IVM.

Table 1. Minimum operating system versions required for logical partitions on POWER7 processor-based servers that
are managed by the IVM

POWER? processor-based servers Minimum operating system versions
e 8246-L1C * SUSE Linux Enterprise Server 11 Service Pack 2
* 8246-L1S * Red Hat Enterprise Linux Version 5.8

* Red Hat Enterprise Linux Version 6.2
* Red Hat Enterprise Linux Version 6.3

e 8246-1.2C * SUSE Linux Enterprise Server 10 Service Pack 4
e 8246-1L2S * SUSE Linux Enterprise Server 11 Service Pack 1
* Red Hat Enterprise Linux Version 5.7

* Red Hat Enterprise Linux Version 6.1

4  Power Systems: Integrated Virtualization Manager



Table 1. Minimum operating system versions required for logical partitions on POWER?7 processor-based servers that
are managed by the IVM (continued)

POWER? processor-based servers Minimum operating system versions

e 8246-L1D * SUSE Linux Enterprise Server 10 Service Pack 4
e 8246-L.2D * Red Hat Enterprise Linux Version 6.1

e 8246-L1T

e 8246-L2T

Related concepts:

[“Supported server models for Integrated Virtualization Manager” on page 4|
The Integrated Virtualization Manager is available as part of the IBM PowerVM for IBM PowerLinux for

use on certain server models.

Planning for a server that is managed by the Integrated Virtualization

Manager by using system plans

You can use the System Planning Tool (SPT) to create a system plan that includes configuration
specifications for servers that are managed by the Integrated Virtualization Manager (IVM).

Restriction: The SPT does not currently help you plan for IBM BladeCenter blade servers.

The SPT is a PC-based browser application that can assist you in planning and designing a new system.
The SPT validates your plan against system requirements and prevents you from exceeding system
requirements. It also helps you plan for workloads and performance. The output is a system-plan file that
you can use to help order a new system.

To create a system plan that includes configuration specifications for server hardware and logical
partition resources, create a system plan by using the SPT. For instructions, see the |System Planning Too]l
Web site.

After you have created a system plan, you can use the system plan to help you order a new system.

Installing the Integrated Virtualization Manager

Install the Virtual I/O Server management partition on an IBM Power System server or an IBM
BladeCenter blade server. Then, connect to the Integrated Virtualization Manager Web-based interface.

Installing the Virtual I/0 Server and enabling the Integrated
Virtualization Manager on IBM Power Systems servers

When you install the Virtual I/O Server in an environment where no Hardware Management Console
(HMC) is present, the Virtual I/O Server automatically creates a management partition whose interface is
the Integrated Virtualization Manager.

Before you start, ensure that you have completed the following tasks:

1. Verify that you have cabled the server. Specifically, ensure that you have connected a serial cable from
a PC or ASCII terminal to a system port on the server.

2. Verify that you have access to the Advanced System Management Interface (ASMI) by using the Web
interface.
3. Verify that you have administrator or authorized service provider authority in ASML

4. Using the Web-based ASMI, change the following settings as appropriate for the type of partition on
which you are installing the Integrated Virtualization Manager:

For a Linux partition, complete the following steps to change the partition boot mode:

Integrated Virtualization Manager 5
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In the navigation area, expand Power/Restart Control.
Click Power On/Off System.
Select Boot to SMS menu in the Linux partition mode by boot field.

o o

d. Click Save settings and power on.

5. Open a terminal session on the PC, using an application such as HyperTerminal, and wait for the
SMS menu to appear. Be sure that the line speed is set to 19,200 bits per second to communicate with
the system unit.

6. Using the Web-based ASMI, change the partition boot mode back so that the server loads the
operating environment during startup:

a. Expand Power/Restart Control.

b. Click Power On/Off System.

c. Select Continue to operating system in the Linux partition mode boot field.
d. Click Save settings.

To install the Virtual I/O Server and enable the Integrated Virtualization Manager, complete the following
steps:

1. Insert the Virtual I/O Server CD or DVD into the optical drive.
2. In SMS, select the CD or DVD as the boot device:
a. Select Select Boot Options, and press Enter.
b. Select Select Install/Boot Device, and press Enter.
c. Select CD/DVD, and press Enter.
d. Select the media type that corresponds to the optical device, and press Enter.
e. Select the device number that corresponds to the optical device, and press Enter.
f. Select Normal Boot, and confirm that you want to exit SMS.
3. Install the Virtual I/O Server:
a. Select the console, and press Enter.
b. Select a language for the BOS menus, and press Enter.
C. Select Start Install Now with Default Settings.
d

. Select Continue with Install. The managed system restarts after the installation is complete, and
the login prompt is displayed on the ASCII terminal.

After you install the Integrated Virtualization Manager, finish the installation by accepting the license
agreement, checking for updates, and configuring the TCP/IP connection. For instructions, see
[the Integrated Virtualization Manager installation}

Installing the Virtual I/0 Server and enabling the Integrated
Virtualization Manager on an IBM BladeCenter blade server with Power
Architecture technology

When you install the Virtual I/O Server on an IBM BladeCenter blade server with Power Architecture
technology, the firmware automatically creates a management partition whose interface is the Integrated
Virtualization Manager.

Before you start, ensure that you have completed the following tasks:
1. Start a Telnet or SSH session to the IBM BladeCenter blade server management module.
2. Start a Serial over LAN (SOL) session.

3. Start the System Management Services (SMS) utility. For instructions, see [Starting system management
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To install the Virtual I/O Server and enable the Integrated Virtualization Manager, complete the following
steps:

1. Insert the Virtual I/O Server CD or DVD into the optical drive.
2. Assign the media tray to the blade server on which you plan to install the Virtual 1/O Server:
a. From the management module Web interface, select Blade Tasks > Remote Control.
b. Select Start Remote Control.
c. In the Change media tray owner field, select the blade server on which you plan to install the
Virtual I/O Server.
Alternatively, you can assign the media try to the blade server by using the control panel.
3. In SMS, select the CD or DVD as the boot device:
Select Select Boot Options, and then press Enter.
Select Select Install/Boot Device, and then press Enter.
Select List all Devices, and then press Enter.
Select the device number that corresponds to the optical device, and then press Enter.
Select Normal Boot Mode, and then press Enter.

-0 Q20T p

Exit the SMS menu by pressing the x key, and confirm that you want to exit SMS.
4. Install the Virtual I/O Server:

a. Select the console, and then press Enter.

b. Select a language for the BOS menus, and then press Enter.

c. Select Change/Show Installation Settings and Install, and then press Enter.

d. Select 1 to verify that Disk Where You Want to Install field is set appropriately. Verify the actual
location code (for example, 01-08-00-1,0) of the target hard disk. The logical name for the hard
disks (for example, hdisk0) that is displayed in this menu can be different from the logical name
for the same hard disk that is listed within the Virtual I/O Server (for example, from the Tspv

command) that runs on the same machine. This can happen when you add disks after you install
the Virtual I/O Server.

e. Return to the Installation and Maintenance menu and select Start Install Now with Default
Settings.

f. Select Continue with Install. The managed system restarts after the installation is complete, and
the login prompt is displayed on the ASCII terminal.

After you install the Integrated Virtualization Manager, finish the installation by accepting the license
agreement, checking for updates, and configuring the TCP/IP connection. For instructions, see
fthe Integrated Virtualization Manager installation]

Finishing the Integrated Virtualization Manager installation

After you install the Integrated Virtualization Manager (IVM), you need to accept the license agreement,
check for updates, configure the TCP/IP connection.

This procedure assumes that the IVM is installed. For instructions, see [“Installing the Virtual 1/0 Server|
and enabling the Integrated Virtualization Manager on IBM Power Systems servers” on page 5| or
“Installing the Virtual /O Server and enabling the Integrated Virtualization Manager on an IBMI
BladeCenter blade server with Power Architecture technology” on page 6|

To finish the installation, complete the following steps:
1. Log in to the management partition with the user ID padmin.

2. When prompted, change the login password to a secure password that adheres to your local
password-security guidelines.
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3. Accept the Virtual I/O Server license agreement by using the 1icense command. For more
information about using this command, see [Virtual I/O Server and IVM commands]

4. Ensure that there is a network connection configured between the management partition and at least
one of the physical Ethernet adapters on the managed system. This allows you to access the IVM
interface from a computer that is connected to the physical Ethernet adapter. You cannot use the
HMC1 and HMC2 ports to connect to the management partition.

5. Configure the TCP/IP connection for the Virtual I/O Server management partition by using the
mktcpip command. For example: mktcpip -hostname fred -inetaddr 9.5.4.40 -interface en0
-start -netmask 255.255.255.128 -gateway 9.5.4.1 -nsrvaddr 9.10.244.200 -nsrvdomain
austin.century.com You must configure TCP/IP before you can perform any dynamic logical
partitioning operations. IVM version 1.5.2, and later, supports the use of IPv6 addresses. For more
information about using the mktcpip command, see [Virtual 1/O Server and IVM commands}

6. Connect to the Web interface or the command-line interface. For instructions, see one of the following
tasks:

Connecting to the IVM Web-based interface]
« |Connecting to the Virtual 1/O Server command-line interface]

7. Check for updates to the IVM. For instructions, see [“Viewing and updating the code level of the|
[[ntegrated Virtualization Manager management partition” on page 44/

When you are finished, configure the management partition and client logical partitions. For instructions,
see [“Configuring the management partition and client logical partitions” on page 9/

Related information:

[+ [Viewing and accepting the Virtual 1/O Server license|

Connecting to the Integrated Virtualization Manager Web-based
interface

Learn how to connect to the Web-based system management interface for the Integrated Virtualization
Manager.

You must know the IP address that is assigned to the Integrated Virtualization Manager.

To connect to the Web-based interface for the Integrated Virtualization Manager, perform the following:

1. Open a Web browser window, and connect using the HTTP or HTTPS protocol to the IP address that
was assigned to the Integrated Virtualization Manager during the installation process. For example,
enter https://123.456.7.890 in your Web browser, where 123.456.7.890 is the IP address assigned to
the Integrated Virtualization Manager. The Welcome window is displayed.

2. Enter the default user ID of padmin, and enter the password that you defined during the installation
process. The Integrated Virtualization Manager interface is displayed.

For information about the Web-based interface navigation, see the online help for the Integrated
Virtualization Manager.

Connecting to the Virtual I/O Server command-line interface

Learn how to connect to the Virtual I/O Server command-line interface, which allows you to use
commands for the Integrated Virtualization Manager.
Connect to the Virtual I/O Server command-line interface by using one of the following methods:

Open a virtual terminal session to the management partition
For instructions, see [Opening a virtual terminal session for a logical partition|

Telnet You can use Telnet to connect to the command-line interface. Telnet does not provide a secure
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connection to the Virtual I/O Server. Therefore, use Telnet only if the Ethernet adapter that you
have configured to access the management partition is physically isolated from networks that are
not secure.

OpenSSL or Portable OpenSSH
You can use OpenSSL or Portable SSH. to securely connect to the Virtual I/O Server from a
remote location. For instructions, see [Connecting to the Virtual I/O Server using OpenSSH]

Configuring the management partition and client logical partitions

You can configure virtual resources on the management partition and create the client logical partitions
and partition profiles.

These instructions apply to configuring a system that is managed by the Integrated Virtualization
Manager (IVM). If you are installing the Virtual I/O Server on a system that is managed by a Hardware
Management Console (HMC), use the instructions for instead.

Before you begin, complete the following tasks:

* Determine the system resource requirements for the Virtual I/O Server management partition. The
system resource requirements for the management partition can depend on many factors. These factors
can include the server model, the number of logical partitions you create on the managed system, and
the number of virtual devices used by those logical partitions.

When you install the Virtual I/O Server, it automatically creates a logical partition for itself on the
server. (This logical partition is called the management partition.) The Virtual I/O Server automatically
assigns a fraction of the memory and processors on the server to the management partition. You can
change the default amount of memory and processor resources that are assigned to the management
partition.

* Develop a plan for the storage needs of each logical partition that you are to create on your managed
system. Calculate how much storage space each logical partition requires for its operating system,
applications, and data. For more information about the storage requirements for each operating system,
consult the operating system documentation.

Entering the activation code for IBM PowerVM for IBM PowerLinux
with the Integrated Virtualization Manager

You can enter the activation code for PowerVM for IBM PowerLinux by using the Integrated
Virtualization Manager.

The code level for the Integrated Virtualization Manager must be at version 2.1.2, or later, to perform the
following procedure. To update the Integrated Virtualization Manager, see [Viewing and updating the|
fcode level of the Integrated Virtualization Manager management partition}

Whether you need to enter an activation code depends on your edition of the PowerVM for IBM
PowerLinux feature and the hardware on which you plan to enable it. The following table summarizes
the requirements.

Table 2. Activation code requirements

PowerVM for IBM PowerLinux Activation code requirements
PowerVM for IBM PowerLinux product The PowerVM for IBM PowerLinux activation code is
required.

Note: If you already have the Standard Edition enabled,
you must enter a separate, additional activation code for
the Enterprise Edition.
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For detailed information about the PowerVM for IBM PowerLinux feature, see [PowerVM for IBM|
[PowerLinux overview]

Before you start, verify that you have access to the Integrated Virtualization Manager. For instructions,
see [Installing the Virtual 1/O Server and enabling the Integrated Virtualization Manager on IBM Power]
[Systems servers]|

To enter the activation code in the Integrated Virtualization Manager, complete the following tasks:

1. From the IVM Management menu, click Enter PowerVM for IBM PowerLinux Key. The Enter
PowerVM for IBM PowerLinux Key window is displayed.

2. In the Enter Key window, enter your activation code for PowerVM for IBM PowerLinux and click
Apply.

You can now create more than two client logical partitions that use virtual I/O server or shared
processors.

Changing memory and processor resources on the management
partition

You can use the Integrated Virtualization Manager to change the memory and processor resources on the
management partition.

Before you start, complete the following tasks:

1. Install the Integrated Virtualization Manager. For instructions, see [“Installing the Integrated|
[Virtualization Manager” on page 5

2. Ensure that your user role is not View Only.

To change the memory and processor resources on the management partition, complete the following
steps:

1. In the navigation area, select View/Modify Partitions under Partition Management. The

View /Modity Partitions page is displayed.

Select the management partition (partition ID 1).

From the Tasks menu, click Properties. The Partition Properties panel is displayed.

Select the Memory tab to display the memory settings.

A

Change the minimum, assigned, and maximum pending amounts of memory to the amount of
memory that you want the management partition to use. If you are using a workload-management
application, you can set the minimum and maximum amounts for the management partition. The
assigned amount is the amount of memory that the management partition has initially assigned to it.
If you do not anticipate dynamically increasing the memory beyond a certain point, setting the
appropriate maximum value can save on reserved firmware memory.

Note: The management partition must use dedicated memory.

6. Select the Processing tab to display the processing settings. Keep the default settings unless you are
using a workload-management application.

7. Click OK to apply the changes. It might take a few minutes for the managed system to apply the
changes. If you changed a minimum or maximum value, restart the system for the changes to take
effect.

Setting the maximum number of virtual resources

You can use the Integrated Virtualization Manager (IVM) to set the maximum number of virtual
resources that are available on the managed system for use by the Virtual I/O Server. This value
determines the maximum number of logical partitions that you can create on the managed system.
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Before you start, ensure that your user role is not view only.

You can set the maximum number of virtual resources that are available on the managed system for use
by the Virtual I/O Server, which determines the maximum number of logical partitions that you can
create on the managed system. The managed system reserves a small amount of system memory to
accommodate the maximum number of logical partitions that you specify.

The value for Configured maximum virtual resources is initially set by the firmware level of your
managed system. This field displays the maximum number of virtual resources that the firmware
currently supports and the corresponding maximum number of logical partitions that you can currently
create based on this value. This number is an estimate that is based on the assumption that each client
logical partition needs many virtual resources, for example, one virtual Serial adapter, two virtual SCSI
adapters, and two virtual Fibre Channel adapters. However, if your client logical partitions use the
minimum number of virtual resources (for example, one virtual Serial adapter and one virtual SCSI
adapter), you can create more partitions than this number indicates.

The default maximum number of virtual resources for the system is determined by the firmware version
of the managed system and the installed version of the Virtual I/O Server. This number is the same as
the max_virtual_slots command attribute for the Virtual I/O Server partition. You can change this value
by changing the value of the Maximum virtual resources after restart field. This setting takes effect after
you restart the entire managed system. You might need to change this value if you are upgrading to the
newest firmware version or the newest version of the Virtual I/O Server (2.1). If so, you might need to
increase this value to ensure that you have enough virtual slots available for the Virtual I/O Server for
assigning new device types, such as physical tape devices or virtual Fibre Channel adapters. For example,
you might need to increase this value to configure more virtual Ethernet adapters for the Virtual I/O
Server beyond the four that are provided for you by default. If you want to configure the logical
partitions to use shared memory on a system that supports the PowerVM Active Memory " Sharing
technology, you also might have to increase this value.

To set the maximum number of virtual resources, complete the following steps in the IVM web user
interface:

1. From the Partition Management menu, click View/Modify System Properties. The View/Modify
System Properties page is displayed.

2. In the Configured maximum virtual resources field, verify whether this value is the maximum
number of virtual resources that you want to allow on this managed system. If it is not, change it as
follows:

a. Specify the maximum number of virtual resources that you want the server to have available in
the Maximum virtual resources after restart field, and click OK.

Open a virtual terminal session to the management partition.
Restart the system. It can take a few minutes for the managed system to restart. Be sure to

complete all of the setup steps before you restart the system. Otherwise, it may be necessary to
restart the system again.

Related tasks:
[Opening a virtual terminal session for a logical partition|

You can use the virtual terminal on the Integrated Virtualization Manager to connect to a logical
partition.

[Shutting down logical partitions|
You can use the Integrated Virtualization Manager to shut down the logical partitions or to shut down
the entire managed system.

Mirroring the Integrated Virtualization Manager management partition

To prevent potential downtime and data loss, add a second disk to the rootvg storage pool and mirror
the two disks.
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When you install the Virtual I/O Server, Virtual I/O Server automatically creates a storage pool called
rootvg and assigns one physical volume to rootvg. The Virtual I/O Server software (including the
Integrated Virtualization Manager) and any data that the Virtual I/O Server software uses initially is
stored on the management partition (partition ID 1) on that physical volume. If that disk would fail, you
would be unable to manage your client partitions and would suffer downtime and the loss of data. To
prevent this kind of interruption to your business, you need to add a second disk to the rootvg storage
pool and mirror the two disks.

Before you start, ensure you meet the following requirements:

1. The Integrated Virtualization Manager is at version 1.5 or later. To update the Integrated
Virtualization Manager, see [“Viewing and updating the code level of the Integrated Virtualizationl
[Manager management partition” on page 44

2. You are the prime administrator (padmin).

To mirror the management partition, complete the following steps:

1. Add a new physical volume to the rootvg storage pool. For instructions, see [“Modifying storage poold
[using the Integrated Virtualization Manager” on page 35)

2. To mirror the new volume to ensure that the it has all of the software and data that the original
volume has, complete the following steps:

a. Open a virtual terminal window to the management partition. For instructions, see
[virtual terminal session for a logical partition” on page 31)

b. Sign on to Virtual I/O Server using the padmin user ID and password.
C. At the command prompt, run the mirriorios command as follows:
mirrorios Physicalvolume

where Physicalvolume is the name of the volume that you just added to rootvg.

Restriction: The mirrorios command mirrors only the rootvg storage pool. It does not mirror
other volume groups or any virtual disks that are created on rootvg after it is initially mirrored.

Configuring storage on the managed system by using the Integrated
Virtualization Manager

You can configure storage on the managed system to meet the storage needs of the logical partitions that
you create by using the Integrated Virtualization Manager.

You can assign storage to logical partitions in the following ways:

* You can assign physical volumes directly to the logical partition. (A physical volume is an individual
logical unit that is identified by a logical unit number (LUN). A physical volume can be a hard disk or
a logical device on a storage area network (SAN).)

* You can add physical volumes or files to a storage pool, create virtual disks from the storage capacity
of the storage pool, and assign the virtual disks to logical partitions. Virtual disks allow you to specify
more precisely the amount of storage that you assign to logical partitions. You can assign storage to
logical partitions without regard to the actual capacities of the physical volumes or files that make up
the storage pool.

* You can add a pair of worldwide port names (WWPN) to a client logical partition. You then can assign
a physical fibre channel port to the WWPN pair so that the partition can communicate with storage
devices in a storage area network (SAN). If the system meets the following requirements, you can
configure this type of storage resource:

— The system supports the use of virtual fibre channel adapters.

— The system has a physical fibre channel adapter installed that supports N_Port ID Virtualization
(NPIV) ports and the physical ports have the required fabric support for NPIV.
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Generally, physical volumes and virtual disks that you assign to a logical partition display as physical
disk devices in the operating system interface of the logical partition.

Consider creating a storage pool in addition to the default rootvg storage pool for regular data storage,
and then assign the new storage pool as the default. You can then add more physical volumes to a
storage pool, create virtual disks from a storage pool, and assign these virtual disks to other logical
partitions.

If you plan to assign physical volumes directly to logical partitions, you do not need to do anything with
the physical volumes. You can assign the physical volumes to the logical partitions when you create the

logical partitions.

To configure storage on the managed system, complete the following steps:

1. Create a second storage pool for regular data storage. For instructions, see [“Creating storage pools.”|

2. Add additional physical volumes to the default storage pool. For instructions, see [“Modifying storage|
[pools using the Integrated Virtualization Manager” on page 35.]

3. Create virtual disks from the default storage pool. For instructions, see [‘Creating virtual disks” on|

4. Configure logical partitions to use virtual Fibre Channel, if supported. For instructions, see
[“Configuring virtual fibre channel on the Integrated Virtualization Manager” on page 14)

Creating storage pools
You can use the Integrated Virtualization Manager to create a logical volume-based or file-based storage
pool on your managed system.

To create a logical volume-based storage pool, you must assign at least one physical volume to the
storage pool. When you assign physical volumes to a storage pool, the managed system erases the
information about the physical volumes, divides the physical volumes into physical partitions, and adds
the capacity of the physical partitions to the storage pool. Do not add a physical volume to the storage
pool if the physical volume contains data that you want to preserve.

To create file-based storage pools, the Integrated Virtualization Manager must be at version 1.5 or later.
To update the Integrated Virtualization Manager, see|”Viewing and updating the code level of the|
[[ntegrated Virtualization Manager management partition” on page 44/

To create a storage pool, complete the following steps in the Integrated Virtualization Manager:

1. In the navigation area, select View/Modify Virtual Storage under Virtual Storage Management. The
View /Modify Partitions page is displayed.

Select the Storage Pools tab.

From the Tasks menu, click *Create Storage Pool. The Create Storage Pool page is displayed.

Enter a name for the storage pool and select the storage pool type.

ok 0N

Enter or select the information required to create the logical volume-based or file-based storage pool
and click OK to return to the View/Modify Partitions page.

Note: The new storage pool appears in the table. If you select one or more physical volumes that
might belong to a different volume group, the Integrated Virtualization Manager displays a warning
message to indicate that adding them to the new storage pool can result in data loss. To create the
new storage pool with the selected physical volumes, select the force option, and then click OK to
create the new storage pool.

Related tasks:

[“Modifying storage pools using the Integrated Virtualization Manager” on page 35
You can use the Integrated Virtualization Manager to extend a storage pool, to reduce or to remove a
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storage pool, and to assign a storage pool as the default storage pool for the managed system.

[“Creating virtual disks’]
You can use the Integrated Virtualization Manager to create a virtual disk on your managed system.
Virtual disks are also known as logical volumes.

Creating virtual disks
You can use the Integrated Virtualization Manager to create a virtual disk on your managed system.
Virtual disks a