Active Memory Sharing
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IBM Europe ATS
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Active Memory Sharing (AMS) Sales Pitch

AMS allows the dynamic moving of memory
between LPARSs at a 4KB page level

—Reduces required memory
= save you money

—Finds little used memory
= save you time

—Moves memory to where its needed
= Increased flexibility
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Active Memory Sharing (AMS) Warning

AMS is built on top of
Virtual Memory & Paging

Mandatory:
You need to understand both

Covered In three slides!
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So how does Virtual Memory work?
Virtual Memory >

<

< Real Memory >

Tiny 4 KB pages

Why bother? Disk space costs 1000 times less



Paging in

E | 1) Page fault

6) Restart
i Instruction
Programs View

A
/

Data
Data

Heap
Code
Data

Stack

1 >invoke kernel

Memory Pages 4 KB

2) Check Address in the

Page Table

Page Tables entries
managed by AIX Kernel
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Raw block copy on the
Paging space device
5) Fix et

Stack

3) Find memory on free list
4) Move disk copy into

empty memory page




Memory Pages 4 KB

Kernel process Irud
1) Free pages list gets low

Paging OUt so Irud hunts in page tables

for Least Recently Used pages
— ﬁﬂ.- :

Programs View

A
/

[ Page Tables entries
| managed by AIX Kernel

Data

Data Raw block copy on the

aging space device

---

Heap

Code 3) Fix page table

Free 4) Move memory into

disk space
5) Fix page table
6) Put page on free list

Data

Stack 2) Allocate page space

Stack
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Want to know more?
— watch the movie
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Five Paging Golden Rules
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Is Paging Good or Bad for Performance?
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Bad but happens
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How much can we cope with?

It depends

My Rule of Thumb:
10 pages
per second
per CPU
per paging disk
= ignorable noise level
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How to live with paging?

= Spread paging I/O across many disk spindles
— 5 second glitch
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How to live with paging?

= Spread paging |I/O across many disk spindles
— 5 second glitch or 0.5 second glitch
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How to live with paging?

= Spread paging I/O across many disk spindles
— 5 second glitch or 0.5 second glitch

B

= Disks with caches

= Solid State Disks
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If you lose paging space, can you survive?
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If you lose paging space, can you survive?

No you can't
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Paging Space 100%! - What happens next??

UNIX version 7 Manual entry:
“Absolute mayhem is guaranteed”
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Five Paging Golden Rules

1.Don’t do it! >hurts performance
2.Don’t paniC! >10 pages/s per CPU=noise
3.Do it fast >use many disks

4.A|W3yS use Protection > mirror or RAID5

5.Never ever run out of paging space

- mayhem!



. A page
What is a “working set” ?

Code=Text > Data Libraries| Heap

~

Busy running Data being Tempor_ary Function
a few functions loaded/stored data being call return
loaded/stored data goes here

Working Set is the pages needed to run in the short term (seconds)

Also called Resident Set (resident in memory), see ps or nmon ResText & ResData

AMS acts on Working Sets but at whole LPAR level
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AIX Level Paging

EEEEEE
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ERREEE

Processes

Memory
CLLLLL]
CLLLLL]
CLLLLT]
CLLLLL]
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LPAR Level Paging = AMS

Disk
Memory .,
ERREEE ¢z

-
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Memory access B
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LPAR 1 ‘
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LPAR 2 a
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LPAR Level Paging = AMS

Disk
Memory .,
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-
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Hypervisor
owns the
--- | paging table
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LPAR Level Paging = AMS

Memory .,
LI L ] Rvemory aceeso 1

EEEEEN s

Memory access B
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LPAR 1 ‘
O

LPAR 2 a
LPAR 3 .“

i

Hypervisor
owns the
--- | paging table

Virtual
1/10




What is the problem?
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Problem 1 — Where is the spare?

You have:
100 “standard template” LPARs
LPAR number 101

Spare Shared CPU - YES
Spare Memory - No

Which LPARs could give up some memory?
= Impossible to work out!

AMS can help



Solution design, each LPAR: How much memory?
Guess “10 GB sounds about right”

Policy “every app server gets 8 GB”

9

App vendor recommend “12.5 GB”
Add a bit for safety +10% ?

It is a Guessimate

Add it up and you get 280 GB
Darn! That means the big DIMMs = €3£€$£€SL€SE

If it was 256 GB = smaller DIMMs = cost down, speed up

AMS automatically balances RAM based on real use



Problem 3 — When to share and what?
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Around the World

— Demands that peak at different times

(GE)

Wlernory Usage
th

Day and Night
— Day time web app & nightly batch

Mernory Usage (GEB)

CHight
m0ay
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Infrequent use
— Many sporadic use partitions
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Mermory Usage (GEB)
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Failover Ready Partition
— Like “Day and Night” but never actually happens ©




AMS pre-reqs?
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AMS Pre-Requisites

1. POWERG only
2. Firmware 342*
3. HMC 7.3.4 sp2*
4. VIOS 2.1.17

5. AIX 6.1 TLO3* - No AIX 5.3 support
6. PowerVM - Enterprise Edition

— Extra VET activation code for installed machines

/. No 16 MB pages (used by some HPC codes)

R

8. Shared CPU LPAR only
9. Shared I/O i.e. Pure Virtual /O LPARSs

10. Also supported > SLES 11, (RHEL 6 later) & IBM i 6.1 (plus PTF)
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How is it set up?

Hypervisor

Dedicated | | Dedicated

Memory Memory
5 GB 2GB

Logical Partitions



How is it set up?

Shared Memory Pool 8 GB

Logical Partitions

Hypervisor
Dedicated | | Dedicated
Memory Memory
5 GB 2GB




How is it set up?

Virtual I/O Server

Shared Memory Pool 8 GB

Logical Partitions

Hypervisor
Dedicated | | Dedicated
Memory Memory
5 GB 2GB




How is it set up?

Paging Device

Virtual I/O Server per LF?AR .e.
LV/hdisk/LUN

Shared Memory Pool 8 GB

Hypervisor

Dedicated | | Dedicated

Memory Memory
5 GB 2GB

Logical Partitions



How is it set up?

Paging Device

Virtual I/O Server /per LF?AR .e.
LV/hdisk/LUN

Shared Memory Pool 8 GB

A A
Hypervisor
Shared w Shared Dedicated | | Dedicated
Memory Memory Memory Memory
4 GB 2 GB 5 GB 2 GB

Logical Partitions



POWERS6 p520

CPU
RAM
Disks

Client LPAR

Four 4.2 GHz
16 GB
Five 146 GB

|_C‘Iient LPAR

T T T T
e amnas — EEEEEN
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Shared Memory Pool

Client LPAR

Client LPAR

L 4

Virtual 1/0 Servey .

Client LPAR

Client LPAR

Client LPAR

Client LPAR

all 32 GB

Clie

AR




If possible
Demo Here



Machine Level - Memory Pool

Shared Memory Pool
— Bit like Shared Processor Pool
— Only one pool (no license issue here)

Creating the pool — HMC/IVM machine level
Specify

1. Pool size
2. Pool maximum size (sanity check for dynamic change)

3. VIOS to use for AMS paging
4. AMS paging spaces

https://hmc8.aixncc.uk.ibm.com/preloginmonitor/index.jsp



Creating a Memory Pool

Modify Shared Memory Pool - p520-silver-SN10EDA31
Summary

e Maximum pool size: 12.0 GB
Pool size: 2.0 GB

WIOS: silver_wios

= Summary

FPaging Devices:

VIOS Name Virtual I/0 Devices | Device Size Device Status |Physical Location Code

silver_wios  hdisk= 140013 Active L7e9C.001.0003561-P2-D5

= Select the machine
— Decide size of pool

— Select VIOS for paging space

— Select Device (whole hdisk or logical volume!)
= Create




Creating a Memory Pool

Systerms Management = Servers

Select ~ JName

& JStatus

v = i i
v pS20-silver-Sh10EDAS 2 Praperties

‘ .& Operatin

[ sitver_lparz Operations »

Funning

Create Logical Partition

b

O
L] [| zilver_lpars
O
O

B9 sitver_vios Connections P System Plans
Pavwers-pSana Hardware Infarmation b | Shared Pracessar Poal
| Updates k| Wirtual Metwork Manage
Serviceability 4 Partition Availability Prig
J

Capacity On Dermand (CoD)

Yiew Workload Manage
Manage Custom Group
Manage Partition Data

Manage System Profile

Pool Properties - p520-silver-SN10EDA31

Virtual I/0 Server

General

Pool size specifies the size of the pool that can be used by partitions for
shared memaory. The maximum size denctes the high limit for pools
OLPAR operations,

Configured system memory: 16.0 GB

Lvailable system memory 6.0 GB

Maximum pool size: [10] | GB [0 | EMB
Poal size: E | GB [0 | E ME
PSF: silver_wios

Delete Poaol

| oK || Cancel || Help |

Pool Properties - p520-silver-SN10EDA31

General | Yirtual I/0 Server

The table below shows the paging devices and their assigned partitions, To add or remove paging
devices or to change the Virtual [0 Server, select Add/Remove Devices,

Paging Devices:

Partition ID PSP. Device Name: Device Size: |Device Status Location Code
Devices
3 silver_wvios hdisk2 140013 Active U789C.001.0Q0D3561-P2-D5

| ‘add/Remove Devices! |

| oK || Cancel || Help |




Modify Shared Memory Pool - p520-silver-SN10EDA31

v
= General

lcome

Paging Space Partition

A memaory pool requires a paging partition
to provide shared memory access to

paging partition with this memory poaol,

Faging Space Partition; j

Isilver_vius

Device Change Selection

Do you wish to make device
changes to the pool?

aack | Fiish ||

FPaging Devices,
Select VIOS Device Size Device Status Physical Locatio
[ hdisk2 140013 Active Uys9C.001.0407

Eemowve

General

A shared memory pool defines the
armount of shared memory available

assigned to the pool is not available
for use by dedicated memory

partitions.

Available system memoaory: 6.0
GB

Configurable system memory:  16.0
GB

Maxirmurm pool size: 12.0 GB
Poaol size:

Modify Shared Memory Pool - p520-silver-SN10EDA31

Welcome
= Welcome

G Welcome to Shared Memory Pool
Management. You can:

. Choose a WVIOS server to be
associated with the poaol,

. Choose paging devices
available to the poaol,

. Specify the size of the
Mermory pool,

MNote that memory assigned to the
pool will not be available for use by
dedicated mermory partitions,

| Cancel | | Help |

8.0 GB

Device Filter - p520-silver-SN10E0A31
[l | |

M Maximum Size (in MBs) |g |
I Minimum Size (in MBs) |g |

Choose from the following list of devices, You can choose more than
one device to be added to the pool. After vou have made vour
selections select Ok button.

Device Type

Device list;

Select VIOS Devices Device Name Device Size | Device Status |
[T silver_vios hdisk3 140013 -
[T silver_vios bdisk < 140013 -

| oK || Cancel || Help |
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LPAR level: Allocate Shared Memor

} NOT BOTH

= | PARS are either

— Dedicate Memory (old style)
— Shared Memory from the Memory Pool

» _LPAR Switch Shared €<-> Dedicated Memory
Cold LPAR Reboot (not restart)

» Shared Memory min, desired, max are
Logical Memory (not Physical)

* LPAR Dynamic Memory changes are Logical too



modify the procd
profile by editing

tatus

=fault Profile

SN10DEDAZ1 - silver_lpar3

Virtual

/o Adapters

General  Processars | Memory

Logical Partition Profile Properties: normal @ silve

Power
Contr

? | Shared Memory Warning - silver_Ipar3

Switching from Dedicated Memory Mode to Shared Memory
Mode will rermove all Physical I/0 Devices,

Are voll sure you want to switch to Shared Memory Mode?

Profile Properties: nor

SN10EDA31 - silver_lpar3

Wirtu
General | Processors  Memory  LAD adap

Partition Profile Properties

Profile name:

rorrmal

Partition name: silver_lpars
Partition ID: 1

Partition envircnment @ ALK or Linux
System name; p520-silver-3

oK || Cancel || Help |

Detailed below are the current me
profile,
Memory mode

# Dedicated
 Share

Dedicated Memory
Installed memory (MB;
Current memory available for partition usage

Minimum memory @ |1

Logical P: rtition Profile Properties: normal @ silver_lpar3d @ p520-silver-

SKN10EDAS \ - silver_lpar3d

Desired memory : |2

Maximum memory . |4

Specify the Barrier Synchronization Register H
16

o

Available BSR. arrays:
BSR arrays for this profile:

Huge Page Memory
Page size (in GB) :
Configurable pages .

Minimum pages Cl E
Desired pages : Cl E
Maximum pages : Cl E

16

| oK || Cancel || Help |

Logical
. Host
Virtual Power p
General  Prodkssors | Memory | /O : Settings  Ethernet
Adapters  Controlling Adapters
{LHEA&)
Detailed belo® are the current mermory settings for this partition
profile,
Memory mode
iDedicated
% Shared

Logical Memory

Shared memory poal size (WMB): 16384
Total assigned logical memory (MB) © 15552
Minimum memory @ [1 | GB D EMB
Desired memory |2 | GB D EMB
Maximum memory : [4 | GB D EMB

Shared Memory Options
Mermory Weight (0-255) |O |

| oK || Cancel || Help |




Each LPAR uses 1 AMS paging space = Easier for PM

Systems Management = Servers

([l = @ @ % # 5] (2] B ) | e ] vewr]

Avalale Processin Auvailahle
Select -~ | Mame -~ | Status A I~ | Processing -~ . 4 . Processaor A | hemory (GE) A~
. Units Memory [GB)

Unitz
v ‘E p520-silver-SN10EDS31 | Operating ‘ ‘ 2| ‘ ‘ 9.?5| ‘
[F] |] silwer _|par3 Running 3 ns 1 2
O Eq silver_Ipard ns 1 2
[ B siver_jpars Nat Activated 0 0 0
- EQ siver_vios Running ns 1 1
[F] |] sliver_lpar? Running 05 1 2

Pool Properties - p520-silver-SN10EDA31
¥Yirtual 170 Server

General

The table below shows the paging devices and their assigned partitions, To add or
remove paging devices or to change the Wirtual /0 Server, select Add/Remove Devices,

In use

Paging Devices:

Location Code

‘Dewce Name: Device Size: Device Status

Lclive

Achi
(Inactive )
| ﬁddiRemDu{Dewces | / E

ok || Can/e| || Help | / \
/ 32 GB In use Only 1 more
AMS LPAR

Named VIOS Logical Volume on the VIOS can be started



Work through an example ...
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Configuration Example
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= Example: 32 GB Machine

— Hypervisor 2GB
—2 x 2 GB dedicated LPAR 4 GB
- VIOS LPAR 2GB
— Memory Pool 24 GB

Memory Pool

24 GB
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Configuration Example

o
o
o

>
Gf

» Shared Memory LPARSs
= Create 4 x 8 GB memory pool LPARSs

Shared Memory LPARs
—32 GB of Logical Memory

— 24 GB of Physical Memory . .

I.e. does not fit

Memory Pool
24 GB




Configuration Example

on
2
Situation:
1.

If 3 LPARS started = it fits

Shared Memory LPARs

Memory Pool
24 GB
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Configuration Example

08

Situation :
1.
2.

Start fourth LPAR
If 3 LPARS started = it fits

If Resident Size ~ 24 GB - it works

Shared Memory LPARs

Memory Pool
24 GB




Configuration Example

Situation :
1. If 3 LPARSs started = it fits

2. If Resident Size ~ 24 GB - it works Shared Memory LPARs
3. If Resident Size > 24 GB - paging

Memory Pool
24 GB



Configuration Example

. . LPAR demand lots more memory
Situation :
1.

2.
3.
4.

'70,.
%

)

}O&Q ro [l
6$

o
o
o

f 3 LPARSs started = it fits

f Resident Size ~ 24 GB - it works
f Resident Size > 24 GB - paging

f Resident Size >> 24 GB - paging++

Memory Pool
24 GB



How does AMS deal with
the four situations?
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AMS Algorithm 1 — It all fits

— Local paging AlX level
— Not an issue

Relaxed Mode



AMS Algorithm 2 - If it nearly fits?

Hypervisor asks AlX images for help
-> once a second

1. AlXthen frees memory, if necessary paging out
2. Loans pages to Hypervisor
3. Hypervisor gives pages to high demand LPAR

Co-operative Mode




AMS Algorithm 2 - If it nearly fits?

AlX level AMS Tuning on how aggressive:
none, File system cache, programs too

# vmo -L ams loan policy

NAME CUR DEF BOOT MIN MAX UNIT TYPE

0 = no loans
1 = filesystem cache only (default)
2 = also loan program memory

Co-operative Mode
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Starting with It All Fits = sweet

Memory pool
=24 GB

Paging
space
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One LPAR Paging like m~-'A-~¢ san we do?

Paging
space




Added 2 GB
Logical memory

Logical Memory
=26 GB

in Memory Pool
=24 GB




Hypervisor
asks for help

Hypervisor — Loargng Pages

Added 2 GB
Logical memory

8 GB

Logical Memory
=26 GB

In Memory Pool
=24 GB




Further Co-Operating

Each LPAR Loans
Some (More)
Memory

Hypervisor
asks for help

Hypervisor — Loanjng Pages

8 GB 8 GB 8 GB




AMS Algorithm 3 — Loans are not enough

LPARSs refuse to loan more memory

Hypervisor gets aggressive

1. Steals some pages
— It can see the page tables
— It avoids critical memory pages
— Use Least Recently Used page table data

2. Asks VIOS to page out LPAR memory
3. Once the memory page is free
4. Gives pages to high demand LPAR

LPARSs are not aware of this happening

Aggressive Mode
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AMS Algorithm 3 — Loans are not enough

Now LPAR accesses a page that is not present
1. Causes page fault
2. Normally, Hypervisor hands interrupts
to the LPARSs to handle
3. Checks: if it's a Hypervisor paged pages
4. If yes, it recovers the page and
restarts the instruction
5. If no, it passes the page fault onto
AlX to handle as normal

Aggressive Mode



Aggressive Page Sharing

LPARs get busy so
Hypervisor takes pages
anyway via VIOS paging

‘ Hypervisor — Stealing Pages




Aggressive Page Sharing

Eventually reach a steady
state with memory
“flowing between LPARs




Alternative strategies to reduce this are
Live with it — Spread Paging Space across more disks

Add memory to the shared pool

If necessary, remove it from Dedicated memory LPARs

Reduce memory requirements
Tune down application settings

Power down an LPAR!

Partition Mobility to other machine

Buy more memory/CUoD




High, sustained memory residency requirements
High performance - HPC

RDBMS with fixed size disk block cache

Doesn't page but uses 95%+ of memory

Where paging is “not an option” anyway
Real time, Response time or Predictable Sensitive
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Classic Virtual Memory (LPAR)

Virtual Memory >

<
| Physical Memorx l

Tiny 4 KB pages



Active Shared Virtual Memory (LPAR)

Virtual Memory

<

| Logical Memory >

Blue Physical
Memory Pages

(vmstat pmem)

Loaned Memory
To Hypervisor
(vmstat loan)

(stolen = memory — pmem - loan)



Logical Memory
LPAR: vmstat -h

# vmstat -h 10

Memory Pool Size

System configuration: lcpu=2 mem=2048MB ent=0.50 mmode=shared |mpsz=4.00GB

kthr/ memory page faults cpu hypv-page

S 1 P e Z e e
r b/ avm fre re pi po fr sr cy in sy cs us sy id wa pPc ec|hpi||hpiY] | pmem|| loan
0 0 190419 173073 0 O O O O O 2 149159 0 1 99 0 0.01 1.6 0 0 1.20(]| 0.80
0O 0 190419 173073 0 O O O O O 2 24 152 0 099 0 0.00 0.8 0 0 1.20(] 0.80
0 0 190419 173073 0 O O O O O 1 19166 O 0 99 0 0.00 0.8 0 0 1.20(] 0.80
0 0 207225 189696 O O O O O O 6 334 196 35 2 64 0 0.18 36.9| 25 53 1.33|] 0.67
0 0 207227 189694 0 O O O O O 2 3917050 150 0 0.25 50.8 7 15 1.33|] 0.67
00 O 0 0 0 0 0O 5 20 164,50 150 0 0.25 50.8 0 0)(1.33){0.67

\Q7227 189694

Logical Memory Statistics

Hypervisor Page-ins Faults/s

Time waiting for hypervisor page-ins (in milliseconds)

Physical Memory > pmem

Loaned Memory

If ams_loan_policy=0 (off) this will be zero



Topas CEC Monitor
Partition Info
Monitored
UnMonitored:

Memory (GB)
Monitored
UnMonitored:
Available
UnAllocated:
Consumed

Uncapped

Dedicated
Donating

oo~ I o

silver viosl
silver lpar2
silver lpar3
silver lpar4
silver lpar5

CEC: topas —C (hit “g” for the extra top info)

Interval:
Processor
Monitored
UnMonitored:
Available
UnAllocated:

.0

.5

Dedicated
Donated
Pool Size

B O ONDN I

Wed Dec 3 10:15:06 2008

Virtual Pools 0
Avail Pool Proc: 3.7
Shr Physical Busy: 0.28
Ded Physical Busy: 0.00
Donated Phys. CPUs 0.00
Stolen Phys. CPUs 0.00
Hypervisor

Virt. Context Switch: 976
Phantom Interrupts : 1

Vesw Ent 3EntC PhI pmem

873 0.40 2.6 0
244 0.50 51.3 1
294 0.50 1.4 0
220 0.50 1.3 0
218 0.50 1.1 0

Dedicated
Memory
LPAR

Shared memory LPAR
Physical Memory = pmem
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‘~ 60 Hands-On Movies
\ AIX6, POWERSG,

- PowerVM and other

cool stuff!

Includes four on AMS
with more to come

Google > AIX movie

nag@uk.ibm.com



