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® Platform support — Power Systems, x86, z/VM
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VMControl V2.2

What is IBM Systems Director VMControl V2.2 (VMControl) ?

A plug-in to IBM Systems Director to enhance virtualization
management, simplify virtual appliance deployment and pool
systems to manage workloads across platforms.
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VMControl V2.2 Overview

> No-charge features

— Manage Virtual Servers, hosts, platforms

- zIVM
* PowerVM

* VMware,
Microsoft, Xen

— Performance
Summary

> Chargeable features

— Image Management
* Deploy
* Capture
* Import
* Versioning
— System Pools
* Resilience Policy
* Placement Plans
* Workloads
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IBM" Systems Director

| View: | All tasks L

Welcome Hintermeister Help Logout

welcome

My Startup Pages
Find a Task

Find a Resource
Mavigate Resources

Automation
E Availability
System Pocls

Virtual Farms
Relocation Plans

= Inventory

System Discovery

Advanced System Discovery

Wiew and Collect Inventory

Metwork Topology Inventory
= Views

Platform Managers and Members

System Pocls and Members
Virtual Servers and Hosts
Workloads and Members
Systems by Subnet

Release Management
Security
[E] System Configuration

Current Configuration
Configuration Templates
Configuration Plans
WMCaontrol

Storage Management
External Storage Applications
Remote Access

[E] System Status and Health

Performance Summary
Health Summary
Maonitors

Automation Manager =12
Ready
Event Automation Plans  Active and Scheduled Jobs

Configuration Manager =1z
Ready
Plans  Configuration templates

Remote Access =12
Ready
Setup Remote Control

Storage Management =12

Ready

SMI-5 Providers  Systems And Volumes
Storage Subsystems And Velumes

IBM Systems Director Network Control 110
Ready. Evaluation period expires on 12/26/0% [ 52 days )
View all network systems  Purchase License

BladeCenter and System x Management =12
Additional plug-ins are required before BladeCenter chassis can be fully managed.
Setup required for I/O module plug-ins  BladeCenter chassis and members
Servers and service processors

Power Systems Management =12
Ready
LAl ioy sl oo Lot Lo

VMControl
Ready. Evaluation period expires on December 24, 2003 (51 days).
Workloads  Virtual Servers and Hosts

Virtual Appliances  Deploy

System Pocls  Purchase license

ii SYSEEITI Fd F‘anagement 5.1.2
Ready

z/WM hosts  Linux on System =z
HMC and managed System z servers
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VMControl V2.2 Editions
> Express Edition (no-charge)
— Create and Edit virtual servers
— Manage and relocate virtual servers

— Monitor, performance summary, thresholds, automation

> Standard Edition (VMControl Image Manager, chargeable)
— EXxpress edition features plus:
Discover existing image repositories
Import OVF images into repositories as virtual appliances
Capture a running virtual server, including OS, applications and server

Deploy virtual appliances quickly to create new virtual servers

> Enterprise Edition (VMControl Image Manager+System Pools, chargeable)

Standard Edition features plus:
Create system pools
Deploy virtual appliances into system pools

Manage workloads
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VMControl V2.2 Server and Licensing

> VMControl V2.2 is a plug-in that installs on the IBM Systems Director Server

running V6.1.2.1 or later. The following server operating systems are
supported:

AlX

Linux on Power

Linux on System x/BladeCenter
Linux on System z

Windows

> It is not required to have a homogenous server and client environment.

> VMControl V2.2 Standard and Enterprise Editions are available on a 60-day
trial period from the date of installation.

> VMControl is licensed based on a per-core metric. A license is required for
each server managed by VMControl based on the size of the server.

— VMControl Enterprise Edition license includes the Standard Edition
license functionality.
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Agenda

> VMControl V2.2 Overview

> * Express Edition *
— Overview and Summary
— Platform support — Power Systems, x86, z/VM

— Performance Summary

> Standard Edition

— Virtual Appliances

— Capture, deploy, import, versioning
> Enterprise Edition

— Workloads

— System Pools

— Resilience Policies

> IBM Systems Director Editions
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Summary Page
> Basics

— Basic tasks

— Install agents e
— Setup z/VM, NIm  VMCentrol

Use system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
Pool your systems to increase resource utilization and automation.

— Discover Queem more..

. Resources Active Status | 6|@)| a Jobs |&| o
_ Llcense & Wirtual appliances Problems 2| -1 - Active - | -
2 Waorkloads

Compliance - - - Completed 2| 5

0 System pools

Scheduled -1 -

Basics Workloads Virtual Appliances System Pools Wirtual Servers/Hosts
> Virtual Servers/Hosts ... ...

Instzall agents

— Learn

Deploy a virtual appliance Discower virtual appliances
View workloads in your data center Impaort

Capture
License

V.I'\-'IContr.ol 22 Common Tasks
License installed

Set up virtualization management
VMContral Image Manager 2.2

Evaluation period expires on December 24, 2009 (51 Purchase Check for updates
days) license Launch information center

VMContral System Pools 2.2
Evaluation pericd expires on December 24, 2009 (51 Purchase
days) license
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Virtual Servers/Hosts
> Basics

> Virtual Servers/Hosts

_ Status WMContral

— Virtual Servers &
hosts

VMControl -

Use system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
Pool your systems to increase rescurce utilization and automation.

®Learn more...

— Virtual farms

Resources Active 5tatus|@|&| o Jobs |&|Q

& Wirtual appliances Eroblams 2| - Active

— Relocation Plans Compliance| - | <| | | compleed | 2] 5

0 System poals
’ g Schedulad -

Basics Warkloads virtual Appliances System Pools V

24 Virtual servers
Commaon Tasks
€3 24 Critical
@) 0 Warning Virtual servers and hosts
Wirtual farms

B o informational

Create virtual farm
& ook Relocation plans

Relocate
3 Hosts with 24 virtual servers
0 Virtual farms
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Multiplatform Virtualization Management
> Multi-Platform Management

Virtual Servers and Hosts

— Manage virtual servers &

[ Actions ] | [Search the table... | Se=rch
hOStS Select J MName ¢ | State <+ J Access T J Problems % J Compliance § J IP Addresse: ¥ J CPU Utilizati ¥ J Processors v J
[ vsmesxi-host sl oK s oK I oK 9.5.23.51 [ im =
. O & z0035erver_Base Stopped @ ok ok @ ok [ o= z
J— Man age POWe rVM Vla O & 20035erver_gwssa | Suspended Wox Wox ok o= 2
il & bvs_fce Suspended Il ok W ok W ok [ o= 1
O & hatteras Stopped | ok | ok W ok [ o= 1
H MC and IVM O & Ken Sta:zed W ok W ok W ok [ o= 1
O & mike Stopped ok ok ok o= 1
. O & rhsinstall Stopped ok ok ok [ o= 1
- Manage X86 Vla, VMware, 0 g testareg Stopped ok @ ok ok o= 1
1 g vm1 Stopped & ok @ ok @ ok [ low 1

MSVS, MS Hyper-V
— Topology maps

Host Welcome

_ Deploy/Create empty g:.,::e Welcome to the Create Virtual Sarver wizard.
virtual servers ———————————

— Manage z/VM hosts &
virtual servers

P T S T S
This g

IBM i Settings
Summary

— Monitoring, automation

-
¥

9406520.107F 2D 2100tvg =
nnnnnnn

> Edit virtual resources

S406520.107F2FD 2:M1 ~ 2.
g o0 40 o o0 0

9406520.107F 2FD.2hme...  9406520,107F2FD 2:N0 9406520.107F2FD. 23 9

9406520.107F2FD 2:\v2

EEEEEEEE A

> Relocate virtual servers
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Editing Virtual Resources
> Multi-Platform Management

> Edit virtual resources
— Edit hosts

Edit Host [y =]

Edit Host

Processor

Disk Memaory

— Edit virtual servers

Processor allocations across the host:

. B Actions ¥
o GUI Or Command-llne Virtual Server JShared JMl’nl’mum Prcu:aJAssrgned Pru:eJMaxrmum Prucejsharl'ng Priority JMl’nl’mumP
. . mpotestaixs | 1] | 1] || 4| [Medium(128) -
— Edit z/VM virtual servers hy2ivet | il ] | 2] [Medum(ize) ¢
] mptestaixz | L| | 1_| | 4| Medium(iz2g8) *
> Relocate virtual servers metesten | 3l 1] | )| [onstcappan §]____|
mptestaixl | 1_| | ]_| | ]_l None(cappad) !

2] Edit Virtual Resources -- virtual server mpotestaix3

Edit Virtual Resources - virtual server mpotestaix5

Processor Memory

Network Physical Slots  Virtual Disk Devices Extended

IBM Power Systems Advanced Technical Skills

Processor mode:

Use Shared Processors

Shared priority:

\@||g|w_.1

Processors Processing units
Minimum: Minimum:

| 1_| (1-4) | D.l| (0.1-0.2)
Assigned: Assigned:

| 1_| (1-4) | D.l| (0.1-0.2)
Maximum: Maximum:

| 4| (1-4) | 4| (0.1-4)
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Relocate Virtual Servers :
> Multi-Platform Management

> Edit virtual resources

Relocate 4 o

> Relocate virtual servers

— Virtual Farms

— Live relocation
* PowerVM

H H (=]
* VirtualCenter with
Relocation Blans (Wiew Members)

ESX Deleta Edit [ Actions V] |Sear|:h the table... | Search
° Select J Name ¥ | Plan type o] J Source ~ J Destination & J Description & J

Xen D El 1171ToSystem?z Single plaii7i_AIX3.2 RM SWT Powerg 5y

. . [F] E| Relocate ALL System I to System II | all RM SVWT Powers Sy RM SVT Powers Sy

- StatIC relocatlon I:‘ |E| Relocate ALL System II to System 1 | All RM SVT Powerg Sy RM SWT Powerg Sy
D El Relocate plaii71 to System I Single plali7i_AIX3.2 RM SVT Powerg Sy _—

° M ICrOSOft Vlrtu al [0 | [Erelocate pla1171 to System 11 Single plal171_AIX5.2  RM SVT Powsr6 Sy

Server

BC -KQDL406

« VMware ESX | m

— Relocation plans B O 5

Blade KQZRSOO Bld KQZRSSS Ethernet1 Ethernet2 Fibre1 Fibre 2




Create Virtual Server
> Creates a new, empty virtual server

> Available from Create Virtual Server task on Host
> Based on existing or from scratch

Create Virtual Server

> PowerVM: crante virtumt Server

— Virtual CPUs, entitled
capacity

Welcome

Welcome to the Create Virtual Server wizard.

This wizard will help you create a virtual server on a host. It will guide you through the following
tasks

B Salecting the host where your virtual server vill ba created
B providing 2 name to identify the new virtual server

—_— Memory B Choosing the operating system
B Szlecting the number of processors that will be used
B Satting the memory siz
. . . B Salecting the amount of disk storage to use
[— DISk (eXIStI ng Or neW) B Szlecting = network label
B Selecting the rescurce to assign to this virtual server

— Network

Create Virtual Server

— Optical devices

Create Virtual Server

— Dedicated slots

Network

> VVMware, etc:

Select the network label for this virtuzl server.
Network label:

WM Network: ¥

— Image, processors

— Memory, disk

— Network
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Delete Virtual Server - Power Systems, VMware, etc.

> Virtual Server must be powered off before it can be deleted
> Deleted server is removed from the HMC/IVM

> Virtual disks are removed if selected

> IBM Systems Director is updated after removal

Are you sure you want to permanently delete virtual server "MyV53"

[ Also permanently delete all attached virtual disks

| oK || CanDeI|
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Delete Virtual Server - zIVM

> Virtual Server must be powered off before it can be deleted
> Deleted server is removed from the z/VM User Directory

> Minidisks are recovered by the Directory Manager after all users of the disk
have stopped using the disk

> IBM Systems Director is updated after removal
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Deploy/Create Virtual Server - z[VM

> Creates a new, empty virtual server

Welcome

> Available from deploy task on z/VM host - oo

Virtual appliance
Salect the virtual appliance that you want to deploy.

O Select a virtual appliance from the table of virtual appliances below.

> Based on existing or from scratch.
EXisting server exceptions:

@ None. | want to deploy an empty virtual server.

— Disk allocation is not set as default

oty
— Passwords are not set as

Walcome Source
d efau It Virtual appliance Select the source that will be used as the basis of this new virtual server
Name
S/ Source You can deploy an empty virtual server, or you can select an existing virtual server as the source for the new virtual server
Oione

> Options:

@ Existing virtual server

Existing virtual servers :

— Processor, memory e — v

2.102ROJ0L
2.1Map

2 I. IMARAUTH

Minidisk, virtual disk

- 2.LDAPSRY
| Specify the settings for the minidisk.
_ Te m po rary d ISk’ — T, Virtual Device Numbaer: |200
v'.r:al appliance Salact one or more types of disks that you want to assign to the vi DiskType: 3330 =
. . me t #Disk Allocation Type: | Aute-Group M
Ilnked dISk :::.w D Minidisks *allocation Source: group.POOL1 w
Processor Type El we Size: 100 (0-2,147,483,640)
— Dedicated disk - - 0 rampor ccors oder  [Wwme 9
] g Linked d Passwords
k Cedicated disk:
network ports R I .
Wirite: Varify write:
— Server related e
(Cox J)(Ccance

settings

IBM Power Systems Advanced Technical Skills
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Edit Virtual Server - zIVM

> zIVM User Directory changes

> Allowed to Add / Remove | Delete
resources (does not matter if VS
IS running)

> Not allowed to modify minidisk
sizes (this would change
physical allocation of disk)

This virtual server is currently active. Select how you would like to edit its settings. Active
settings will take affect immediately but will not be saved for the next restart. Stored
sattings will take effect at the next restart.

~
E-.! Edit active settings only
O Edit active settings and save to stored settings

O Edit stored settings only

[MM][CIN:H]

Wirtual Disks Termporary Disks Linked Disks | Dedicated Disks | Metwork | Server Setings

Specify the initial and maximum amounts of memory to assign to this virtual server.

Units:

| 256 [me =] (256 - 31.360)
i Units:

I T [ee =] (2 - 30)

IBM Power Systems Advanced Technical Skills
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Edit Virtual Server - Power Systems, VMware, etc.

> Edit Hosts _

> Edit Virtual Servers
Disk Memory m

Processor allocations across the host:
%o | [ Actions ¥
Virtual Server JShared J Minimum Proce: J Assigned anaj Maximum Proce J Sharing Priority J Minimum P
1] | 1 4] [Medum(ize) [ |
1] | 1 4 [Medium(zze) #[ ]
1] | 1 4] [Medum(ize) [ |
1

1

> GUI or command line

mpotestaixd

hy21vsi

mptestaixz

mptestaix3

|
|
|
1] | [ 1| [None(capped) I
1] | | 1] [Mone(capped)
i I M B :__; Y I
I N
I

mptestaixl

Edit Virtual Resources — virtual server mpotestaix5

|

|

|

|

|

Edit Virtual Resources -- virtual server mpotestaix3 7 |
I

I

Processor Memary Netwark: Physical Slats  Virtual Disk Deavices

Processor mode: Use Shared Processors

Edit Virtual Resources -- virtual server

Shared priority:

Edit Virtual Resources — virtual server MIKE

Processors Processing units Processor Memory Virtual Disk

Minimum: Minimum:
— ©1-02)
Assigned: Assigned:

— U R [
Mazximum: Maximum:

-0
— U E—

Humber of processors:

(o ] R

IBM Power Systems Advanced Technical Skills © 2010 IBM Corporation



Relocation Support - PowerVM, VMware, Microsoft

Relocation support

Virtualization environment

Static relocation within IBM
Systems Director virtual
farms

Live relocation within IBM
Systems Director virtual
farms

Live relocation within
VMControl system pools

IBM Power Systems@® that are
under the control of the
Hardware Management Console
or the Integrated Virtualization
Manager

Yes

Yes

Yes

VMware VirtualCenter

VMware vCenter

Virtualization manager subagent
for VMware VirtualCenter with
VMware ESX Server hosts

Microsoft® Virtual Server

Virtualization manager subagent
for VMware ESX Server

Windows® Server 2008,
Enterprise, Standard, and
Datacenter x64 Editions with
Hyper-V role enabled

Xen

Yes

* Relocation within system pools requires System Pools license

IBM Power Systems Advanced Technical Skills
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Relocation Differences
Virtual Farms versus System Pools

Relocation type

Relocation features Virtual farm relocation in IBM Systems System pool relocation in WVMControl sk
Director

Relocate all virtual servers in a host Yes Yes

Relocate one or more virtual servers Yes Yes

Automatic placement (WVMControl Mot Yes
determines the target virtual server or
host)

Advisory placement (User can approve
the relocation before it can occur)

Relocate all virtual servers on
predicted failure

Relocation plans

Fixed target (User determines the
target wvirtual server or host)

Relocation automation

* Relocation within system pools requires System Pools license
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Performance Summary

> Hierarchical Views

Selact 5 target from the list or use Browse to select one or more targets, A target might be a server, virtual server or operating system.

{plad0s4,PLASL3S ATX,pvadz14,ip9, 12,33, 34 AL NIMSRY. |p9,12,33,20 Tv] [ erowse..

> Live data in columns

[ virtualization Manager Monitors [] [ Browse.. |

> Relationshi PS between o
Shows pracsssor performance surmmary rasults

Vi rtu al reso u rces Performance Summary (ip® 12,33, 34_AIX, NIMSRV_ip% 12,3320, plad0s.,)

[_gelect Colurm Monitars... || [ Actions ] | [5carchthe table.. | Search

Select J Mamme cJ Processars cJ CPU Utilizat... cJ CPU Utilizat... cJ CPU Utilizat.., cJ CPU Utilizat.,, cJ Ausilable Pr... cJ Entitled Pro... cJ Auailable Pr.. ¢

> Activate thresholds 00 o eoos amonsssoe | N g

| & ip9.12.33.34_AIx | 1 [ e i 0.01 0.01 0.5
O & HIMERY ip3.12.33,20 | 1| - - - - 0
O & prazzig | 1 [ aw 0 0,008 0,008 0.5
O [H tem 5203 E44 neza3F4 | + [ Taw 0,021 1 1
Processor Marmory m o004 *
0.005 0.005 n.s
Shows network performance surnrnary results 0.093 1 1
Performance Summary (NIMSRV_ip9.12, 33,20, PLAS139_AIX, prad214] 0.008 0.008 0.5
[_select colurn Monitarsw || [_Actions | | |Searchthe table. | cearch
Select J Narne 2 | 08 Type cJ Error Rate/sec cJ Pause Fra... cJ MC Packet.. cJ Bytes Rec.. cJ BC Packet... cJ Pause Fra... cJ Packets Tr... &
O [ 1M 5203 E4a 0624304
F] 4 MIMSRV_ip2.12.33,20
O EDPort 1 4 1z 1z 3,491 24 o 0
] & puageis4
O E IBM 2202 E44 06242F4 Processor Mernory Metwark
F] EDPort 0
0O & pLasias_am Shows mermory performance summary results
Performance Summary (ip9.12,33, 34 _ATX, NIMSRY_ip9,12,33,20, pladis...)
[ Select Colurnn Monitors... ] [ Actions V] |Search the table... | Search
Selact J Marne % | Memory (MB] CJ Page-In Delay... CJ I/ Entitled M., CJ Mapped IFf 2 E... CJ Physical Merm... CJ Available Me,.. CJ Memory Cuerc..
D E IBM 22032 E44 0524304 16,284 16,284 9,920
O & ipa1z.33.34_a1 2,176 - - 2,176
O & MIMsRY_ipa.12.33.20 2,178 - - 2,178
O & puaszis 1,538 - - 1,538
D E IBEM 22032 E44 D6243F4 16,284 16,284 2,192
O & pLasiza_amx 2,178 - - 2,178
D E IBM 22032 E44 06244B4 16,284 16,284 2,648
D Shared Mermory Paool 2,072 262 I7 7 2,176 2,732 12,321
O & planoss 2,178 77 S 1,421
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Agenda

> VMControl V2.2 Overview

> Express Edition
— Overview and Summary
— Platform support — Power Systems, x86, z/VM

— Performance Summary
> * Standard Edition *
— Virtual Appliances
— Capture, deploy, import, versioning

> Enterprise Edition
— Workloads
— System Pools

— Resilience Policies

> IBM Systems Director Editions
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Image Manager Overview

> Discover

— EXisting image repositories

meta-data

=~ Capture
P Virtual Appliance

— A running virtual server that is configured just the way you want, complete
with guest operating system, running applications and virtual server
definition. Can also capture an existing AIX mksysb or NIM Ipp_source
resource.

= Import

— Virtual appliance packages that exist in Open Virtualization Format (OVF).

> Deploy

— Virtual appliances quickly to create new virtual servers or into empty
virtual servers

> Versioning

— Allows easier management of different levels of virtual appliances
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Virtual Appliances

> Definition:

— A package that contains a virtual server definition that
meets the requirements to run it's associated image,;
where the image contains the operating system and A1
installed software N

. . . Virtual Appliance
> Virtual Server image may contain

— A supported operating system (AlX or Linux on System z)

— Any software applications installed in that operating system image

> The Virtual Appliance is described using the methods described in the Open
Virtualization Format (OVF) specification. OVF is an industry standard
representation of a virtual server that contains a configured, tested operating
system and optionally, middleware and software applications, along with the
metadata that describes the virtual server.

> AIX virtual appliances can be
— A mksysb file and the associated metadata file (XML)

— An Open Virtualization Archive format (tar file with mksysb+metadata file)
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Image Repositories

> Definition:

— Image repositories are the place where the OVF virtual
appliances images are stored

> Requires an sub-agent to be installed on the repository system running the
Common Agent

— For NIM servers, appliances in /export/nim/appliances directory

> After discovery of the virtual appliances on the repository, they appear in the
virtual appliance list.

Image Repositories

Use image repositories to store virtual appliances for deployment in your data center.

Fa . . . . . .
(?lLearn more about creating and discovering image repositories

Image Repositories (View Members)

[ Actions ] |Eean:h the table... |

Select J Name = J Image Count &3 J Managed By & J Description
|:| n:;_ﬂj NIM_Server2 4 USABO3 Image Repository

|:| n:;_ﬂ] ZVM_Serverl 2 UsAaBOZ Image Repository

4] «] Page 1 of 1 | »] ¥ Selected: 0 Total: 2 Filtered: 2
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Virtual Appliances — User Interface
> Basics

> Virtual Appliances

WMControl

What to deploy
VMControl

Use system pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
Pool your systems to increase resource utilization and automation.

What to capture = @=
REElDu":EE . Active Status | el &| a Jahs | &| k&
Where to store G vitual applances | | oroblems | 2 - - | |Adwe | - -

Compliance - | - | - Completed 2 35

Where to deploy

0 System pools

Schedulad - -

Import

Basics Workloads Systemn Pools Virtual Servers/Hosts

Versioning What to deploy: Where to deploy:

& Virtual appliances 50 Existing virtual servers
50 Hosts and system pools

Comman Tasks
Deploy
What to capture: Whera to store: Capture

> Virtual Servers/Hosts " 2 o remesiories S,

&0 Virtual servers Wiew active and scheduled jobs

virtual Appliances (View Members)

[ Capture ][ Deploy ][ Irmport ] [ Actions V] |Searchthetable... | Search

Select J Name ¥ Operating Systaem CJ Repository CJ Description
a asdfsadfs Unknown ZVM_Serverl Virtual Appliance

5 asfd Unknown NIM_Server2 virtual Appliance
% testcapturename Unknown MNIM_Serverz Wirtual Appliance

a tim's appliance Unknown NIM_Server2 Virtual Appliance

%tims kitchen appliance Unknown NIM_Serverz wirtual Appliance

Hli Page 1 of 2 rhﬂ Selected: 0 Total: 6 Filtered: &
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Virtual Appliances — User Interface continued

> Tasks available:
— Capture

— Deploy

Basics Workloads Virtual Appliances System Pools Virtual Servers/Hosts
What to deploy: Where to deploy:
& Virtual appliances 15 Existing virtual servers Common Tasks
5 Hosts and system pools
Deploy
What to capture: Where to store: Capture
1 Waorkloads 2 Image repositories Import

L3 Virtusl servers View active and scheduled jobs

Wirtual Appliances (View Members)

[ Capture ][ Deploy ][ Import ] [ Actions ""] |5F_'Elri:h the table... | Search
Select J Name ¢J Cperating System $J Repository $J Drescription 3
|:| % asdfsadfs | Unknown zWM_Serverl Wirtual Appliance
D % asfd | Unknown MNIM_Serverz Virtual Appliance
D % testcapturename | Urikenowm MNIM_Server2 Virtual Appliance
|:| % tim's appliance | Unknown MNIM_Serverz Virtual Appliance
D E tims kitchen appliance | Urikenowm MNIM_Server2 Virtual Appliance
Eﬂ Page 1 of 2 |ﬂ£| Selected: 0 Total: & Filtered: &
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Importing a Virtual Appliance

IEM Systems Director
management server

> Import task stores the virtual appliance (VA)
package on the designated repository @ Image repository
Internet )

A

> Virtual appliance package must be in OVF | | o
Wirtual appliance
format. package A Image B

> Import from the Internet (http), system reference
Software

on the local network (Windows share) or L applications
local directory on the Director Server

Metadata

Import =0

Welcome Source
& Source Specify the location from which to import the virtual appliance package.

Import the virtual appliance package from the following location:

Examples: Internet: http://ibm.com/virtualization/Image.ova

Network: \\computername'\folder\image.ovf (Windovs oni

j[ < Back ][ Next > J . [ Cancel }
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Capturing a Virtual Appliance

= Capture:
— PowerVM virtual server running AlX
— z/VVM virtual server running Linux

— Existing AIX mksysb image or Ipp_source
via CLI

Capture -0

+ Walcome

C:) Name

Source

Name

Specify @ name and description for the virtual appliance that you want to create.

Summary

#name:

Description:

Limit of 256 characters

Search tags:

Enter tags separated by commas. Exampl

[<Elac|-c ”_ Naxt =

Finish [ Cancel ]

IBM Power Systems Advanced Technical Skills

Walcome
Name
o Source

Source
Select the virtual server to capture.

Saelact a valid target then add it to tha selectad list.

Show: |virtual Servers (]

Available

wirtual Appliance Sources

Select _| Name % | state

Search the tabla...

© | ER1es.254.16.102

QO | EA4sxtsti.chland.ibm.com

© |ERsacastar

0y CAs.10.111.6

© |CAs.10.a11.26

O |GRs.oaiias

3 | Limeosz.pdipok.ibm.com

O 48 18M 2084314 000000000

© | @ 18m 9196 A4 LkDMGYA

© | Lfibm-7962¢ates18.rchland. ..
[<] m |

M]4] Page 1 of 2 (#[H] 1 [[?#] Total 18

< Back [ mext >

Cancel

¢ | Access ¢
B offline
B offline
@ Ho access
B offine
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Versioning a Virtual Appliance

> Versioning

— Replace with version

Wirtual Servers
Select a valid target then add it to the selected list.

— Advanced search

Available: Selected:

— Version tagging capability

Replace with Revision 'asdfsadfs'

‘ [Actiuns V] | |Searchthetable... | Search

Select J Name \‘,J State
]

I
Advanced Search =0

|®Learn more about creating a

Query:| search query

| Name b | | Equals | I_ Add Condition J

|P«ND {all must match) Vl [ Add Operator ]

virtual Appliances

Dreploy I_ Irmport... ][ Capture... JI [ Actions "'J | |Search the table... | Saarch

Selact J Name < J TrunkName 1 J Revision 2 J Operating... 3] Repository CJ Description &
g asdfsadfs asdfsadfs 1.1 Unknown ZWM_Serverl Virtual Applia...

5 asfd asfd 1.1 Unknowmn NIM_Server2 Wirtual Applia...
g testcapturename | testcapturena... 1.1 Unknown NIM_Server2 Virtual Applia...
g tim's appliance | tim's appliance 5 Unknowm NIM_Serverz Wirtual Applia...

gtims kitchen appliance | tims kitchen ... . Unknown NIM_Server2 Virtual Applia...

g tims kitchen appliance2 | tims kitchen ... 5 - ZWM_Serverl Wirtual Applia...
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Deploying a Virtual Appliance

3:J IBM Systems Director Image repository
==/ management server -~ T
> Deploy a virtual appliance to: Virtual appliance A image C
. ) : Image A : Image B
— A new virtual server on designated host | reference | image A
: Software i
— An existing virtual server (empty or not) . epplications | e
E Operaling system !
— A system pool (with VMControl System Pools) iy
| Metadata ]
> Customization of attributes: ‘

Deploy

|

Wirtual server A

]

— Network settings

 Hostname, IP address
* Default route, DNS settings
* Netmask, etc

— Network mapping

— Unique NIM customization script

> Image repository of source virtual appliance
must be available
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Deploying a Virtual Appliance — PowerVM Details

3:J IBM Systems Director Image repository
==/ management server -~ T
> Steps in deployment include: Virtual appliance A image C
. . ) ) : Image A : Image B
— Reading of the virtual appliance's virtual server Ll Image A
metadata for resource information [ Spieations |

Operating system

— Verification the target host, VS or pool has the
required resources available  Metadata |

— Creation (if new) of the virtual server, possibly ‘
including the storage Deploy

|

Wirtual server A

]

— The OS component is installed on the virtual
server. NIM performs the netboot via the
virtual server's platform manager (HMC or
VM)

— The virtual server is booted from the installed
image
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Deploying a Virtual Appliance — PowerVM storage

> Storage used for new virtual server can be

— Allocated from IBM Systems Director-managed SAN storage pool hosted
by a Virtual I/O Server

— Allocated from local storage pool on the VIOS

Daploy

Waelcome Storage Pools
Virtual appliance Spaecify the disk settings you vant to use when you deploy the virtual appliance.
Target r

G Storage Pools Select a storage pool whose storage you want to use for your vitual disks. When you select a storage pool on a SAN storage system, a storage
- & volume is craated on the SAN automatically, and connected through the Virtual I/O Server to the virtual sarver.

Storage Pools

Actions vI [Search the table... Search I

| Selectl Pool ¢J Storage Server Pa ¢J Free Space (GB)¢] Description |
1 VIOS acmel89 to SAl 66.8027 SAN pool accessed through a
2 VIOS acmel89 to SAl 66.8027 SAN pool accessed through a
DirectorPool0 VIOS acmel89 to SAl 190.0 SAN pool accessed through a v
DirectorPool00 VIOS acmel89 to SAl 126.0 SAN pool accessed through a W
Fibre Drives VIOS acmel89 to SAl 200.4082 SAN pool accessed through a
PrimordialStorageP¢ VIOS acmel89 to SAl 1087.7842 SAN pool accessed through a
rootvg VIOS acmel89 8.375 VIOS logical volume pool. Virtuz

|« |

i<l page 1 0f 1 =% |1 2] Selected: 0 Total: 7 Filtered: 7
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Deploying a Virtual Appliance - z/VM Detalils

> Select specifics of z/VM virtual appliance and containing new virtual server

— Processor, Processor Type, Memory, Disk pages, Network Interfaces,
Server Settings

Welcome

Virtual appliance
Target

rIulm'l'm

Source Initial:

C:) Processor 3 (1-18)

Processor

Specify the initial and maximum number of processors to assign to this virtual server.

Maximum:

6 (1-32)

Temporary Disks
Linked Disks

Dedicated Disks

< Back ][ Next >
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Deploying a Virtual Appliance - z/VM Details cont.

> Select specifics of z/VM virtual appliance and containing existing virtual
server

— Processor, Processor Type, Memory, Network Interfaces, Server Settings

Walcome

M ance Processor
Targat Specify the initial and maximum number of processors to assign to this vitual server.

o | Processor
Initial:

3 [(1-18)

Maximum:

6 | f2-323

[L< Back |[ next > |
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Deploying a Virtual Appliance — Summary

> Summary lists all parameters

> Run immediately or schedule for later deployment

Deploy

Welcoma Summa ry
Virtual appliance

You are now ready to deploy the virtual appliance.
Target I

Name : —— — —
B o Tipe Virtual appliance to deploy: Generic Firewall/Gateway Service

Memory Target server; IBM 2084314 00000000000001AB5A 9.ZVL9228
Network Interfaces MRt
Server Settings sadsa

Product Selected Processors:
C,y Summary CPUAddress 01
ProcessorType IFL

dedicatedfalse

Initial memory:
2 MBE
Maximum memory:

i ( . ][ cancel ]
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VMControl Standard Edition Detalls - AIX

> AIX NIM Server requirements:
Already configured as a NIM server
Running the Common Agent with latest updates (6.1.2 or later)
AIX 5.3 or 6.1.3 (highest level needed for AIX clients)
Installed filesets: dsm.core, openssh/openssl

Installed VMControl NIM Subagent

> Virtual Appliances (mksysb and OVF-based metadata) are stored in
lexport/nim/appliances file directory (recommend a separate file system)

> Image Manager only captures/deploys from/to Virtual Servers
— Only LPARs managed by an HMC or IVM, not standalone
— Only LPARs under a VIOS

> Systems Director Server must be at 6.1.2.1 level or later
> Minimum of HMC 7.3.4.2 + MH01181 or IVM 2.1.0.10 required
> See ISD Redbook wiki for details and hints/tips
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Agenda

> VMControl V2.2 Overview

> Express Edition
— Overview and Summary
— Platform support — Power Systems, x86, z/VM

— Performance Summary

> Standard Edition

— Virtual Appliances

— Capture, import, versioning, deploy
> * Enterprise Edition *

— Workloads

— System Pools

— Resilience Policies

> IBM Systems Director Editions
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Workloads

Waorkload

> Definition: _ \Virtual server

— A deployed virtual appliance that allows you
to monitor and manage one or more etual server
virtual servers as a single entity |

> Workloads
Created from 'deploy' task
Edit
Group as Workload
Dashboard

Workloads (View Members]

[ Group as Workdoad ] View Diashboard [ Actions V] |Eean:hthetable... | Search

Select J Name ¥ J State ¥ J Problems % J Average .. w J Peak CPU... % J Created By % J Crescription
[0 | [Ecoal | Started €3 Critical [ |zee | |2% | USABOS\testa...  Workload
€3 Critical USABOZ\Admi... Waorkload

FI @Tims Test Workload | Started

4
|| <] Page 1 of 1 |»|m . 0 Total: 2 Filtered: 2
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Workloads - User Interface

> Basics

> Workloads
VMControl

J— Status Use syst=m pools and virtual appliances to manage your data center maore efficiently. Deplay virtual appliances and manage the resulting worklozads.
Pool your systems to increase resource utilization and automation.

@Learn More..

o LIStS Resources Active Status |$|@)| i'.l Johs |&| g
& Virtual appliances Problams 2 -] - Active |
2 Workloads i - leted
- Deploy 0 System pools Comeliznce ::h:::l:j ? ?
- G rou p as Basics Workloads Virtual Appliances System Pools Virtual Servers/Hosts
Workload 2 Workloads

N Commen Tasks
ﬁ 2 Critical
. Deploy
& 0 Warning

_ Dash board o ; | View active and scheduled jobs
0 Informaticna

Create workload
d 0 OK Workloads and members

> Virtual Appliances Workleads (View Members)
Edit View Dashboard [.P«ctians v] |5earchthetaHe... | Search

Select J Name CJ State CJ Problems < J Average ... 3J Created By 3J Description CJ Resilience
> SyStem POOIS O | |[Erceal | Started €3 Critical -

USABDZ\testa... Workload Mot active
[0 @ [BTims Test Workload | Started €3 Critical - USABO3\Admi... Workload Not active
> Virtual Servers/Hosts |
ol I ] >

th Page 1 of 1 I-IH Selected: 0 Total: 2 Filterad: 2
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Workload Dashboard

> Grouped virtual servers that contribute to the business

> Summarize resources

used Workload1 — my web application serving the world
Source virtual appliance: MyVirthpp Virtual Servers
Awailability policy: Active :
> A t d -t - | [ Actions v] |Search the table... | c ‘
ggrega e moni Orlng Scoreboard Virtual Server State Problems Compliance CPU Utilization
N - 9 f?’] a Linux Good Active ; Ok E fal0y OO zo0%
Sales App Adtive ok & oKk 1
Hardwiare 1
Virtualization 3 Web Site Adtive ok lf"i‘\ Warning CT 1 s0%
LED - 2 My App Adtive i ox | ox 1] z0%
Threshald - B ATXplus Active o B ok O] o5%
Compliance ' TestApp A Active Mywaming [l oK — =T
TestAoo B Active il oK A\ Warnina T 120%
WL - Workload
Resilience policy: Mot Active Virtual Servers
Scoreboard =
Performance Summary | [ Actions VJ | !Search the table... | Search

Active Status

o)
Hardware Status el B2 5 I

Virtualization Status = -

Threshold Status

Monitors
Monitor 3] Average < I Peak e
CPU Utilization % | 1.01 1.01

Dashboard - Wokload1

Select j Name CJ State < I Access < I Problems

< I Compliance ¢ I

1P Addresses $ I CPU Utilizatic $ I

[0 | ¢ 1em s202E4A 0624304 2 | Started

(‘I " {11’

B unknown

@ Minor

B ok
L ]

9.12.33.20

L Jiw
+

M]4] page 1 of 1 [*|M |

Selected: 0 Total: 1 Filtered: 1

Resources being used by this workload:

A

Resource ¥ | Total
Memory[MB) 2176.0
virtual Disks 2
Hosts 1
Entitled Processing Units 0.5
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System Pools

> Definition: —|
— Alogical group of like hosts and their virtual servers r——
with the goal of better resource usage and \_E
workload resilience. | System Pool
\-__J‘

> Capabilities:

— Create System Pool
New type of system with IBM System Director, allowing the pool to be
— Add/remove hosts managed a single logical entity in the data center

— Monitor resilient workloads

_________________________

— Automatic placement Mobility N
during deploy E &

e == oo B p

— Dashboard

)

i
e

_________________________
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System Pools - User Interface

> Basics

> Workloads

> = = Use systemn pools and virtual appliances to manage your data center more efficiently. Deploy virtual appliances and manage the resulting workloads.
Irtua pp Iances Poaol your systems to increase rescurce utilization and automation.

@Learn More..

> System POOIS TESElEE Active Status | ﬁ|@5| '-l Jobs |@| ?

& Virtual appliances Active
2 Workloads

Problems z -

Compliance - - - Completed 2 3

_ Status 0 System pools scheduled

Virtual Servers/Hosts

LiStS Easics Workloads Wirtual Appliances

0 System pools
Comman Tasks
@ 0 Critical

- Create @) 0 Warning Health summary

Monitors
@ 0 tnformational Problems

— Add HOStS & ook Creste system pool

System pocls and members
Dashboard System Pools (View Members)

Add Hosts Create View Dashboard [ Actions v] |Sear|:h the table... | Search
. Selact J Name #J State 3 J Problams $J Flatform $J Avarage ... $J Paak CPU... ¢J Allacatad ..
> Virtual Servers/Hosts |
< I ] >
ﬂl—l Page 1 of 1 ﬂ!—l Selected: 0 Total: 0 Filtered: O
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System Pools Dashboard

> Workloads running in a I
SyStem POOI SysPool1 — my pool that is so cool

Flstform: PowsryM Workloads
State: ] Active

[ Actions | Search the table... |

-~ Resources used/available Scoreboard £ s e —

Active Status G /1 Linux Good Active B ok & ok T la0%

> Aggregated monitorin ardere | 3 | - f e | e Sperces @oK @ox o
g g g g Virtuzlization - - Sales App Active ok /iy Waming T 0%

Web Site Active [ oK | oK — 1)

LED

> Aggregated status

Reszilience

My App Active W ok W ox ] 20%

Complance ADxplus Active [y waming [l oK — -1

TestApp A Active | ox ff’i\ Warning O 120%
Maonitors

Maonitor Avg Peak

TestApp B Active | ox & ok I — -1
App Tool A Adiive ok B ok O] z0%
Page1lof12 iu|«]| page 1 of 3 |(*|H]| [z Total: 125 Filtered: 125

CPU Utilization % | 70% 95%

Resource usage details:

Resource Free Largest Slice Allocated Unawailable
Processors 18 2 550 3

Memory

Virtual Disk

Hosts

Storage
Prowider
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System Pools and Existing Systems

> System Pools can be defined from
a combination of new or existing servers

— For new systems, all of the system's @ .a'
capacity is added to the system pool =

— For existing systems, all of the remaining
system's capacity is added and managed as
part of the system pool

— Any pre-existing workloads are recognized,
but not managed as part of the system
pool

> Existing Workloads can be migrated to a system
pool:

— Capture the existing virtual appliances

— Deploy as a workload into a system pool
System Pool
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Workload Resilience within a System Pool

> Resilience Policy can:

— Relocate virtual servers between hosts in the Pool

* Supports both single VS and host evacuation
— Move virtual servers away from a failing host

+ Welcome Pooling Criteria

" Name

o Posling Criteria
Initial Host
Shared Storage

Select the pocling criteria to use for this system pool.

Additional Hosts Only add hosts capable of live virtual server relocation

Note: When adding hosts that contain existing virtual servers, the existing virtual servers will be
excluded from system pool management. These virtual servers will still run on the host, but not be
managed by the system pool.

®Learn about system pool capabilities

Cancel
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Workload Resilience Policy

> Resilience Policy associated with the Workload

— Provide Workload resilience: yes/no

Name Resilience

Enables host system monitoring for
. . . The resilience policy can identify problems on the hosting systems and take
pred|ct|ve fallures approprizte action to maintain the resilience of the workload. The policy can

perform actions immediately, or ask for your approval before they are
performed.

Automates recovery action based on
admln ChOICG Ad:'wate“resilience policy?

No r_\ﬂ
Users can add automation for
customer thresholds

Require approval before policy-based actions are performed?
@‘r’es, require approval

> AUtomation POIicy aSSOCiated With the ONo,immediatelyperfnrm policy-based actions without approval
Workload

— Automate: require approval / automate

Mote: If a policy-based action requires approval, you will be notified through |
the problemn status for the system pool.

* Require approval: VMControl
makes a recommendation

. Automgte: VMControl takes
the action
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VMControl and Storage: Mid-Range

> When managing storage with IBM Systems Director + VMControl:

— Configuration support for storage fabric/switches inherent to ISD

* IBM mid-range storage products: DS4000, DS6000, DS3x000,
nSeries 3600

* Various SAN switches (see documentation)

Manage, Configure devices, fabric

VMControl
Dynamic Allocation 4

[BM Mid-Fange:
D33k, DSk, D2dk A 4

Brocade, qLogic
| Dynangic Attach

Non-IBM Storage Controllers E
- Logical Volume Group: no mobility

IBM Power Systems Advanced Technical Skills © 2010 IBM Corporation




VMControl and Storage: High-End

> IBM Systems Director + VMControl

— Interoperates with Tivoli Storage Productivity Center (TPC) V4.1 or later via
API for inventory on and provisioning of storage

— Provides storage virtualization services for VMControl dynamic storage
provisioning for both Image Management and Storage Pools

— Configuration support for storage: TPC
° IBM DSSXOOO Manage 3VC, 3AN Controllers

° SVC Manage, Configure devices, fabric

Manage, Configure devices, fabric Dynamic Allocation

VMControl IVC
Dynamic Allocation ibe |

[BM Mid-Fange:
Da3l, DE4l, Dk

Dynamic Attach
Brocade, qLogic TPC managed domain

Non-IBM Storage Controllers

= =
- Logical Volume Group: no mobility

IBM Power Systems Advanced Technical Skills © 2010 IBM Corporation




VMControl Enterprise Edition Details for AIX Systems

> These requirements are above and beyond what's needed for VMControl
Standard Edition

IBM Systems Director Server must be at 6.1.2.1 level or later

Appropriate X11 libraries to get through graphical installer

* If not, then modify the installer.properties file for a silent install
For predictive failure notification for automated relocation:

« HMC V7.3.5 or later, IVM 2.1.2 or later

For creation of, and deployment into, a System Pool, you must have
shared storage managed by IBM Systems Director either directly of via
TPC

Relocation within a System Pool requires LPM-capable (and appropriate
PowerVM licensed) environment
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Agenda

> VMControl V2.2 Overview

> Express Edition
— Overview and Summary
— Platform support — Power Systems, x86, z/VM

— Performance Summary
> Standard Edition
— Virtual Appliances
— Capture, import, versioning, deploy

> Enterprise Edition
— Workloads
— System Pools

— Resilience Policies

>* IBM Systems Director Editions *
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IBM Systems Director Editions

Why Systems Director Edition?

Easier-to-order pre-packaged arrangements of some IBM
Systems Director, Tivoli and AIX products to target
customers with different systems management scope

All Systems Director Editions come with SWMA for the
component pieces !
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IBM Systems Director Express Edition for Power V6.1.2

Pieces and Parts:
IBM Systems Director products
— IBM Systems Director (ISD) 6.1.2
= ISD VMControl Express Edition for Power, V2.2
= ISD Service & Support Manager V6.1.2
= |SD Transition Manager for HP SIM V6.1
Tivoli products

— None

Note: Arrows indicate plug-ins (not standalone products) to
IBM Systems Director
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IBM Systems Director Standard Edition for Power V6.1.2

Pieces and Parts:
IBM Systems Director products
— IBM Systems Director (ISD) 6.1.2
2 |SD VMControl Standard Edition for Power, V2.2
= ISD Service & Support Manager V6.1.2
= |SD Transition Manager for HP SIM V6.1
= |SD Active Energy Manager V4.2
= ISD Network Control V1.1
Tivoli products

— None

Note: Arrows indicate plug-ins (not standalone products) to
IBM Systems Director
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IBM Systems Director Enterprise Edition for Power V6.1.2

Pieces and Parts:
IBM Systems Director products
— IBM Systems Director (ISD) 6.1.2
= ISD VMControl Enterprise Edition for Power, V2.2
= ISD Service & Support Manager V6.1.2
= |SD Transition Manager for HP SIM V6.1
= ISD Active Energy Manager V4.2
= ISD Network Control V1.1
Tivoli products

— IBM Tivoli Monitoring (ITM)
— IBM Tivoli Monitoring for Energy Management

— IBM Tivoli Application Discovery and Dependency Manager
(TADDM)

— IBM Systems Director Enterprise Edition Installation Launchpad

Note: Arrows indicate plug-ins (not standalone products) to IBM
Systems Director
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IBM AIX Enterprise Edition V6.1.1

Pieces and Parts:
IBM Systems Director products
— IBM Systems Director (ISD) 6.1.2
= ISD VMControl Enterprise Edition for Power, V2.2
= ISD Service & Support Manager V6.1.2
= |SD Transition Manager for HP SIM V6.1
= ISD Active Energy Manager V4.2
= ISD Network Control V1.1
Tivoli products
— IBM Tivoli Monitoring (ITM)
— IBM Tivoli Monitoring for Energy Management

— IBM Tivoli Application Discovery and Dependency Manager
(TADDM)

— IBM Systems Director Enterprise Edition Installation
Launchpad

AlIX and other products

— AIX 6.1.4
<2 PowerVM Workload Partitions Manager V2.1
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Express Edition Installation Process

1.Install Base ISD 6.1.2
— Update t0 6.1.2.1

2.Install Service and Support Manager V6.1.2
3.Install Transition Manager for HP SIM V6.1 (optional)

4.Install VMControl Express Edition
— Install V2.2
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Standard Edition Installation Process

1.Install Base ISD 6.1.2
— Update t0 6.1.2.1

2.Install AEM
— Install V4.2
— Install permanent key

3.Install Network Control
— |nstall V1.1

— Install permanent key
4.Install Service and Support Manager V6.1.2
5.Install Transition Manager for HP SIM V6.1 (optional)
6.Install VMControl Standard Edition

— Install V2.2
— Install permanent key
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Enterprise Edition Installation Process

1.Install Base ISD 6.1.2
— Update t0 6.1.2.1

2.Install AEM
— Install V4.2
— Install permanent key

3.Install Network Control
— |Install V1.1
— Install permanent key

4.Install Service and Support Manager V6.1.2
5.Install Transition Manager for HP SIM V6.1 (optional)

6.Install VMControl Enterprise Edition
— Install V2.2
— Install permanent key

7.Install the Tivoli Products using the ISD EE Tivoli Install Launchpad
— This will cause you to swap DVDs (~23) on multiple systems
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Editions Requisite Information

Operating System
AIX 5.3 or 6.1 (levels based on ISD 6.1.2 base code support)
RHEL AS 4, 5 for Power

SLES 9, 10 for Power

Standard Edition requires a NIM Server and all the pre-reqs for VMControl
Standard Edition

Enterprise Edition requires two additional LPARs above and beyond the IBM
Systems Director Server

These are for the Tivoli Products
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Additional References

> IBM Systems Director InfoCenter:

publib.boulder.ibm.com/infocenter/director/v6rlx/index.jsp

> VMControl InfoCenter:

publib.boulder.ibm.com/infocenter/director/v6rlx/topic/vim_220/fsd0_vim_main.html

>1BM Systems Director wiki:

www-01.ibm.com/redbooks/community/display/director/IBM+Systems+Director+6.1
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Trademarks

The following are trademarks of the International Business Machines Corporation in the United States, other countries, or both.

Not all common law marks used by IBM are listed on this page. Failure of a mark to appear does not mean that IBM does not use the mark nor does it
mean that the product is not actively marketed or is not significant within its relevant market.

Those trademarks followed by ® are registered trademarks of IBM in the United States; all others are trademarks or common law marks of IBM in the
United States.

For a complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtml:

*, AS/400®, e business(logo)®, DBE, ESCO, eServer, FICON, IBM®, IBM (logo)®, iSeries®, MVS, 0S/390®, pSeries®,
RS/6000®, S/30, VM/ESA®, VSE/ESA, WebSphere®, xSeries®, z/OS®, zSeries®, z/VM®, System i, System i5, System p, System
p5, System X, System z, System z9®, BladeCenter®

The following are trademarks or registered trademarks of other companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.
Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel
Corporation or its subsidiaries in the United States and other countries.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:
Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput
that any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage

configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios
stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they
may have achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be
subject to change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm
the performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those
products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
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