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Blade Hardware Configuration

The blades used for this lab (Power7 blades) will have a team number assigned to them in the
charts below. Each blade has four IPs assigned allowing them to be installed as a stand-alone
server or as an LPARed server. If you have chosen to work on the Basic Lab then your blade
will be installed as a stand-alone server with the exception of IBM i which has to be installed on
an LPAR in IVM. Since IBM i installs may take the full 90 minute lab period, we ask you to
start the installation first then go back to the Navigating the Advanced Management Module
Menus section of the lab (Section 1).

If you have chosen the Advanced Lab, you will be creating LPARs and will have the choice of
loading either AIX or Linux on your LPAR. All of the blades have VIO already installed on
them. Your team number will be assigned prior to starting the lab.

Power_BladeCenter H Chassis 1

AMM - 172.25.254.40 (Login: PSTRAIN2/PSTRAIN2)

Bay# Server Name @ Private IP Address/ LPAR Name/ LPARIP Address/ Team
Purpose Hostname SMP Number
1 BCH1_JS12 1 172.25.254.21 N/A N/A
NIM SERVER
2/3 BCHI1 JS43 2 172.25.254.22 - IVM BCHI1 2 1Pl 172.25.254.50 - AIX
BCHI1 2 1P2 172.25.254.51 - RedHat
BCH1 2 LP3 172.25.254.52 - SUSE
BCH1 2 LP4 172.25.254.53 -IBM i
4 BCHI1 _PS701 4 | 172.25.254.23 - 1IVM BCHI1 4 LP1 172.25.254.54 - AIX 1
BCHI1 4 1LP2 172.25.254.55 - RedHat
BCH1 4 LP3 172.25.254.56 - SUSE
BCHI1 4 LP4 172.25.254.57 -1BM i
5 BCHI1 _PS700 5 @ 172.25.254.24 - IVM BCHI1 5 LP1 172.25.254.58 - AIX 2
BCHI1 5 LP2 172.25.254.59 - RedHat
BCH1 5 LP3 172.25.254.60 - SUSE
BCH1 5 LP4 172.25.254.61 -IBM 1
6 BCHI1 _PS701 6 @ 172.25.254.25 -1VM BCHI1 6 LP1 172.25.254.62 - AIX 3
BCH1 6 LP2 172.25.254.63 - RedHat
BCH1 6 LP3 172.25.254.64 - SUSE
BCH1 6 LP4 172.25.254.65 - IBM i
7 BCHI1 _PS701 7 @ 172.25.254.26 - IVM BCH1 7 LP1 172.25.254.66 - AIX 4
BCH1 7 LP2 172.25.254.67 - RedHat
BCH1 7 LP3 172.23.254.68 - SUSE
BCH1 7 LP4 172.25.254.69 - IBM i
8 BCHI1 _PS701 8 @ 172.25.254.27 - IVM BCHI1 8 LP1 172.25.254.70 - AIX 5
BCH1 8 LP2 172.25.254.71 - RedHat
BCH1 8 LP3 172.25.254.72 - SUSE
BCH1 8 LP4 172.25.254.73 - IBM i
9/10 BCHI1 _PS702 9 @ 172.25.254.28 - IVM BCHI1 9 LP1 172.25.254.74 - AIX 6
BCHI1 9 LP2 172.25.254.75 - RedHat
BCH1 9 LP3 172.25.254.76 - SUSE
BCH1 9 LP4 172.25.254.77 - 1BM i
11 BCHI1 JS22 11 172.25.254.29 - IVM BCHI1 11 _LP1 172.25.254.78 - AIX
BCHI1 11 LP2 172.25.254.79 - RedHat
BCH1 11 LP3 172.25.254.80 - SUSE
BCH1 11 LP4 172.25.254.81 -IBM i
12 BCHI1 JS22 12 172.25.254.30 - IVM BCH1 12 LP1 172.25.254.82 - AIX
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Bay# Server Name @ Private IP Address/ LPAR Name/ LPAR IP Address/ Team
Purpose Hostname SMP Number
BCH1 12 LP2 172.25.254.83 - RedHat
BCH1 12 LP3 172.25.254.84 - SUSE
BCH1 12 LP4 172.25.254.85 -IBM i
13 BCHI1 JS22 13 172.25.254.31 - IVM BCH1 13 LP1 172.25.254.86 - AIX
DEMO BCH1 13 LP2 | 172.25.254.87 - RedHat
BCH1 13 LP3 172.25.254.88 - SUSE
BCH1 13 LP4 172.25.254.89 - IBM i
14 BCHI1 _JS22 14 172.25.254.32 - IVM BCH1 14 LP1 172.25.254.90 - AIX
DEMO BCHI1 14 LP2 | 172.25.254.91 - RedHat
BCH1 14 LP3 172.25.254.92 - SUSE
BCH1 14 LP4 172.25.25493 -IBM i
Power BladeCenter H Chassis 2
AMM - 172.25.254.101 (Login: PSTRAIN2/PSTRAIN?2)
Bay# Server Name @ Private IP Address/ LPAR Name LPAR IP Address / Team
Purpose Purpose Number
1 BCH2 PS700 1  172.25.25433-1IVM  BCH2 1 LPI 172.25.254.94 - AIX 7
BCH2 1 LP2 172.25.254.95 - RedHat
BCH2 1 LP3 172.25.254.96 - SUSE
BCH2 1 LP4 172.25.254.97 - 1BM i
2 BCH2 PS700 2 172.25.25434-1VM | BCH2 2 LPI 172.25.254.98 - AIX 8
BCH2 2 LP2 172.25.254.99 - RedHat
BCH2 2 LP3 172.25.254.100 - SUSE
BCH2 2 1P4 172.25.254.120 - IBM i
3 BCH2 PS700 3  172.25.25435-1VM | BCH2 3 LPI 172.25.254.121 - AIX 9
BCH2 3 LP2 172.25.254.122 - RedHat
BCH2 3 LP3 172.25.254.123 - SUSE
BCH2 3 1LP4 172.25.254.124 - IBM i
4 BCH2 PS700 4  172.25.25436-1VM | BCH2 4 LP1 172.25.254.125 - AIX 10
BCH2 4 LP2 172.25.254.126 - RedHat
BCH2 4 LP3 172.25.254.127 - SUSE
BCH2 4 1P4 172.25.254.128 - IBM i
5 BCH2 PS701 5 | 172.25.254.37 -1IVM BCH2 5 LP1 172.25.254.129 - AIX 11
BCH2 5 LP2 172.25.254.130 - RedHat
BCH2 5 LP3 172.25.254.131 - SUSE
BCH2 5 LP4 172.25.254.132 - IBM i
6 BCH2 PS701 6 172.25.25438-1VM | BCH2 6 LPI 172.25.254.133 - AIX 12
BCH2 6 LP2 172.25.254.134 - RedHat
BCH2 6 LP3 172.25.254.135 - SUSE
BCH2 6 LP4 172.25.254.136 - IBM i
Additional Network Information
Description Private IP Address
Gateway 172.25.254.6
Subnet Mask 255.255.255.0
DNS Servers 172.16.0.1 & 172.16.0.2
Domain training.sc.ibm.com
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Lab 2 — Advanced Virtualization Topics

Introduction

In this lab, you will learn how to configure Ethernet Bridging, Shared Ethernet Adapters, Link
Aggregation, NPIV, Live Partition Mobility, to create virtual adapters and LPARs. You also
have the option of installing IBM i on an LPAR which may take the entire 90 minute lab period.
If you are interested in installing IBM 1, go to Section VI (page 65) of the lab.

Note: Make sure the pop-up blocker is “disabled” on your browser.

Objectives

At the completion of this lab exercise, you will be able to do the following:

Configure VIOS/IVM
Create a Logical Partition

Configure Ethernet Bridging, Shared Ethernet, Live Partition Mobility, NPIV (View
Only)

Create a Virtual Adapter, SEA and VLANSs
Install Operating System on the Logical Partition (AIX, Linux or IBM i)

Materials Required for Lab

IBM Intranet connection and standard web browser with Java to properly access the
equipment over the network

Virtual I/O Server Version 2.2 or later

One BladeCenter Chassis with one Ethernet Switch Module and one Power processor-
based Blade

Access to SAN Storage (already setup)
IP Address of the NIM Server

IP address, userid and password of the Advanced Management Module (will be provided
before the lab)

If you use SOL for console session ensure SOL is Ready on the Management Module
Required Network Information for Installing VIOS 2.2 or later

Required Network Information for Installing the Logical Partitions

IVM login (will be provided before the lab)

IP address for the blade and the Logical Partition (will be provided before the lab)

Time Required for Lab

The time required to efficiently complete this lab exercise is 90 minutes.
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. Configuring IVM on the Blade

For your convenience, IVM has already been installed on your blade but has NOT been config-
ured. The first time you login to IVM you will have to change the password and accept the li-
cense. For more information on doing a fresh installation, refer to the Virtual I/O Server Inte-

grated Virtualization Manager Redpaper at
http://www.redbooks.ibm.com/abstracts/redp4061.htm1?Open.

A. Loginto IVM’s CLI

1. Login to IVM’s CLI (using windows Telnet client or PUTTY [Windows SSH Client
Program]) as user “padmin”. You will be prompted to change the password which

should be set to “padmin”.
2. IVM has been installed and configured on the blade. Do not close the CLI as it will be

used throughout the lab.

B. Login toIVM GUI

1. To login to the IVM GUI interface, open a web browser (Internet Explorer preferred)
and type the IP address of the blade. When the login screen appears, type the [VM
Userid “padmin” and Password “padmin” and click “Log in”.

2. The first time you login to IVM, the Guide Setup menu is displayed. To bypass this
menu, select View/Modify Partitions from the Partition Management Menu on the left.
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The default management partition (VIOS) is displayed. This partition is automatically
created when you install [IVM.

Open a virtual terminal window by selecting the VIO server then selecting the “More
Tasks” drop down menu. To login to the terminal window, type “padmin” for the
password.
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To view the VIO level, type “ioslevel” and press “Enter”. Version 2.2 or later is in-
stalled on your blade.

To list the virtual devices, type “Isdev —virtual” and press “Enter”. You should have
ent2 — ent5 (four virtual Ethernet adapters). If the four virtual adapters do not appear,
type “mkgencfg —o init” and press “Enter”.

lsdev —-virtual

status description

Available Jirtuwual I-0 Ethernet Adapter (l1-lan?
Available Uirtual 1,0 Ethernet Adapter (l1-lan)>
Available Uirtual I-0 Ethernet Adapter (l1-lan>
Available Jirtual I-0 Ethernet Adapter (l1-lan?
Available Uirtual Management Channel

Available LPAR Virtual Serial Adapter

Note: The four virtual adapters on your blade may not be labeled ent2-ent5. For ex-
ample, if you are using a double wide blade or if your blade has a 10GB adapter on
your blade you may see something different. Blades with 10GB adapters installed
will have ent4 — ent7.

To list all adapters, type “Isdev —type adapter” and press “Enter”. The physical and
virtual adapters are shown. The “ibmvmc0” is a Virtual Management Channel used as
a direct Serial Hypervisor Configuration without requiring additional network connec-
tions. The “vsa0” is a Virtual Serial adapter used for your vterm console.

1sdev —type adapter
status description
Available Mative Display Graphics Adapter
fivailable Logical Host Ethernet Port {lp—heal
fivailable Logical Host Ethernet Port (lp—heal
Available Uirtual I-0 Ethernet Adapter (l1-lan?
Available Uirtual I-0 Ethernet Adapter (1-lan?
Available Uirtual I-0 Ethernet Adapter (1-lan?
Availahle Virtual 1.0 Ethernet Adapter {(1-lan’
Availahle FC Adapter
Availahle FC Adapter
Availahle Uirtual Management Channel
Available Logical Host Ethernet Adapter (1-hea’

Available PCI-HZ66 Planar 3Gh SAS Adapter
Available USB Host Controller (331835068
Available USB Host Controller (331835868>
fivailable Uirtual SCSI Server Adapter
Available LPAR Uirtual Serial Adapter
Available Uirtual TTY Server Adapter
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ll. Configuring the VIO SERVER
A. Ethernet Bridging Setup

An Ethernet Bridge allows virtual Ethernet devices to access a physical Ethernet device thereby
allowing access to the external network via the physical Ethernet device. Ethernet Bridging can
be enabled from the IVM GUI or from the command line interface (CLI). Both methods are
discussed in this section but only the CLI steps should be executed.

To configure Ethernet Bridging from the CLI complete the following steps:

1. To verify Ethernet Bridging is enabled on your blade, type “Ishwres —r hea —
rsubtype phys —level port —F promisc_lpar_id” and press “Enter”. If Ethernet
Bridging is configured on your blades you will see “1” for both ports. If it is not con-
figured you will see “none” for both ports.

B3 Telnet 172.25.254.33 - nﬂ

telnet (BCH2_PS780_1>
IBM Uirtual I-0 Server

login: padmin

padmin’s Password:

3004-—PA7 You entered an invalid login name or password.
login: padmin

padmin’s Password:

1 unsuccessful login attempt since last log

L?Etzggauccessful login: Thu Oct 21 11:44: 48 CDT 2018 on sdev/ptss1 from 192.168
ﬂasé login: Thu Oct 21 1A:18:33 CDT 2818 on /dev/pts-A from 192.168.10.233

% lzshures —r hea —psubtype phys —level port —-F promisc_lpar_id
[UIOSEA1848123-688A? 1 Parameter —level iz not valid.

S set —o wvi

% lshures -r hea ——rsubtype phys ——level port -F promisc_lpar_id
il

il

=

2. Verify the adapter ID for the Host Ethernet Adapter by typing
“Ishwres —r hea —rsubtype phys —level sys” and press “Enter”.

B3 Telnet 172.25.254.33 _l= ﬂ

% lzshwures —r hea —rsubtype phys —level sys
gdapter id=230800A1 . ztate=1,.phys_loc=U78A5. EEI HIH?769-P1
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To enable Ethernet Bridging (promiscuous mode) on IVE physical port 0 and 1, type
the following:

“chhwres -r hea -0 s -1 23000001 -g 1 -a promisc_lpar_id=1 --physport 0” and press
“Enter”.
“chhwres -r hea -0 s -1 23000001 -g 1 -a promisc_lpar_id=1 --physport 1” and press
“Enter”.

Ethernet Bridging can also be configured from the IVM GUI. These steps are
provided for your reference and should not be executed.

6.

4,

5.

b

Open a virtual window on the VIO and type “Isdev —type adapter” and press “Enter’
to view all adapters..

From the I/O Adapter Management menu in the navigation area, select “View/Modify
Host Ethernet Adapters”, select “ent) (P1-T4)” then select “Properties”.

Select the “Allow virtual Ethernet bridging” box then select “OK”.
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Host Ethernet Adapter Physical Port Properties: U78A5.001. WIH7555-P1-T4
B Connected Partitions

General

Type: 1G
Link state: Up
Phy=ical location code: U78A5.001. WIH7555-P1-T4

Allow wirtual Ethernet bridging: []

Performance

Modify the settings by changing the configured wvalues. Changes are applied immediately,
howewer, the changes to current walues can take seweral minutes to complete.

Property Current Configured
Speed: 1000 Auto [w]
Maximum transmission unit (MTU):  Standard (1500) Standard (1500) v
Duplex: Full Auto
Flow control enabled: L

Cancel

7.  Perform the same steps for the ond port of the Host Ethernet Adapter.

B. Shared Ethernet Adapter Setup

A shared Ethernet adapter (SEA) can be used to connect a physical Ethernet network to a virtual
Ethernet network. It also allows several client partitions to share one physical adapter. The
SEA can be configured from the GUI and from the CLI. Both methods are provided in this sec-
tion but only the CLI steps should be executed.

To configure Shared Ethernet Adapter from the CLI complete the following steps:

NOTE: Make sure you are connected via the “console” using SOL and using the following
command: console —T blade[x] (where x is your team blade slot)

1. Remove any pre-existing IP interface configurations from the adapters by typing
“rmtcpip —all” and press “Enter”. Type “y” to continue.

2. To view all adapters, type “Isdev —type adapter” and press “Enter”.

3.  Before you create the SEA, verify the physical and virtual adapters by typing “Isdev —
type adapter”.

4.  To create a Shared Ethernet Adapter type “mkvdev -sea ent# (physical) -default ent#

(virtual) -vadapter ent# (virtual) -defaultid # (vlan ID)”.

Note: The mkvdev command associates the physical network with the virtual net-
work. For the physical adapter use the lowest physical adapter in the list. For exam-
ple, if you have ent0, entl, ent2, use ent0 for the physical adapter. Same with the vir-
tual Ethernet adapter i.e., ent4, ent5, ent6, ent7 and use ent4 for virtual.

5. To view the attributes of the SEA, type “Isdev —dev ent# -attr” and press “Enter”.
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§ ladev -dev entf -attr

attribute value description user settable
accounting dizabled Enable per-client accounting of network statistics True
ctl chan Control Channel adapter for 3EA failover True
ovrp 1o Enable GARF VLAW Registration Protocol (GVERE) True
ha mode dizabled High Availability HNode True
Juwho frames no Enahle Gigabit Ethernet Junbo Frames True
large receive no Enable receive TCP segwent aggregation True
largesend 0 Enable Hardware Transmit TCP Eesegmentation True
netadde 0 iddress to ping True
pvid 1 PVWID to use for the 3EA dewvice True
pvid adapter entd Default virtual adapter to use for non-VLiN-tagged packets True
o2 made disabled N/i True
real adapter ent0 Phyzical adapter associated with the 3EA True
thread 1 Thread mode enabled (1) or disabled (0) True
[Firt adapters ent4d Lizst of wvirtual adapterz associated with the 3EA (comms separated] True

i

Note: The IP address will not be assigned to the SEA in this section, but it will be
configured later in the lab.

The SEA can also be created from the IVM GUI. These steps are provided
for your reference but should not be executed.

6.  From the I/O Adapter Management menu in the navigation area, select “View/Modify
Virtual Ethernet” and go to the “Virtual Ethernet Bridge” tab. For Virtual Ethernet
ID 1, select “ent0 (P1-T4)” then select “Apply”.

i el (Ve b Mg

Artal Sirepur Men g mem f =

T M il

e F ssasa

7. A message will appear indicating the operation was successful.

PBlade_advanced_lab_4Q2010.v8.doc ATS Power Systems Accelerator Clinic 12



Wrtual Sioregr Wenapawori Vruw Ethmrna I Pl mecnl P Lgoum

& LSS E-PL. T4

1'8H Bm e i)

ik Mt miE PR a1
dpEe e

# Hioefl ool Serea e A
& SErade PoCil Bl
1P el EeiaaC ot e P =T,

lll. Configuring Link Aggregation

In this section of the lab we configure Link Aggregation on the integrated HEA ports on the
blade. Link aggregation enables several Ethernet adapters to be joined together to form a single
virtual device. This helps to overcome the bandwidth limitation of a single network adapter and
to avoid bottlenecks when sharing one network adapter among many client partitions. The fol-
lowing chart illustrates how Link Aggregation is configured on a VIO Server.

PS7XX Client Client
VIO Server LPAR LPAR
Primary Path Primary Path
Through VIO Through VIO
Server Server
ent6 ent7
LA SEA
(=191(0] | ent1 E

BladeCenter Bay #1 BladeCenter Bay #2
Ethernet Switch Module Ethernet Switch Module
(2 Physical ports in a channel group) (2 Physical ports in a channel group)
Physical Link Aggregate Virtual SEA or NIB
Adapter or EtherChannel Adapter Device
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To configure Link Aggregation on the VIO Server, complete the following steps:

Sl

SOL MUST be used to configure NIB/LA otherwise you will lose your session. Open
a console session to your blade by typing “console —o —T blade[#]” and press “En-
ter”. The # refer to the bay number your blade is installed in.

From the VIOS shell, type “Isdev —type adapter” and press “Enter”.

Before you configure NIB, view the existing I[P Addresses by typing “netstat —state
—num” and press “Enter”. Make a note of the IP Address on the blade as it will be
used again in step 12.

Remove any pre-existing IP interface configurations from the adapters by typing
“rmtcpip —all” and press “Enter”. Type “y” to continue.

To view all adapters, type “Isdev —type adapter” and press “Enter”.

To remove the shared adapter created in the previous section, type the following:
rmdev —dev et# and press “Enter”

rmdev —dev ent# and press “Enter”

rmdev —dev en# and press “Enter”

To view all adapters, type “Isdev —type adapter” and press “Enter”.
To configure ent0 as the primary adapter and entl as the backup adapter on the VIO
Server, type “mkvdev —Inagg ent() —attr backup_adapter=ent1” and press “Enter”.

Note: When configuring Link Aggregation on a blade, you cannot mix IVE and non-
IVE-adapters.

Type “Isdev —dev ent# —attr” and press “Enter” to confirm the configuration of the
Link Aggregation device.

True
True
True
True
True
True
r ping failure True
ilin True
True
True

no gi= ( : b et ] True

10. To create the SEA using the Link Aggregation device as the physical adapter, type

“mkvdev -sea [link aggr adapter| -vadapter [virtual] -default (virtual) -defaultid
17 and press “Enter”.
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11. To confirm the creation of the SEA device, type “Isdev —type adapter” and press
“Enter”.

12. To configure an IP Address on the newly created SEA, type “mktcpip —hostname
(hostname) —inetaddr (IVM IP address) —interface en# —netmask 255.255.255.0
—gateway 172.25.254.6 —start” and press “Enter”.

13.  To check the IP address on the SEA, type “netstat —num —state” and press “Enter”.

For more information on setting up Network Interface Backup style EtherChannel, refer to the

documentation at
http://publib.boulder.ibm.com/infocenter/pseries/index.jsp?topic=/com.ibm.aix.doc/infocenter/base/aix53 . htm.

IV. Configuring Live Partition Mobility

In this section of the lab we configure LPM on the VIO, create two mobile LPARS and perform
an Active and Inactive Migration. Since two blades are required for LPM you will have to work
with another team to complete this section of the lab. The chart below details which teams
should work together on this lab. It also details which blades share LUNs and which external
disk should be used for Active Migration (AM) and Inactive Migration (IM).

Team Num- Bay # | Server Name IP Address Internal = External SAN Storage /
bers Drives Purpose
1 and 2 4 BCHI1 PS701 4 | 172.25.254.23 1 Team 1:  hdiskl — 20Gb
5 BCHI1 PS700 5 | 172.25.254.24 2 hdisk2 — 13Gb
Team 2: hdisk2 - 20Gb
hdisk3 — 13Gb
3 and 4 6 BCHI1 PS701 6 | 172.25.254.25 1 Teams 3/4: hdiskl — 20Gb
7 BCHI1 PS701 7 | 172.25.254.26 1 hdisk2 — 13Gb
Sand 6 8 BCH1 PS701 8 | 172.25.254.27 1 Team 5:  hdiskl — 20Gb
9/10  BCH1 _PS702 9 | 172.25.254.28 2 hdisk2 — 13Gb
Team 6: hdisk2 - 20Gb
hdisk3 — 13Gb
Team Num- Bay # | Server Name IP Address Internal = External SAN Storage /
bers Drives Purpose
7 and 8 1 BCH2 PS700 1 172.25.254.33 2 Teams 7/8: hdisk2 - 20Gb
2 BCH2 PS700 2 172.25.254.34 2 hdisk3 — 13Gb
9and 10 3 BCH2 PS700 3 172.25.254.35 2 Teams 9/10:  hdisk2 — 20Gb
4 BCH2 PS700 4 172.25.254.36 2 hdisk3 - 13Gb
11 and 12 5 BCH2 PS702 5 172.25.254.37 2 Teams 11/12: hdisk2 — 20Gb
6  BCH2_PS701_6 | 172.25.254.38 2 hdisk3 — 13Gb

Note: Keep in mind your neighboring team may or may NOT be doing the Advanced Lab! If
that is the case you can still configure LPM on your blade but you may not be able to migrate the
partition.
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A. Configuring the Partition Mobility environment

To configure the VIO Server, complete the following steps:

1.

The LUN reserve policy must be set to “no_reserve” on the hdisks (on the source and
the destination blades) before the logical partition is created. Open a virtual terminal
for the VIOS Partition (Partition 1) from the IVM GUI and type the following:

$lsdev —dev hdisk# -attr

reserve policy single path => needs to be changed

$chdev —dev hdisk# -attr reserve policy=no_reserve

To verify this attribute has been changed, type the following:
Isdev —dev hdisk# -attr

Note: A virtual terminal can also be opened via telnet or SSH.

The “Memory Region Size” value must be the same on both IVM servers. This value
will depend on the amount of memory installed on the blade. To change this value
from the IVM GUI, under Partition Manager select “View/Modify System Proper-
ties” then select the “Memory Tab”. Now select the appropriate value from the pull
down menu then select “Apply”.

Note: Please check with the appropriate team to ensure both blades have the same
value. Refer to the chart on page 17 for more information on team assignments and
how the blades are configured for LPM.

= rviaa Mo g rdiei |

From the Partition Management menu, select ‘View/Modify Partition” then select the
VIOS partition from under Partition Details then select “shutdown”.

Note: If both blades have the same Memory Region Size then you do NOT have to
shutdown your server.
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Select “OK” to power off the VIOS Partition which powers off the blade.

Note: The blade must be powered off and not just rebooted otherwise this change will
not take effect.

Once the partition has powered off, go to the Advanced Management Module (AMM),
power on the blade, and then log back into IVM.
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B. Creating Logical Partitions

The mobile logical partition should be created without physical I/O or virtual optical devices.
Create two mobile partitions in order to perform an Active and Inactive Migration.

To create a logical partition from the IVM GUI, complete the following steps:

1. From the Partition Management menu in the navigation area, select “View/Modify
Partitions” then select “Create Partition” from the task bar. A pop-up window ap-

pears.
2. Type the new partition name. For AIX, use “TEAM#_AIX LPAR _” and for Linux,

use “TEAM# LINUX LPAR”, depending on the Op?erating System you plan to in-
stall and select “Next”.

LUreate Farbition: Mame Shep 1 ofy
~+Hame Hame
To creete & partition camplets the folliwng nfomation.
SYSIEm NEmel Seryer-S406- 70Y-5N 10ACHBS,
Parhckin 10 2
Wl :|i [FEICENENGI=E © Parbban name: &AD{_LPAR
f.__'l:lrr_-.l,- Tape Envirammant: | AlX ar Linux "
Cummany e
* Required riekl
| Nt .‘='§'- Fnl:d1| Cance] H:lpi
1

3. Type “1” in the Assigned memory field and select “GB” from the drop-down list then
select “Next”.
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4.  Select “Next” to accept the default for the virtual processors.

1] i EIeS ] A D R

5 ) W K] TR | LS

5. Under the Virtual Ethernet Configuration section, select “ent0 P1-T4” for Adapter 1
then select “Next” to continue.
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. Select “Assign existing virtual disks and physical volumes” and click “Next”.
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Select the name of the hdisk# you want to assign to the logical partition then click
“Next”.
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1. Configuring NPIV on the blade
(These steps are for viewing only, please do not perform on your system)

A virtual Fibre channel with physical adapters that support N Port ID Virtualization (NPIV)
ports provides the ability to give multiple logical partitions direct access to storage area devices
in a storage area network (SAN). In the Worldwide Port Names table, you can add or remove a
port name pair for this logical partition. You also can change the physical port assignment for a
port name pair that this partition is using. When configuring NPIV on the blade, ensure you
have the correct environment, i.e., an 8GB adapter and a supported switch module as listed in the
BladeCenter Interoperability Guide at http://www-
947.ibm.com/support/entry/portal/docdisplay/Hardware/Systems/Hardware options_and upgrad
es/Storage expansion/Fibre/44X1945 -

_QLogic_8 Gb_Fibre_Channel Expansion_Card (CIOv) for IBM_BladeCenter?brand=50000
20&Indocid=MIGR-5073016 .
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8. The next step is to configure NPIV on the blade by selecting “Add” to generate a pair

of virtual WWN:s.
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9. Next, select the drop down bar to select the physical adapter you want to use.
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10. Optical devices cannot be migrated, so make sure none of these values are selected
then click “Next” to continue.
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Note: Once the LPAR configuration is complete and the LPAR is activated the virtual
WWN can be zoned. Depending on the type of BladeCenter Switch Module you use
there may be additional configuration required on the switch.

Step 7 of 8

Optical

Select optical devices from the following list of devices which are not currently assigned
to a partition.

Available Physical Optical Devices

Fhysical optical devices allow you to assign the physical optical device on your system
directly to a partition.

Select Marne ~ Description Physical Location Code

Yirtual Optical Devices

Virtual optical devices allow you to mount and unrmount media files {such as an IS0
image) that are in vour media library. Select Create Device to add an additional
virtual optical device to the partition. Deselect a device to rermove it from the
partition. Select the Modify link to change the mounted media.

Select Marne ~ Current Media Current Media Size Mount Type

= Unknownl Mone Modify

|< Back| |Ne><t >| |Finish| |Cance||

11. A summary of the partition to be created is displayed. Select “Finish” completing the
creation of the logical partition”.
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12. To activate the partition you just created, select the box next to “AIX LPAR” and se-
lect “Activate”. Select “OK” to continue.
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Note: To activate the LPAR from the CLI, type the following:
chsysstate —o on —r Ipar —n Iparname

C. Configuring Linux for LPM

Complete the following steps to enable LPM:

5.

To enable LPM, you need to install the service and productivity tools. These are nor-
mally available for either Red Hat or SUSE at
http://www14.software.ibm.com/webapp/set2/sas/f/lopdiags/home.html . For the pur-
pose of this lab, you will access the tool packages from the NIM Server used to install
the OS.

Run “mount 172.25.254.21:/export/linux /mnt”
cd /mnt/lopdiags/rhel5 or cd /mnt/lopdiags/sles11
Install the required packages using “rpm -i packagename’ as shown below.
Red Hat SUSE
rpm -i src* rpm -i librtas-32bit*
rpm -i rsct.core.utils*® rpm -i src*
rpm -i rsct.core-2* rpm -i rsct.core.utils*®
rpm -i csm.core* rpm -i rsct.core-2*
rpm -i csm.client™ rpm -i csm.core*
rpm -i devices.chrp*® rpm -i rdist™®
rpm -i DynamicRM* rpm -i csm.client*
rpm -i devices.chrp*
rpm -i DynamicRM*

Note: The librtas-32bit and rdist packages were copied off the SUSE distribution image.
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9.  The LPAR is now ready to participate in LPM.

D. Active Migration Setup

Before you perform an active migration, an operating system (i.e., AIX or Linux) must be in-
stalled on your LPAR and the RMC daemon must be running, otherwise the validation process
will fail. The IP Address on the logical partition must be configured before the RMC daemon
will become active.

Note: The RSCT Ultilities must be installed on a Linux partition for Active migration support.
IBM Installation Toolkit for Linux on POWER:
http://www14.software.ibm.com/webapp/set2/sas/f/lopdiags/installtools/download/home.html.

To verify the RMC daemon is running on the blade, complete the following steps:
1. From the View/Modify Partitions menu, select the partition you just created then select

“Properties” from the pull down menu. The Partition Communication State must be
Active.
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2 http://9.19.50. 144 - Partition Properties: Test_LPAR (2} - Microsoft Internet Explorer [S

‘Partition Properties: Test LPAR (2}
Mermory Processing Ethernet _=tarage Giptical Devices Physical Adapters

General
Partition name: [Test_LPAR |
Partition I0: z
Environment: A or Linux
State: Running
Attention LED: |Inactive |
Settings
Boot mode: | Marmal Bl
Keylock position: | mormal s |
Partition workload group participant: |l
Autormatically start when systermn starts:
Dynamic Logical Partitioning {(DLPAR)
Partition hostname or IP address: 9.19.50.141
Partition communication state: Active
Memory GAPAR capable: ko
Processing DLPAR capable: Unknawn
1/0 adapter DLPAR capable: Unknown

lok]| |[cancel

=] e Internst

Note: To verify the RMC daemon is running from the CLI, type the following:
“Issyscfg —r Ipar —F Ipar_id,rmc_state” and press “Enter”.

If Partition Communication state is not Active, refer to the Addendum at the end of
the lab to troubleshoot RMC.

2. Select the partition you want to migrate, then select “Migrate” from the “More Task”
pull down menu.

T e
L0 Al lin M ol i i i ety | = P

Wirtual Stoewus Mapge e
i

2 - el P [
i ms mapa e .

Earviim i ags raisil

3. Enter the IP Address of the destination blade you want to migrate to and the password,
then select “Validate”. A message should appear indicating the operation completed
successfully.
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4. To move the partition to the destination blade, select “Migrate”. The partition will be
removed from the source blade.

5. Select “OK” to continue the migration.

6. The partition has now been removed from the source blade. Login to the destination
blade to see your migrated partition.

E. Inactive Migration Setup

The inactive partition migration allows you to move a logical partition that is not powered on.
Before the partition is migrated it is recommended that you validate the partition before actually
moving it to the destination blade. The following steps describe how to migrate the inactive par-
tition:

1.  Select the partition you want to migrate and choose “Shutdown” from the GUI.
2. Select the partition you want to migrate and choose “Migrate” from the “More Task”
pull down menu.

P e sy [ ety ———————— ———————————————————— 7]

o N a——
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4
3.

Enter the IP Address of the destination blade you want to migrate to and the password
then select “Validate”.

If there are problems with the validation process an error message will be displayed.
Select “Migrate” to move the partition to the destination blade.

Pkl Partila A8 LEAR (2] .
s |
| I]r:-l cowrmtion comptetwd murcemiuly L\;
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b Clannal
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I¥H Management

wabdye! Migraie Cpnce |

Select “OK” to continue the migration process.
The partition will be removed from the source blade. Login to the destination blade

and the partition you just migrated will be there.
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V. Installing AIX OR Linux on the Logical Parti-
tion

In this section of the lab, we install AIX or Linux on the logical partitions. Before you start the
installation, ensure your logical partition has been activated.

A. Configuring the LPAR for AIX install

Complete the following steps to install the LPAR:

1. The partition you created in the previous section should already be activated. Now
you need to open a virtual terminal so you can install the partition. A virtual terminal
can be opened from the GUI by selecting the LPAR and select “Open a Virtual Ter-
minal” from the drop down list.

Note: A virtual terminal can also be opened from the CLI by typing “mkvt —id 2” and
press “Enter”. The ‘id’ is the ID # of the logical partition you just created. To re-

13 2
'~

move an existing console connection type “rmvt —id 2” or “~.” and press “Enter”.

2. Type “1” to access the SMS menu.

SHE Menu Default Boot List
Open Firmware Prompt Stored Boot List

Hemory Keyhoard Hetuwork SC81 Speaker

3. From the Main Menu, select 2 for “Setup Remote IPL (Initial Program Load)” and
press “Enter”.
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File Edit Font Encoding Options

4. From the NIC Adapters Device menu, select 1 for “Interpartition Logical LAN
U8406.70Y.10ACCO0A-V2-C4-T1” and press “Enter”.

| £ Virtual terminal : Partition 2 : Host 172.25.254.33 =)
File Edit Font Encoding Options

Location Code

Interpartition Logical LAN ; 0V, L0ACCOA-VE-CA-TL

wpe merl item rumber and pr
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5. Select 4 for “IPV4 — Address Format 123.231.111.222” and press “Enter”.

File Edit Font Encoding Options

in Memnnu
urn to pr

Type menu item rmamber and press Enter or select Navigation ]-:E'_-,T:I

6. From the Network Services menu, select 1 for “BOOTP” and press “Enter”.

%) Virtual terminal : Partition 2 : Host 172.25.254.33 (=)
File Edit Font Encoding Options

. Metwork 3erwvice.
10TP
I

Main Menu

TUrh Lo prewious scr
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7.

From the Network Parameters menu, select 1 for “IP Parameters” and press “Enter”.

|| Virtual terminal : Partition 2 : Host 172.25.254.33 (=)
File Edit Font Encoding Options

right IEM Corp. 2000, i &1l rights

5. 707,

figuration

tup: EOOTE

Type mernu item rnumber and p Enter or select Mavigation k

At the IP Parameters menu, select the appropriate number and enter the “Client IP
Address, Server IP Address, Gateway IP Address, and the Subnet Mask”.

| %/ Virtual terminal : Partition 2 : Host 172.25.254.33 (=)
File Edit Font Encoding Options

right IEM Corp. 2000, i 411 rights reserved.

07

0.000]
.0oo]

1 keys

rn to Main Menu
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9.  Press the “ESC” key to go back to the Network Parameters menu and select 3 for
“Ping Test” and press “Enter”. Now, select 1 to “Execute Ping Test” and press “En-

29

ter”.

10. Select any key to exit from this menu. Type “M” to return to the Main Menu. From
the Main menu, select 5 “Select Boot Options™ and press “Enter”.

11. From the Multiboot menu, select 1 “Select Install/Boot Device” and press “Enter”.

|2 Virtual terminal : Partition 2 : Host 172.25.254.33 (=)
File Edit Font Encoding Options

vright IEM Corp. Z000 03 All rights r

Maltiboot
1. delect Inst

12.  From the Select Device Type menu, select 6 “Network” and press “Enter”.
13. From the Network Service menu, select 1 “BOOTP” and press “Enter”’.

14. From the Select Device menu, select 1 “Interpartition Logical LAN” and press “En-

99

ter”.

15. From the Select Task menu, select 2 for “Normal Mode Boot” and press “Enter”.

16. At the next menu, select 1 for “Yes” to exit the SMS menu and install your LPAR.
For more information on installing AIX go to
http://publib.boulder.ibm.com/infocenter/pseries/vorl/index.jsp?topic=/com.ibm.aix.install/doc/i
nsgdrf/insgdrf-kickoff.htm. The installation steps are also detailed in the Basic Lab 1.
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B. Preparing the LPAR for Linux Install

The following steps should be completed for RedHat install:

1.  Telnet using PUTTY (do not use Windows' telnet client) to the [IVM on your blade.
Enter the userid and password provided before the lab.

2. To boot the logical partition, type “chsysstate -0 on -r Ipar —id #” (where # is the par-
tition ID for your Linux install) and press “Enter”.

3. Type “mkvt id #” (where # is the partition ID for your Linux install) and press “En-
ter” to open a virtual terminal to your logical partition.

4.  Several lines will scroll up the screen. Press “8” on the keyboard when you see the
word “Keyboard” and before the word “Speaker” to go to the Open Firmware
Prompt.

IEM
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I

HHHHHHHHHHHHH HHH #H
HHHHHHHHHHHHH HHH #H
HHHHHHHHHHHHHHHHH
el R e B B B e B B B B

5. Atthe 0> prompt, enter devalias net. If it is set to a I-lan device, continue with the
next step. If not, enter Is at the prompt and find the line that has /l-lan. Then, enter
devalias net I-lan@30000004 using the actual information returned from the Is
command.

6. At the Open Firmware prompt, enter the string “boot
net:172.25.254.21,,172.25.254.91 mpath”. The first IP address is the install server
and the second IP address is for your client. Don't forget the commas between the IPs.
The “mpath” after the IPs is to tell the kernel to activate multipathing support.
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You will be presented with configuration screens from the anaconda installer. You
can use the directional arrows or the Page Up or Page Down keys to scroll through
lists. Use the Tab key or Alt-Tab key combination to navigate through the fields on
the screen. Use the Spacebar to make your selection and the Enter key to process it.

At the Choose a Language screen, scroll to the language of your choice and press
“Enter”.

Select “NFS Image” as your Installation Method and press “Enter” to install from the
NIM server.
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lelcome to Red Hat Enterprise L1

Installation Method

What type of media contalns the
packages to be installed?

Local CODROM
Hard drive
NES image

» between elements

If you have more than one networking device, choose it from the list and press
“Enter” to setup the Ethernet port used in this lab.

Metworking Dewvice |

You hawve multiple network dewvices on this system.
Which would you like to install through?

ethQd — PORT - 1 IEBM Host Ethernet Adapter
ethl - PORT - 2 IBM Host Ethernet Adapter

Alt-Tabh> between elements

10. Tab to the “Manual configuration” option and use the Spacebar to select it. Tab to
the “Enable IPv6 support” option and use the Spacebar to deselect it. Select OK to
continue.
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Dgn.':
(*) Manual config

[ ] Enable IFwE support
(#)] Automatic neighbor discovery (RFC 2461)
{ ) Dynamic IF configuration (DHCP)
{ ) Manual configuration

o

> between elements

11. Tab to the appropriate fields and input the TCP/IP information provided to you for this
lab. Select “OK” when complete.

come to Red Hat Enterprise Linu

Manual TCPAIF Conflguration

Enter the IPvw4 andsor the IPvE address and prefilx
{address 7 prefix). For IPv4, the dotted-guad netmask
or the CIDR-style prefix are acceptable. The zateway and
name server fields must be walid IFv4 or IPvGE addresses.

IFv4 address:
Gateway:
Name Serwver:

12. Enter the NFS server’s IP address or name and the directory where the install
packages are stored on that server.
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Jelcome to Red Hat Enterprise Li

MFS Setup
Please enter the following information:

o the name or IP number of your HFS server
o the directory on that serwver contalnlng

Fed Hat Enterprise Linux Serwver for your architecture
o optionally, parameters for the NFS mount

HFS server name:

Fed Hat Enterprise Linux Serwver directory:
MFS mount options (optiocnall:

e

13. Use text mode for this lab.
14. Welcome to Red Hat Enterprise Linux Server! Select OK to continue the install.

15. As this is not a permanent install, select to “Skip entering Installation Number” and
press “Enter”.

16. Confirm the “Skip” and press “Enter” to continue the installation.

17. You may see a screen for Initializing your disk or Upgrading an existing installation.
Select to initialize the disk or to reinstall the system, OK and press enter to continue.

llelcome to Red Hat Enterpr

System to Upgrade

One or more existing Linux installations have been
found on your system.

Flesse choose one to upgrade, or select 'Reinstall
System' to freshly install your system.

? between elements

18. Select to “Remove all partitions on selected drives and create default layout” on
the disk drive for this installation.
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19.

20.

lielcome to Red Hat Enterprise Linuos

i Partltiohing Tupe

Installation reqguires partitioning of your hard drive. The
default layout i1s reasonakble for most users. You can elther
choose to use this or create your own.

nartitions on selected driwves and create default layout.

Use free space on selected driwves and create default layout.
Create custom layout.

Which driveis) do is 1 lation?
o 2

Remowve linux partitions on selected drives and create default layout.

lection

Warning

You hawve chosen to remowve all partitions
{ALL DATA) on the following drives:

sda (IBM-ESXS 5T97340255 7000Z MB)

Are you sure you want to do this?

this course.
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Jelcome to Red Hat Enterprise Lir

Rewiew Fartition Layout

Rewview and modify partitioning layout?

1t-Tab> between elements

21. Complete the network settings with the information provided for this lab.

22. Verify the hostname is correct and press “Enter”. Note: Linux will not allow the use
of _in the lab's hostname.

llelcome to Red Hat Enterprise Li

Hostname Conflguratlon |

If your system is part of a larger network where hostnames are
assigned by DHCF, select automatically wia DHCP. Otherwise,
select manually and enter a hostname for your system. If you
do not, your system will be known as 'localhost.’

{ ) automatically wia DHCR
[*) manually ECH1-14-LPZ

23. Choose the time zone for your location and press “Enter”.

24. Enter a root password. Please use PSTRAIN2 for this lab.
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25.

26.

llelcome to Fed Hat Ent

Root Password |

Fick a root password. You must type 1t
twice to ensure you know what it i1s and
didn't make & mistake in typlng. Remember
that the root password is 3 critical part
of system security!

Fassword:
Password (confirm):

continue.

lelcome to Red Hat Enterp

Fackage selection

The default installation of Red Hat Enterprise

Linux Serwer includes a set of software applicable
for general internet usage. What additional tasks
would you like your system to include support for?

[ ] Customize softwar

Alt-Tak>

to begin the installation.
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An install package dependency check is run. Note the log location and press “Enter”
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27.

28.

lelcome to Red Hat Enterprise Linu

Installation to begin

A complete log of your installation will
be in srootfinstall.log after rebooting
your system. You may want to keep this
file for later reference.

1t-Tab> between elements

The filesystems will now be formatted and the installation of the selected packages
will begin. You can watch the progress of the individual package installations.

come to Red Hat Enterprise Linux

FPackage Installation

Name : libao-0.3.6-7-ppced
Size : 895k
Summary: Cross Platform Audio Output Library.

Fackazes
Total H 383
Completed: 71
Remalning: 322

1t-Tak> between elements

Once the installation completes, press “Enter” to reboot the server.
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lelcome to Red Hat Ent

Complete

Congratulations, your Red Hat Enterprise Linux Serwver
installation 1s complete.

Remowve any media used durlng the installation process
and press <Enter? to reboot your system.

<Enter> to rehoot

29. You will need to press 1 and enter the SMS menus to select to boot from the disk. If
you miss it, it will eventually come around again.

30. For this lab, just select “Exit” and press “Enter”.
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Setup Azent

Select the item that you wish to modify

Authentication

Firewsall configuration
Keyboard configuration
Network conflguration
System serwvices
Timezone conflguratlion
RHN Register

1t-Tab> between elements

This completes the installation of the OS. Reboot the system and login as root to con-
tinue the setup at Configuring Linux for LPM in this lab document. Your password
should have been set to PSTRAIN2 previously.

5.5 (Tikan
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The following steps should be completed for SUSE install:

1. Telnet using PUTTY (do not use Windows' telnet client) to the IVM on your blade.
Enter the userid and password provided before the lab.

2. To boot the logical partition, type “chsysstate -o on -r Ipar —id #” (where # is the par-
tition ID for your Linux install) and press “Enter” or use the web GUI interface.

3. Type “mkvt -id #” (where # is the partition ID for your Linux install) and press “En-
ter” to open a virtual terminal to your logical partition.

4.  Several lines will scroll up the screen. Press “1” on the keyboard when you see the
word “Keyboard” and before the word “Speaker” to go to the SMS Menus.

Default Boot List
Prompt Stored Boot List

Keyhboard Metwork Speaker

5. From the Main Menu, select 2 for “Setup Remote IPL <Initial Program Load>"
and press “Enter”.

6.  From the NIC Adapters menu, select 1 for “Port — 1 IBM Host Ethernet Ada” and
press “Enter”.

tion Code
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ote: If you select port 2 then you must have an Ethernet Switch Module in Bay 2 of
the chassis.

From the Select Internet Protocol menu, select 1 for “IPv4” and press “Enter”.
From the Select Network Service menu, select 1 for “BOOTP” and press “Enter”.

b

From the Network Parameters menu, select 1 for “IP Parameters” and press “Enter”.

At the IP Parameters menu, enter the Client [P Address, Server IP Address, Gateway
IP Address, and the Subnet Mask.

11.

12.

13.

Press the “ESC” key to go back to the Network Parameters menu and select 3 for
“Ping Test” and press “Enter”. Now, select 1 to “Execute Ping Test” and press
“Enter”.

Press any key to exit from this menu. Type “M” to return to the Main Menu. From
the Main menu, select 5 “Select Boot Options” and press “Enter”.

From the Multiboot menu, select 1 “Select Install/Boot Device” and press “Enter”.
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14. From the Select Device Type menu, select 6 “Network” and press “Enter”.
__15. From the Select Network Service menu, select 1 “BOOTP” and press “Enter”.
____16. From the Select Device menu, select 1 “Port — 1 IBM Host Ethernet Adapter
<loc=U78A5.001.WIH0182-P1-T6>" and press “Enter”.

17. From the Select Task menu, select 2 for “Normal Mode Boot” and press “Enter”.
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18. At the next menu, select 1 for “Yes” to exit the SMS menu and install the OS on your
blade.

Type menuw item number

The bootp process begins and the boot image is downloaded to the blade.

19. After the drivers have loaded, you will be prompted to ready the CD for install. Since
this lab will use the network installation method, select 2 to go back.
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20.

21.

Linu

Main Menu

PBlade_advanced_lab_4Q2010.v8.doc

try bhootin ith brokenmodul

Channel to PCI-x HEA

Channel to FCI-= HEH

Select 1) Start Installation or Update and press Enter.

ATS Power Systems Accelerator Clinic

T_hame.
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Linu

Main Menu

- Update

22.

23. Select 3) NFS for the network protocol and press Enter.

PBlade_advanced_lab_4Q2010.v8.doc

ATS Power Systems Accelerator Clinic
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24.

25.

2 the network prot

(W nclo

PBlade_advanced_lab_4Q2010.v8.doc

Select 2) No to hard-code the IP address and press Enter.

ATS Power Systems Accelerator Clinic
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e the netuw protocol .

and load

the network

Automatic confi ation wia DHCP?Y?

26.
TFTP
ting and loadi
the network
atlon wia DHCP?
27. Press Enter to use the default netmask.
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ation wia DHCF?

28.
the network
Automatic confi
C network, this is usually
empty 1 youw don't need one
29. Press Enter to leave the search domain empty.
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30.

31.

IEM Host Ethernet Adapter

ation wia DHCP?

For a normal cl

Port 1

C network, this is usually

Leave empty 1if you don't need one

a normal cla

ok domal

your name

PBlade_advanced_lab_4Q2010.v8.doc

empty or e U4+++" 1F

Input the NFS server's [P address and press Enter.
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32.

33.

or a normal o

e empty 1f youo don't one

ch domai

of your name ! . : empty or enter "+++" 1f youo

a normal cla C netwo

e empty 1f youo don't need one

~ch domail

of your name . : empty or enter "+++" 1f you

© the MFS se

on the :

The YaST installer code is loaded and the installation will begin. Tab to the I agree
to the License Terms box, use the space bar to select it, then tab to the Next option
and press Enter.
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) Linux En erprlse Server SLES [tm)™) 1 SP1

ovell(R) Software License Agreement
LEASE READ THIS AGREEMENT CAREFULLY. BY IMSTALLING OR OTHERWISE USIMG

HE SOFTWARE (IMCLUDING ITS COMPOMEMTS), YOU AGREE TO THE TERMS OF
HIS QGREEMENT IF vOU DO NOT AGREE WITH THESE TERMS, DO NOT DOWNLOAD

[Abort]

34. Select OK and press Enter to activate any device drivers installed on the system.

35. Select New Installation and Next, then press Enter.

1 Repair Ir

(0Ji0} o] 5 0] 5 0 5 ] ] 0] 0 00 5 ) ) ) ) 5 5 ) ) ) ) ) . ) S .

[Abort]

36. Select your Region and Time Zone by tabbing between fields and using the arrow

keys to scroll the lists. Change the Date and Time if necessary and tab to Next. Press
Enter to input your options.

PBlade_advanced_lab_4Q2010.v8.doc ATS Power Systems Accelerator Clinic 56



(efelelelelelslelslels]e

Oczean

ilslelslslelalslulelsalals nl=ls s ulns]els s]x ]s n1s us sl

[Help]

37. At the Installation Settings menu, you need to tab to the Change... option and press
“Enter”. Scroll down the list that appears, select Partitioning... and press “Enter”.

* English (U3)

artitioning

Delete partition Adevssdal (7.81 MB)

Delete partition Jdevws/sda3 (16.88 GB)

Create partition Sdew/sdal (203.95 MB) with id=41
Create extended partition /dev/sda3 (16.568 GB)
Create B S L

tioning. ..

38. Select Custom Partitioning (for experts), Next and press “Enter”.

39. Tab to the System View area, scroll down to Hard Disks and press “Enter”.
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e {u1s[s[e[x|n 5o lulss[e]eln
[ Help ] : [Abort]

40. Tab to Configure... under the list of disks an press “Enter”. Select Configure
Multipath... and press “Enter”.

41. Select Yes and press”Enter” to activate multipath.

£ Partitioner

(sfefslslslslulsls[s|Ils]s[als[alsIulsInln]

[Abort]

42. The disks are rescanned and new mapper devices will appear in the Hard Disks list.
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43.

44,

Expert Partitioner

[ [ o o T A T o o o
Help ] back [Ahort]

Since the condition of the disks is unknown at this point, it is safest to simply delete
all existing partitions and rebuild a simple environment. Tab to the Device section,
scroll to the individual partition entry and press “Enter” to select it, tab to Delete, and
so on until you've removed all partitions.

Now you must build the minimum partitions needed for this lab. Select the Add...
function under the list of disks, and create the following primary partitions on the
screens that appear.

Type Format? Size Mount?

PPC PReP Boot No 9 MB No

Swap Yes 1GB Yes - swap

Linux Yes Remainder of disk Yes -/

fdd Partition on

[ Help 1 3 [Finish]
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45. When finished with the partitioning, tab to Accept and press “Enter”.

46. Tab to Install and press “Enter” to continue.

English (US)

artitioning

Delete
Delete
Create
Create
Create

partition /devs/sdal (7.81 MEB)

partition /dev/sda3 (16.88 GB)

partition Jdev/sdal (203.95 MB) with id=41
extended partition Sdev/sda3 (16.68 GE)

root partition /dev/sdaS (16.68 GB) with ext3

Iz sdev/sdad as swap

[ Abort ]

47. Agree to the License Agreement for the Agfa font package and press Enter.

48. Confirm you're ready to begin the Install and press Enter.

I:1 I:] I:1 (=i
[ Help ]

11 information regqulred for the base installatio
s now complete.

f you continue now, existing partitions on your
ard disk will be deleted or formatted (erasing
ny existing data in those partitions) according

o the i1nstallation settings in the prewvious
izlogs.

o back and check the settings 1f you are unsure.

[al=]al=lal=

49. The disks will be partitioned and formatted and the selected packages will then be

installed.
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50. Once the installation is complete, the system will automatically reboot.
51. If you system stops at the SMS menu, select the disk as the boot device. Once the

system has completed booting, enter and confirm a password (PSTRAIN?2) for the
root user, tab to Next and press Enter.

d for the em Administrator "root”

Da

[Abort]

52. Press Enter to Continue with the Network Card detection.

53. Set the hostname to be used for your installation, uncheck the Change Hostname via
DHCP box since it isn't used in the lab environment, tab to Next and press Enter.
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54.

55.

sthname and Domain Mame

1Hosthame and Doma

[Abort]

Firewsll iz enabled (diszakle)
# SSH port is blocked (open)

etwork Interfaces

*  Ethernet Metwork Card
Configured with address 172.25.254 .92

NC Remote Administration
{000} £ 0 O o 0 o 0 0 0 ) ] ) ) 4 oy 0y )
(C

[B -] [Abort]

Select No to skip the Internet connection test, tab to Next and press Enter.
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ofu(slsls]s{sls[a]s[alslulslnlnlulalule elulelleluls

[Abort]

56. Select Next and press Enter to configure the Certificate Authority.
57. Select Local authentication, tab to Next and press Enter.

58. Create a local user ID (pstrain2) and password (pstrain2), tab to Next and press
Enter.

59. Your configuration choices will then be written to disk and appropriate processes and
daemons started. You may review the Release Notes, then tab to Next and press
Enter to continue.

{These release notes are generic for all products that are part of our SUS
dinux Enterprise Serwver 11 product line. Some parts may not spply to a
foarticular architecture or product. Where this 1s not ohvious, the specifip
iarchitectures or products are explicitly listed. ;

Ml

[Help] lack [Abort] H

60. Peripheral hardware is then detected and configured. Tab to Next and press Enter

when complete.
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61.

62.

ation

Mo local printer detected.

n :1':1-:1':1-:1':1-:1':1-:1':1-:1':1':1':1':1':1':1':1':1':1':1':1':1':1':1':1':1'51':1':1':1':1':1-:1':1-:1':1-31':1-:1':1-:1':1-:1':1-:1':1-:1':1-:1':1-:1':1-:1':1-:1':1-:1':1':1':1':1':1':1':1':1':1':1':1._1'

[Back] - . [Abort] N

Uncheck the Clone This System for AutoYaST box as you won't be needing it here.
Tab to Finish and press Enter.

Installation Completed

The installation has completed successfully. Your system is ready for
use. Click Finish to log in to the system.

Flease wisit us at http:/Awww.novell .comslinuxs .

[ Help 1 tack [Abort]

The system will complete the boot process and you will be able to login. This
completes the OS installation. Reboot the system and login as root to continue the
setup with the Configuring Linux for LPM section of this lab. Your password
should have been set to PSTRAIN2 previously.
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VI. Installing IBMion a Power7 Blade

Introduction

In this section of the lab, you will use IVM to complete the necessary VIOS setup for installing
IBM i on the blade. You will also create a LAN console connection on your workstation. You
will then activate the IBM 1 partition and install the Licensed Internal Code (LIC). See Section
B: Creating a Logical Partition (specify IBM i as your environment and see screen shots below
for any updates). NOTE: Some of the settings below may already be setup depending on what
other parts of the labs have been completed.

Lab Tasks

1. Enable virtual Ethernet bridging on the first embedded Ethernet port.

2. Verify IBM iis on VLANI.

3. Bridge the first embedded Ethernet port to virtual Ethernet LAN (VLAN) 1.
4. Verify the IBM i install images are available in the media library.

5. Mount the LIC image on the virtual optical device in the IBM i partition.

6. Create and start a LAN console connection on your workstation.

7. Activate the IBM 1i partition and install LIC.

Detailed Instructions

1. Enable virtual Ethernet bridging on the first embedded Ethernet port.
__ InIVM, click View/Modify Host Ethernet Adapters.
_Select the first embedded Ethernet port (T6) and click Properties.
__ Click the checkbox after Allow virtual Ethernet bridging, then click OK.

2. Verify IBMiis on VLANI.
__ Click View/Modify Virtual Ethernet.
__Verify that the IBM 1 partition has a checkmark under Virtual Ethernet 1.

3.  Bridge the first embedded Ethernet port to virtual Ethernet LAN (VLAN) 1.
__ Click the Virtual Ethernet Bridge tab.
__In the row for virtual Ethernet 1, use the drop-down menu to select the first embedded
Ethernet port (T6). Click Apply.
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Ethernet

Specify the desired virtual Ethernet for each of this partition's virtual Ethernet adapters. If you do not wish to
configure an adapter, then select a virtual Ethernet of none.

Virtual Ethernet Configuration

U Create Adapter
Summary

Adapter |
3 §

Virtual Ethernet
1 - ent0 (U78A5.001.WIHOOEL-P1-T6) =

2 None

-

| < Back| | Next = | IFiniéh| | Cancel

Done

& Internet | Protected Mode: On

4. Verify the IBM i install images are present in the media library

__ Click View/Modify Virtual Storage.

__ Click the Optical Devices tab.

_Verify that the IBM i install images per are present under Virtual Optical Media.
5.

Mount the LIC image on the virtual optical device in the IBM i partition.
__Select the LIC virtual optical image and click Modify partition assignment

__ Click the checkbox for your IBM i partition and then click OK. The IBM i partition
should now appear as the Assigned Partition for that image.

y
Partfiun Proparises: IRA 6 (3] T e
Carmral Mamory Froocumm ng Bt i Srsge Mpkical) Tups Devens

* Physical Dpticel Devices (Mo davices|

[= Yirtaasd Opbical Devices

Wl an uke sl ophiosl desdies b meaunt and unmioond mesdis Tiec sich a5 pn D53 npge, thetame

), iy rreachl [Bare Poe e by The: Qoerent
parbhcn. Selicied rces in tha Wtrusl Dptcs | Devces isbls represe—t thoze. davices with sssgrmants o ths ocment pecbbon eod urnmlscisd o
repesant devioss that to ot haye EsEpimeEnl b e BTt o0 Ta & derwise

far the curret ptitan, dear the sekaotian far
that davice in the bsble. To assgn s Sevice bo the corrent perihion, select thet device o the Ilt- Bk Modhy o cherge the mountsd meda foc s
Sl potsoal device

Hane &
wraptl

Rurreen Magiy Lisfrent Modiy Sos

i@ Ininmet | Protacied Meds Sn
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NOTE: In this part of the lab we will use the internal SAS disk on the blade to install
IBM i (Don’t create larger than 25GB or it will take even longer to format !!)

Storage
The virtual disk will be created in the storage pool with the size specified. You may increase the storage pool sizes

through the Add to storage peol task in the Physical Volumes tab in the View/Modify Devices page. You may create
and assign additional virtual disks once the partition has been created.

Ontical/Tape Virtual disk name: Ip3vdl

Summary :
: Storage pool name:  rootvg (28.62 GB Available) -

* Virtual disk size: 125 |lGB =

| < Back|  Next > | | Fnish] | Cancel| Hel)

Done € Internet | Protected Mode: On fg v ®I00% -

6. Create and start a LAN console connection on your workstation.

NOTE: if you don’t have IBM i Access for Windows installed on your workstation, we will
help you get this code on your workstation via a DVD installation.

___ On your workstation’s desktop, open Operations Console.

__ Click the New button.

_ Click Next.

__Verify that Local console on a network (LAN) is selected, then click Next.

__ Enter the IBM 1i partition hostname from your token for Service host name.

___Enter the IBM 1 partition IP address from your token for Service TCP/IP Address.
Click Next. This IP address will be assigned to IBM i1 when the LAN console con-
nection is first established.

___Enter the IBM i1 subnet mask and gateway from your team info above.
Do not click Next yet.

__InIVM, click View/Modify System Properties and record the blade’s serial number.

__Back in Operations Console, enter the blade’s serial number.

_ Enter 2 for Target partition, then click Next.

_Leave QCONSOLE as the service tools device ID and click Next.

_ Click Finish.

__Right-click the new console connection and select Connect. The connection status
will remain Connecting... until the IBM 1 partition has started and attempted to es-
tablish a LAN console connection.
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.7 IBM i Operations Console
Conmection  Wiew  Options  Help
| e == 5] X
Canneckion | Stakus | Configuration | Partition
- 172.25.254.69 Connecking QUCONSOLE  W7RIMO 7998-61x A3 1001344-3
[ Console Connecking 172,25,254.69 / 255,255,255.0 / 172,25.254.6 1001544-3
1] | |
v
Service Tools Sign-on  172.25.254.89 EE
Service tools user: ||
Pazsword: I

] 4 I Cancel Help

Activate the IBM i partition and install LIC.

__InIVM, click View/Modify Partitions.

__Select the IBM i partition and click Activate. Click OK to confirm.

__ When the LAN console connection has been established, a sign-on dialog box will ap-
pear on your workstation. Use 11111111 for both userid and password.

__ Once the IBM i installation starts, press Enter enough times to reach the Install Li-
censed Internal Code screen.

__ Choose option 1, Install Licensed Internal Code.
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¥Gession A - 172.25.254.89.ws - [24 % 80]

Edit Wiew Communicstion Actions Window Help
B 2% EE ] st & &lel
Host: Port; Warkstation T0: | Disconnect

Install Licensed Internal Code

System: C100134A
Select one of the following:

1. Install Licensed Internal Code
2. Work with Dedicated Service Tools (DST)
3. Define alternate installation device

Selection

Licensed Internal Code - Property of IBM 5770-889 Licensed
Internal Code [(c) Copyright IBM Corp. 1880, 2010. A1l
rights reserved. US Government Users Restricted Rights -
Use duplication or disclosure restricted by GSA ADP schedule
Contract with IBM Corp.

Wait for next display or press F16 for DST main menu

__On the Work with Optical Devices Screen, enter 1 next to OPTO1 (it should be the

only device listed) and press Enter.

___On the Select Load Source Device screen, enter 1 next to the first virtual disk listed.

1 i Session A - 172.25.254.89.ws - [24 x 80]
File Edit View Communication Actions ‘Window Help

| o2 %] =[] | %] &t @]

Host: | Fort: | Workstation ID: Disconnect |

Select Load Source Device

Type 1 to select, press Enter.
Sys Sys I/0

Opt Serial Number Type Model Bus Card Adapter
¥7D?56 JBHHWF 6B22 050 255 2 [}

F5=Refresh F12=Cancel

MA A 07/003
4" [Connected to remate serverfhost 127.0,0,1 using part 49251

Press F10 to confirm.

___On the Install Licensed Internal Code (LIC) screen, choose option 2, Install Li-

censed Internal Code and Initialize System.
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2§ Session & - 172.25.254.89.ws - [24 x B0] [_ o[ x]
File Edit VYiew Communication Actions ‘window Help

3 oo | ] || &t @[

Host: | Pork: | Waorkskation 10

Install Licensed Internal Code {(LIC)

Disk selected to write the Licensed Internal Code to:
Serial Number Type Model I/0 Bus Controller Device
¥7D?5S6 JBHHWF 6B22 050 ¢] 1 [c]

one of the following:

Restore Licensed Internal

Install Licensed Internal Initialize system
Install Licensed Internal Recover Configuration
Install Licensed Internal Restore Disk Unit Data
Install Licensed Internal Upgrade Load Source

Selection

F3=Exit Fl1Z=Cancel

MA A 21/007
a4 |Connected to remate serverfhost 127.0.0.1 using port 49251

__ Press F10 to confirm.
Note: This can take over an hour depending on the size of your load source object.

= i Session & - 172.25.254.89.ws - [24 x 80] 9= E3
File Edit VYiew Communication Actions ‘Window Help
By | B[ | | m] || 28] @2

Host; | Port: | ‘Warkstation ID: | Disconnect |

Initialize the Disk - Status

The leoad scource disk is being initiali=zed.

Elapsed time in minutes

Please wait.

Wait for next display or ress F16 for DST main menu
MO ]

+J! [Connected to remote serverfhost 127.0.0.1 using port 49251
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I Session A - 172.25.254.89.ws - [24 x 80]

Edit Wiew Communication Actions ‘Window Help
B (] @ ] ] &t &
Hast: Fort: Workstation 1D Disconneck

IPL or Install the System

System: Cloe134n
one of the following:

Perform an IPL

Install the cperating system

Use Dedicated Service Tools (DST)

Perform automatic installation of the operating system
Save Licensed Internal Code

Selection

Licensed Internal Code - Property of IHBM 5770-999 Licensed
Internal Code {(c) Copyright IBM Corp. 1980, 2010. ALl
rights reserwved. US Government Users Restricted Rights -
Use duplication or disclosure restricted by GSA ADP schedule
Contract with IBM Corp.

16/007

Once LIC is installed, the IBM 1 partition will reboot. This lab will not install the operating sys-
tem. As you have probably noticed, once the LAN console connection is established, installing
IBM i on the blade is very similar to installing it on any other system that supports it.

If you really want to install IBM i OS the BOSS images are in the VIOS Virtual Library and can
be used.
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Addendum

“How To” Tips

The Addendum contains “How to Tips” which will be instrumental in working with the Power
Processor-based Blades and the BladeCenter.

A.

Configuring NIB/LA in AIX

The following steps will configure NIB/LA on the POWER blade:

1.

This step should only be performed if the adapter interfaces are configured. To remove any
pre-existing IP interface configurations type the following commands:

Type “ifconfig en0 detach” and press “Enter”

Type “rmdev —dl en0” and press “Enter”

Type “ifconfig en1 detach” and press “Enter”
Type “rmdev —dl en1” and press “Enter”

Type “ifconfig et0 detach” and press “Enter”
Type “rmdev —dl et0” and press “Enter”

Type “ifconfig etl detach” and press “Enter”
Type “rmdev —dl et1” and press “Enter”

Note: The above commands can also be executed in smit from the fast path “smitty tcpip”.

Verify the network interfaces have been removed:
Type “netstat —in” and press “Enter”
(You should only see the loopback interface)

Create the ent2 pseudo-device:

Type the fast path “smitty etherchannel” and press “Enter”

Select “Add an EtherChannel / Link Aggregation” and press “Enter”

Select “ent0” as the primary adapter and “entl” as the backup adapter

The Perform Lossless Failover After Ping Failure defaults to yes but should be
changed to no depending on the switch configuration. For more information refer to
http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp?topic=/com.ibm.aix.com
madmn/doc/commadmndita/lossless_failovr.htm.

e. Enter the default gateway as the “Internet Address to Ping”

eo oe
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; Fa=Li=t
F7=Edit F&=Image
Enter=Do

4. Configure the IP Address for the pseudo-device ent2:
a. Type the fast path “smitty chinet” and press “Enter”
b. Select “en2” interface and press “Enter”

Change ~ Show a Standard Ethernet Interface

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

Metwork Interface Mame enz
INTERMET ADDRESS <dotted decimal> (H 72 25 254 _64)]
Metwork MASK (hexadecimal or dotted decimall [§255 _255 255 8]
urrent STATE 0
Uze Address BResolution Protocol <ARP)>? yes
BROADCAST ADDRESS <dotted decimal>[17CL1
Interface Specific Metwork Options

¢’NULL’ will unset the option?

rfcl323

tcp_mssdf 1t

tcp_nodelay

tcp_PeECUspace

tcp_sendspace
Apply change to DATABASE only

Ezc+2=Refresh Ezsc+3=Cancel Ezc+4=List
F6=Command F7=Edit F&=Image
FiB=Exit Enter=Do

5. Enter the “IP/Address, Network Mask”, change the “Current STATE” to “up” and press
“Enter”
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Adapter failover can also be configured in Linux. For more information on configuring this Eth-
erChannel Bonding from Red Hat go to http://www.redhat.com/docs/en-

US/Red Hat Enterprise_Linux/5/html/Deployment_Guide/s2-networkscripts-interfaces-
chan.html and to configure from SLES go to
http://www.novell.com/support/php/search.do?cmd=displayKC&docType=ex&bbid=TSEBB 122270747
9531&url=&stateld=0 0

34017274&dialogID=34013800&docTypelD=DT_TID 1 1&externalld=3929220&sliceld=2&rfld=

B. Testing Adapter Failover from AIX

To Test Adapter Failover from AIX do the following:

1. Type the fast path “smitty etherchannel” and press “Enter”.
2. Select “Force a Failover In An EtherChannel / Link Aggregation” and press “Enter”.

EtherChannel » IEEE 862.3ad Link Aggregation

Move cursor to desired item and press Enter.

List A1l EtherChannels / Link Aggregations
fidd An EtherChannel ~ Link Aggregation
Change / Show Characteristics of an EtherChannel / Link Aggregation

RBemove An EtherChannel / Link Aggregation
Force A Failover In An EtherChannel / Link Aggregation

Esc+2=Refresh Esc+3=Cancel F8=Inage
Fi1B=Exit Enter=Do

3. Select “ent2” adapter and press “Enter”.
4. Press “Enter” on the pop-up menu confirming your action.
5. To determine which adapter is active type: “netstat —v | grep Active” and press “Enter”.

To verify adapter failover check the error report for an error message

(ECH_PING_FAIL PRMRY) indicating the primary EtherChannel failed and the backup
adapter has taken over.
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ECH_PING_FAIL_PRMRY
: FF7BBFAG

ng Jan 30 19:85:88 EST 2089

Segquence Number:
Machine Id: AABA354AD488
Hode Id: nfsclient
Class: H

Type: INFO
Resource Hame: enth
Rezource Class: adaptep
Rezource Type: ibm_ech
Location:

Description
PING TO REMOTE HOST FAILED

Failure Causes
CABLES ANMD CONNECTIONS

Recommended Actions
CHECK CABLE AND ITS COMMECTIONS
IF ERROR PERSISTS. REPLACE ADAPTER CARD.

HARY
SWITCHING TO ADAFTER
entl
Unable to reach remote host through primary adapter: szwitching over to backup
apter

If you repeat the above steps and check the error report again, an error message
(ECH_PING_ FAIL BCKUP) indicates the primary adapter has been recovered.

LABEL = ECH_PING_FAIL_BCKP
IDENTIFIER: SFC2DD4B

Date~Time: Fri Jan 38 19:81:44 EST 2089
Seguence Number: 46
Machine Id: BEAPA35 40 D486

nfsclient

H

INFOQ
enthb
adapter
ibm_ech

Description
PING TO REMOTE HOST FAILED

Probable Causes
CABLE

SWITCH

ADAPTER

Failure Causes
ICABLES AND COMNECTIONS

Recommended Actions
CHECK CABLE AND ITS CONMECTIONS
IF ERROR PERSISTS, REPLACE ADAPTER CARD.

BWITCHING TO ADAPTER

PRIMARY

Unable to reach remote host through backup adapter: switching over to primary a
apter

To determine whether the Primary or the backup adapter is active from the AIX command type
“netstat —v | grep Active” and press “Enter”.
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Note: Regardless of which adapter is active, ent0 will always be the primary and entl will al-
ways be the backup adapter.

C. Troubleshooting the RMC Daemon

If the “Partition communication state” under the DLPAR section shows “Not configured”
then the RMC daemon is not active which will cause the validation and the migration process to
fail.

Partition Properties: Test LPAR (2}

General % Mermory Frocessing Ethernet Storage Optical Devices FPhysical Adapters

General

Partition narme: |Test_LPAR

Partition ID: 2
Environment: &K or Linox
State: Funning

Attention LED:

Settings

Boot mode: |N0rma| ~
Keylock position:

FPartition workload group participant: I

sutomnatically start when system starts:

Dynamic Logical Partitioning {DLPAR}

Partition hostname or IP address:
FPartition communication state: Mot configured

Memory DLPAR capable: Mo

Processing DLPAR capable: Ma

I/0 adapter DLPAR capable: Mo
QK Cancel

The Partition communication state field indicates whether there is an active RMC connection
between this logical partition and the management partition. You can change the resource
amounts on a logical partition only if there is an active RMC connection between the logical par-
tition and the management partition. Possible values are Active, Inactive, and Not configured.

If this field contains “Not configured” or “Inactive”, check the following:

o Ensure that the logical partition is activated.

o Verify that the logical partition can ping or access the Virtual I/O Server management
partition over a TCP connection.

o Ensure that there is no firewall blocking port 657 on the logical partition.

o If'the logical partition has Linux installed, verify that the logical partition has the Dy-
namic Reconfiguration Tools package installed. To download this package, access the
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Service and productivity tools website:
https://www14.software.ibm.com/webapp/set2/sas/f/lopdiags/home.html

o Ensure that the partition communication IP address is set correctly on the General tab of
the View / Modify TCP/IP Settings page. Unless more than one network interface is con-
figured on the management partition, use the default partition communication IP address.

For more information on configuring the RMC daemon on an AIX or Linux refer to the follow-
ing:

Diagnosing Problems with RMC
http://publib.boulder.ibm.com/infocenter/pseries/vr3/index.jsp?topic=/com.ibm.help.csm.doc/csm book
s/csm_admin/am7ad130147.html

Understanding RMC
http://publib.boulder.ibm.com/infocenter/pseries/vSr3/index.jsp?topic=/com.ibm.help.rsct.doc/rsct books/
rsct_admin_guide/blSadm1138.html

RSCT for Linux Technical Reference
http://publib.boulder.ibm.com/infocenter/clresctr/vxrx/index.jsp?topic=/com.ibm.cluster.rsct.doc/rsct linu
x151/bl15tr11028.html
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