gmon v72d 6th April 2012

Running gmon

1. Ensure the Agent code is running on every LPar you wish to monitor with gmon
(see the document 1-README-INSTALL-v72b.pdf)

2. Start gmon:-
Start -> gmon -> gmon

Y ou will seethe CPU Meter and a dialog box to allow you to add L Par’ s you wish to
monitor
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To begin monitoring click the “Add LPar to Monitor” Button
A “Connect to LPar” dialog appears.......

(53 Connect to LPar

LPar haosthame ||

ar |P addrezs:;
gmon uges TCP
Part 15050 Cancel

Enter the IP address (or hostname) of the LPar you want to monitor and click
“Connect”

gmon then initialises the connection and displays adial screen, which is described on
the next page. To monitor further LPar’s click the Add L Par to Monitor button again.

gmon only supports Power Systems running AIX 5.3, A1X6.1 or AIX 7.1 (Dedicated
and Shared L Par types), VIO 2.1 and above plus SUSE Linux and RedHat Linux

No testing has been done against AI1X 5.2 or other types of Linux.

Feedback to: andy_thomas@uk.ibm.com No support is offered or implied
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“gmon” Dial Display —one per LPar

% of Servers Capacity and
% L Par’s Entitled Capacity

Indicator of Physical CPU’s

Visual Cap Indicator
Red when capped,
Orange when Soft Cap,
Not visible - Uncapped

LPar’'s Weight

LPar’s Entitled Capacity

White edgeon dial isa
visual indication of the
L Par’s entitled canacitv

Memory Free and Total
Memory in LPar

MM = Memory Map

S= % System Memory
P= % Memory Processes
N=% Memory file cache
F= % Free Memory
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SMT mode indicator
off, 2and 4 (AIX only)

being consumed by L Par
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Virtual Processors
Red when VP:EC=10:1
Green when VP:EC=1:1

Scan to Free pageratio
turnsred asratio
approaches 10

% of Paging Number of pages paged in
Space used and out of paging space
turns red as % turns red as number of
increases pages increases

CPU usage bar.

For AlX shows how
physical CPU is being
used.

For Linux shows how
Logical CPU isbeing
used

% User, %System, %
Wait 10 & % ldle CPU
time

Memory indicator:
L= Memory Leveraged
ViaAMS and/or AME

Bck: = Physical
memory backing the
LPar at thistime

Value on right= amount
of memory AIX
“thinks” it has.

All the values displayed should update dynamically as the L Par’ s parameters are changed

Feedback to:

andy_thomas@uk.ibm.com

No support is offered or implied
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AME
Target
Ratio

Paging AME
File(s) Acheived
Size Ratio

Active Memory
Expansion
indicator
Green= active

AMS pool sizeif
AMSisbeing used

Hypervisor Pages In
(from AMSVIOs

paging space

Total Disk
Transfers/sec
(Read + Write)
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Total Network
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Thread Dispatch Indicator —
Show number of Threads
dispatched in Affinity
Domains 0 through 5
The size of the coloured bar
for each domain shows the
overall %/proportion of
threads in each domain

NS

Writes MB/s
Bandwidth

Tota Disk
Reads MB/s
Bandwidth

balancing.

Cycles through the number of threads dispatched in:

S3pull: Number of migrations outside the scheduling
affinity domain 3 dueto idle stealing.
S3push: Number of migrations due to starvation load

S3grqg: Number of dispatches from global runqueue,
outside the scheduling affinity domain 3.

Changes colour of Dial
background

Feedback to:

Changes (toggles) scale of Dial
between the number of VP s defined
for the LPar and the total number of
CPU’ sin the machine

andy_thomas@uk.ibm.com

No support is offered or implied
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“gmon” Frame Utilization Display

[n

The Frame Utilization Meter gives both aVisua display of how the LPAR’s are
mapped to the CPU resources (coloured boxes) and an overall indication of CPU
usage in the windowstitle bar. The last 5 digits of the Frames serial number are used
to identify a Frame.

pBlparS-AIXG - 3.67,

3

: : i q

Details

Dedicated LPar’ s are always displayed first in the Frame Utilization Meter, followed
by any Shared processor LPar’s. You may add any LPar’ sto this display at any time
by using the “Add L Par to Monitor” button (see above). Y ou may also remove LPar’s
from this display by pressing “Exit” on the corresponding Dial Meter, the Frame
Utilization Meter display will adjust accordingly.

Overall CPU utilisation% and physical CPU’s Shared Processor LPars are
consumed are shown in the windows title bar shown with adashed line

border. Dedicated Lpars are

(=l

shown with a solid border

pBlparS-AIXE - 3 87,

y

: : & i

‘ Shared Processor LPar’ s that are Uncapped and
using more then their entitled capacity have their
entitled capacity value indicated by a vertical dashed
line (difficult to see in this example)

Multiple Frame utilization meters may be seen depending on which LPars are being
monitored. If LPars are moved using Live Partition Migration operations that L Par
will move from one utilization meter to another. If no other LPar is being monitored
on the target Frame a new Utilization meter will automatically be created. The CPU
Meter Display can bere-sized asis appropriate for you Display.

Feedback to: andy_thomas@uk.ibm.com No support is offered or implied
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gmon & playback of “nmon” files

gmon can read and playback upto 8 nmon files at atime.

[ = -

i

gmon mode;
s auiT

{* nmon file(z] plavback mode

Fefresh/Playback Rate =1z

4

Detailed Dialz v

Each nmon file must have the same same sampling interval

B nmon read
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Ly
|Q c: [C_Drive] ﬂ * nmon files
o lparb1_1process-1vlan.nmaon s
b [parb]_1process-2vlan. nman
Y mmon-ascii [parbl_1process-ive. nman
& 1vlan lparb1_Z2process-ive.nmon
Iparbl1_4process-ive.nmon
3 2vlan parh
|[parbl_fabtestd 4-1wlan.nmon
(1 3vlan-3eth lparbl fabtesztd d-2vlan.nmon
[ irter [parbl_fabtestd_4-2vlan-r2. nmon
[Qive lparb1_fabtestd_B-1wlan.nmon
[parbl_fabtestd B-2vlan.niman
[parbl_inter-1process. nman
lparb1_inter-4process. nmon
[parbl_inter-Sprocess. iman il
Selected nmon files - max 8 files nirnon file information
C:hdwnmon-azcitparbl_fabtestd_4-1vlan nmon [120 Records Interval 2 Secs
C:\dinmon-ascitlparbl_fabtestd4-2vlan.nmon [120 Records Interval 2 Secs

Cancel Clear Selections k.

It is assumed by gmon that the nmon files were time syncronised

Feedback to: andy_thomas@uk.ibm.com No support is offered or implied
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If two nmon files originate from the same machines and the same L Par — gmon
overwrites the serial number in the second (and third etc..) nmon file which allows the
nmon filesto be displayed. Thisfacility allows the comparision of runs from the same
LPar’s side by side — eg. Form a batch job on day one and a batch job on day two with
different tuning/L Par options.

= =
gmon

Duplicate serial number & LPar name - overwriting with Serial 222222
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The nmon play control window allows you to playback, pause, step forward and step
back through the nmon files.

Step For | | |

|
BacktoStart| Step Back | StepForwardl Stop.-"F'ause| Play | Loop | Record 22 of 120 Guit

Not all parameters available in the gmon interactive mode are available in nmon
mode. Eg. The thread dispatch affinity infomation is not present.

<} 1s
1.4062% of Frame [64 CPL's] 0.9375% of Frame (64 CPL's]
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User Syz Wio Uszer Sypz Wio
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LovE ] [Beleaarea ] sovce | jCoas | [EckEzzea] 2760 |
witd N F=83% mitd N F=EEE
| erfi=0 | cwcls=0 | psi=0 | pso=l | sfi=0 | cycls=0 | psi=l | pso=0
|PSPsz 2048 | ' Tot34816 | W AckD |P5Psz: 2048 | W Tot: 34816 | W ActD
PSP |99.0% Free PSP |99.0% Free
[ hpi=0 [a#3 pool | Mi=0.2ME/s [HNECOMGMEN § | hri=0 [aMS pool [ Mi=0.4tE/s [ NESEOMMENS
| Dufs=80 | DrMB=00 | DwME=04 J| Dxis=0 | DiMB=00 | DwME=00
For Affinity information please use ai<agenty11 J For Affirity information please use aikagent?11
with Al vB.1 TL4 or AKX v7.1 TL1 and abowve with &/ vE8.1 TLA or Alx v7.1 TL1 and above
Colour| Mach | Details | Hide | Ext |J[Colow] Mach | Details | Hide | Exi

Feedback to: andy_thomas@uk.ibm.com No support is offered or implied
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Known Problems & Limitations
gmon potential problems:

e Linux agents and interaction with gmon had not been extensively tested

e Some of the network socket error handling could be better.

e gmon does not handle changing between interactive and nmon playback mode
very well. You may have to restart gmon to switch between modes on
occasion

e nmon file playback: This part of gmon oisrealtively new —you may find
some bugs. If you do please email the nmon file — or a sample of the nmon file
you are trying to work with and I’ll fix the issues.

Agent problems:

e |If you exit/kill the gmon agent then restart it you may get an error something
like “Bind address already in use”.

Workaround: Wait afew minutes and try starting the agent again — eventually it will
work again.

Linux Display
The linuxagent for distributions of Linux that have /proc/ppc64/Iparcfg up to and
including version 1.8 (see installation document for more details) only sends a subset

of information from the L Pars.

The Display for Linux LPar’sis thus limited when compared to AlX & VIO LPars:

B3 DDF21 cts213 (1)
0.5% af Frame [4 CPLI's] 11% of LPar's EC
Uncapped ST On
Im 1.5 248 -

1.0 30

0.02
| EE=EI.2| rq= |
User Syz Wio
99.9%

0.0 4.0
Mem: 1087.5 MB Used, 42.9 MB Free, 1130.4 MB LP
| Hide | Exit |

0.5 35

The new linuxagent19 agent sends enriched data and the display closely matches the
detailed information in AIX and V1O displays.

Feedback to: andy_thomas@uk.ibm.com No support is offered or implied



