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e Overview iVirtualization
* New enhancments

*VVPM based setup
* Things to consider
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» Virtual Partition Manager (VPM) is a partition management tool that supports the
creation of partitions that use only virtual I/O and does not require the HMC,
SDMC or IVM.

* |n addition to being able to manage Linux guest partitions, the VPM now supports
creation and management of IBM i client partitions.

= VPM function is available on POWERG6® and POWER7™ Express Servers™ that
do not have an external management console (HMC or SDMC)

= Requirement IBM i 7.1 TR3 in the IBM i host partition

4 © 2012 IBM Corporation
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Where Do | Start with Installing IBM | hosting clients on Power system?

VPM based @ Redpaper

Matias Centeno Lozada
Hemando Bedoya

Creating IBM i Client Partitions Using
Virtual Partition Manager

Introduction

This |EME Redpapsr™ provides steps, considerations, limitations. and Enks to information
regarding the creation of IBM i Client Partitions using the third generation of Virteal Partition
Manager [VPM).

Beginning with IBM i 7.1, the Virtual Partition Manager was enhanced and now allows you io
create and manage Linux parfiions and IBM i partitions without the use of the Hardware
Management Console (HMC), Syetems Director Management Console (SDMC). or
Integrated Virtualization Manager (IVM). It imvolves the use of VPM and the new support for
Ethernet layer-2 brdging between a physical Ethemet adapter and a virteal Ethernet adapier
that provides the ability for an |BM i partition to share a physical Ethemst connection with
other partitions in the same system.

The miended awdisnce for this Redpaper publication is advanced system administrators.

Virtual Partition Manager Enhancements to Create IBM i
Partitions

The Virtual Partition Manager (VPM) is a partition management iool that supports the creation
of partitions that use anly virtual input’output (I°0) and does not requirs the Hardware
Management Console, Systems Director Management Console, or Integrated Virtualization
Manager. In addition 1o being able to manage Linux guest partitions. the VPM now supports
creation and management of IBM i partitions.

This enhanced VPM function is available on IBM POWEREE and IBM POWERT™ IBM
Express Servers™ that do not have an external management console. With this
enhancement to IBM i 7.1, the ability o create wp to four IBM i partitions are enabled in VPR,
Client |1BM i partiions, which are created with VPM, uss virtual VD to connect back to the IBM
1110 server partition to access the physical disk and network. VPM in the |1BM i 'O server

@ Copyright IBM Corp. 2011, All righfs reserved. ibm.comiredbooks 1

http://www.redbooks.ibm.com/redpieces/abstracts/redp4306.htm[?0pen_
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IBM i Client LPAR Quick Install Guide

Cover both
VPM & HMC
based
Setups.

To get copy
send email to
Peter Croes

IBM i Client LPAR Quick Install Guide

Author: Peder G. Groes

Author:
Peter G. Croes
IBM Nederland

peter g croes@nl.ibm.com

© 2012 IBM Corporation



Power Systems Virtualisation from IBM Technical Webinar User Group | September 2012

TechNote: Creating IBM i Client Partitions Using Virtual Partition Manager (VPM)
= http://www-01.ibm.com/support/docview.wss?uid= nas18a657691995faa0386257913001860f4

|@IEM Creating IBM i Client Partitions Usi... |+ |_"' — -

i e P « | [ ®» =
6 @ www-01.1bm.com/support/docview.wss?uid=nas18a657691 e95faal 38625791 3001 86014 -4 < |2 - Google Pl A E'

United States [ change] [rDenmark]

Home Solutions - Services - Products - Support & downloads - My IBM ~
Welcome Mr. Janus Hertz [Not vou?] [ 1BM Signin |

Creating IBM i Client Partitions Using Virtual Partition Manager
(VPM) di ] £ S]]

|
‘ + IBM Support Portal

5 Tags @

E Add a tag | S=arch zll

‘i Virtual Partition Manager Enhancement to Create IBM i Partitions

Add atag The Virtual Partition Manager (WVFM) is a partition management tool that supports the creation of partitions i::rr(E,lsg]E IBhng
that use only virtual I/O and does not require the Hardware Management Console (HMC), Systems Director
Management Console (SDMC) or Integrated Virtualization Manager (IWM). In addition to being able to
My fags | Al Eans manage Linux guest partitions, the VPM now supports creation and management of IBM | partitions. [

View as cloud | list ) o ]
This enhanced YFM function is available on POWERG and POWERT Express Servers that do not have an

external management console. With this enhancement to IBM i 7.1, the ability to create up to four IBM |

partitions are enabled in WPM. Client IBM | partitions, that are created with WVFM, use virtual 1/0 to connect i family

back to the IBM | IfO server partition to access the physical disk and network. WPM in the IBM | I/O server

partition is used to create the virtual SC3I and virtual Ethernet adapters for the client partitions. The user is | coftware version:
then be able to use Network Storage Spaces (NWSSTG) and Network Storage Descriptions (NWSD) in the 7.1, VZR1MO
IBM i I/0O server partition to define the storage for the client partitions. Tape, disk, and optical are allowed to

be wirtualized to the client partitions. Operating system(s):

' 5 o 3 2 - : ; 0s/400
The client IBM | partitions can be IBM i 7.1 or IBM i 6.1 with either 6.1 or 6.1.1 machine code.

Reference #:

Ethernet Layer-2 Bridging 610132357
IBM | WV7R1 Technology Refresh(TR) Three has new support for Ethernet layer-2 bridging between a physical

netwark and the Power Systems virtual Ethernet. Using layer-2 bridging, one Ethernet port in an IBM | Maodified date:
partition can provide network access for other logical partitions on the same platform. This is similar in 2012-09-14

functionality to the Shared Ethernet Adapter (SEA) support provided by a Power Systems Virtual I/O Server
(WVIOS) partition.

This works by putting two Ethernet adapters (one physical, one virtual) into @ mode where they can receive ]
traffic that is not specifically destined for their address, and selectively sending those frames onto the other Select Language - ation
netwark according to the IEEE 802.1D standard ("bridging"the frames). Because of this, frames transmitted
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Virtual versus Physic Hardware Resources

Virtual 1/0

. . IBM i LPAR
IBM I 'host | |inux LPAR
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Virtual Ethernet

=|BM i host ASP function as SAN

Physic I/0

| . IBM i LPAR
IBMiLPAR ' Linux LPAR

ssnlnns

"y e

=Each partition owns 1/O

*IBM i/AlX/Linux managed hardware
*IBM i/AlX/Linux independend from

other partitions

© 2012 IBM Corporation
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= |BM i-based Virtualization

— IBM i partition uses |/O resources from another
IBM i partition

— Eliminates requirement to buy adapters and disk
drives for each IBM i partition

— Supports simple creation of additional partitions
.... e.g., for test and development

— Requires POWERG (or later) systems with IBM |
6.1

— Requires PowerVVM standard edition
— Can mix virtual and direct 1/O in client
— VPM based only virtual!
» Platform support
— All POWERG (and later) System models
(NOT PowerBlades)
» Storage support

— Determined by host IBM i partition (SAN, EXP24,
integrated disk)

= LPAR management

— HMC, (SDMC)

— VPM (virtual partition manager) with IBM i 7.1 2012 1M Corporation
TR3 (new in oct.2011)
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IBM i Host and Client Partitions: Overview

IBM i Host
Power System

IBM i Client

Virtual LAN |
connection

DDxx

CMNxx: 5
‘---“-1

Requirements
= POWERG6/7 hardware
= [BM16.1 (or later) on host

and client
=  PowerVM standard edition
required,
DASD

» Hardware assigned to host
LPAR in HMC/SDMC

= DASD can be integrated or
SAN

» DASD virtualized as
NWSSTG objects
Optical
= DVD drive in host LPAR
virtualized directly (OPTxx)
Networking

» Network adapter (such as
IVE) and Virtual Ethernet
adapter in host LPAR

= Virtual Ethernet adapter in
client LPAR

Tape virtualization
= new from 7.1 TR2

© 2012 IBM Corporation
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Virtualization Enhancements

1. IBM i 6.1 partition can host
= [BMi7.1and 6.1 partitions
= AlX and Linux partitions (SLES & RHEL)
= iSCSI attached System x and BladeCenter

2. IBM i 7.1 partition can host
= [BMi7.1and 6.1 partitions (SLES & RHEL)
= AIX and Linux partitions
» iSCSI attached System x and BladeCenter

3. PowerVM VIOS can host
= [BMi7.1andIBMi 6.1 partitions
» AlX and Linux partitions (SLES & RHEL)
= VIOS supports advanced virtualization
technologies including Active Memory
Sharing and NPIV

© 2012 IBM Corporation
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Following the GA of IBM i 7.1, IBM i point / modification releases have been replaced by a new
release delivery mechanism called a Technology Refresh.

Technology Refreshes are also used to deliver new capabilities for iVirtualization (IBM i Host /
IBM i Client partition concept).

*TR1: Support for embedded media changers (enabling unattended installs of IBM i Client
partitions)

*TR2: IBM i to IBM i virtual tape support (info APAR 1114615 lists supported devices and
required PTFs)

*TR3: Ethernet layer-2 bridging and Virtual Partition Manager enhancement to create IBM |
partitions

Detailed information on Technology Refreshes can be found via

http://www.ibm.com/systems/support/i/planning/techrefresh/index.html

12 © 2012 IBM Corporation
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13

Allows IBM i client partitions to use tape devices attached to IBM i server
partitions

— Client partition utilizes existing support for VIOS-hosted tape devices
— Server partition utilizes existing support for Linux & Windows virtual tape clients
— Error recovery & serviceability improvements

Only a subset of tape drives are supported for virtualization

— Physical tape drives only, no support for exporting tape image catalogs to IBM i clients

« LTO3/LTO4/LTOS
« DAT72/DAT160/DAT320
— |OPless attachment only, IOP attached tape drives are not supported by the IBM i client

— Tape library drives can only be virtualized when configured as a stand-
alone device, they are not supported while in library mode

© 2012 IBM Corporation
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» Server Partition Software * Tape Device Hardware

_ IBM i 7.1 with Technology Refresh 2 ~ TS2230HH-LTOS SCSi drive
— TS2240 HH-LTO4 SAS

— TS23240 LTO4 SAS

= Client Partition Software — FC 5746 HH-LTO4 SAS
— IBMi7.1 with TR2 + MF52103 — TS2250 HH-LTOS SAS
-OR— ~ TS2350 LTO5 SAS
— IBMi 7.1 + client support PTFs — FC 5638 HH-LTOS5 SAS
--OR - — TS2900 in sequential mode with LTO4 or LTO5 SAS drives

— TS3100 in sequential mode with LTO3, LTO4 or LTO5 SAS/FC drives
— TS3200 in sequential mode with LTO3, LTO4 or LTO5 SAS/FC drives
— FC 5907 DAT72 SAS

— FC 5619 DAT160 SAS

— FC 5661 DAT320 SAS

— 7206 Model 336 external SCSI DAT72 drive.

— IBMi6.1.1 + client support PTFs.

» Info APAR: 1114615 - SUPPORT OF CLIENT VIRTUAL TAPE DEVICES ON SYSTEM I”

14 © 2012 IBM Corporation
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10.10.10.5

= IBM i now provides the capability to share a physical network adapter by creating
a Layer-2 Virtual Ethernet bridge
—Bridges an internal VLAN switched managed by the POWER Hypervisor to the

IBM i Host

i Client

Physical Ethernet adapter

m10.10.10.35

>
Virtual Ethernet

Layer-2 bridge)

Virtual Ethernet Adapter

10.10.10.50

external LAN through a physical Ethernet adapter.

» Virtual Ethernet adapters in client IBM i partitions get direct access to outside

network.

* Done though an option on the Hardware Management Console (HMC) or

automatically via VPM

© 2012 IBM Corporation
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VIOS on VIOS on IBM i hosting a
POWERG6/7 server POWERG6/7 blade client partition
Minimum IBM i i 6.1 i 6.1 i 6.1 for IBM i client
level required? partition
Skills required VIOS, IBM | VIOS, IBM i IBM i
BladeCenter
Management HMC/SDMC or IVM* IVM or SDMC* HMC/SDMC or
interface * certain models * certain models VPN
*req. 7.1 TR3
Console used HMC or IVM* LAN console HMC or VPM: LAN
* console
IBM i mkvt
Storage options Integrated / FC / FC / SAS NWSSTG
FCoE
Physical adapter Optional No HMC: Optional
ownership VPM: No!

© 2012 IBM Corporation
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 Logon to DST or SST (strsst)
« Select option 5

(2] Session A - [24 x 80] C=ren
File Edit View Communication Actions Window Help
B B % = = s 2 @
Host: | - Pa |2 Workstation ID: | Disconnect

System Service Tools (SST)
Select one of the following:

Start a service tool

Work with active serwvice tools
Work with disk units

Work with diskette data recovery
Work with system partitions

(SN N S B N

Work with system security
Work with service tools user IDs and Devices

¥
8.

Selection
5

Fl8=Command entry Fl12=Cancel

17 Y|t 1902 - Session successfully started

.
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=] Session A - [24 x 80]

File Edit View Communication Actions Window Help

B bE S BB @ vk &L @
Haost: - e Port: | 2300 Workstation ID: ’7'

Loegical Partitioning Environment Not Supported

System: 5653r2DC
Virtual Partition Manager is not supported and this service _
function cannot be started. The system is in a state that

does not allow this operating system to partition the

server. Refer to the Virtual Partition Manager documentation
for more information.

F3=Exit F12=Cancel

MW
Connected to remote server/host 3150249164 using port 2300

= — = ==

B3/078




Power Systems Virtualisation from IBM Technical Webinar User Group | September 2012

=] Session A - [24 x 80] ‘

File Edit View Communication Actions Window Help

B B oo B @ % 2 @l
Host: Port: I_".- Workstation ID: | i

Logical Partitioning Environment Supported
System: 5653r2DC
Virtual Partition Manager is supported. The system is in a
state that does allow this operating system to partition the
server. Refer to the Virtual Partition Manager documentation
for more information.

Press Enter to confirm using Virtual Partition Manager to
partition the server.

F3=Exit F12=Cancel

MA A @1/001

= 1802 - Session successfully started

4| =

© 2012 IBM Corporation
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E’ﬂ Session 4 - [24 o El]]

File Edit View Communication Actions Window Help
B BB 2% BE @ % 22 el
Host: | Port: | 23 Workstation ID: | i

Work with System Partitions
System: 5653r2DC

Attention: Incorrect use of this utility can cause damage
to data in this system. See service documentation.

Number of partitions . . . . . . . ! 1

Partition release: . . o 5 &« & & 6w ! VIRIHMG

Partition identifier gtk Lioite ii 03 1

Partition name . . . . . . . . . . ! bb2-372DC =
Select one of the following:
Work with partition status
Work with partition configuration
Clear configuration data

Create a new partition

Selection

F3=Exit F12=Cancel
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Elﬂ Sezzion A - [24 x 80]

File Edit Wiew Communication Actions Window Help

B B 2% Em =@ %% 22 e
Host: Port: | Worlstation ID: | i

Work with Partition Configquration
System: 565372DC
Available preocessor units . . . . ! .00

Available memory (MB) . . . . . . ! ©

Memory region size (MB)

Type option, press Enter.
1=Display 2=Change 9=Delete

Virtual
Partition Processor Memory Ethernet ID
Opt ID MName Units Uncap Weight (MB) WLM 1 2 3 4
1 65-3r72DC 4.00 2 MNone 23552 2 2 2 2 2

F3=Exit F5=Refresh Fll=Work with partition status F12=Cancel

MA A 137003

a' 902 - Session successfully started
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ZN] Session A - [24 x 80]
File Edit View Communication Actions Window Help

— | = ;. 2 |
B B 2% B8 @ %% &2 &l

Host: | Port: | 23

Worlkstation ID: | i

Change Partitien Configuration

Type changes, press Enter.
Partition identifier and name

Number of available system processors
Number of partition processors
Minimum / maximum number of processors
Use shared processor pool

Shared processor pool units

Minimum / maximum processor pool units

Uncapped processlng :
Uncapped processing w91gh{
Size of available memory (HB)
Size of partition memory (HMB)
Minimum / maximum size of memory (HB)
Enable workload management

Virtual Ethernet Identifiers (1 ?es 2=No)

1 2 3 4
1 2 b 2

F3=Exit F12=Cancel

System: 5653r2DC

IBMI71H

‘I—‘-E e

F o4
1=Yes, 2=Ho
0o
1@ /4 . 0@
1=¥es, 2=HNo
B, 64, 128, 255

B [l [ [ o [
4|

P
=

= =
LD b

6 S 20480
l1=Yes, 2=No

[ | = =

MA A

302 - Session successfully started

B5/0567
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Elﬂ Sezzion A - [24 x 80]
File Edit Wiew Communication Actions Window Help
B B 2% = = s

Host: ort: [ 23 Workstation ID: |

Confirm Changed Partition

Verify information, press Enter.

Partition identifier and name

Number of partition processors i i
Minimum / maximum number of processors

Use shared processor pool
Shared processor pool units o
Minimum / maximum processor pool units
Uncapped processlng e T
Uncapped processing w61ght
Size of partltlon memory (MB)
Minimum / maximum size of memory [HB}
Enable workload management

Virtual Ethernet Identifiers (l=Yes,
1 . 3 4
1 2 . 2

2=No)

Fl12=Cancel

S

System: 565372DC

IBMIT1H

/ 20480

MA A

a' 902 - Session successfully started

@1/001

BM Corporation
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Elﬂ Sezzion A - [24 x 80]

File Edit Wiew Communication Actions Window Help

B Bf &% BE @ %% & e
Host: Port: l_'.- Worlstation ID: |

Work with Partition Configquration

Available preocessor units . . . . ! 3.00
Available memory (MB) . . . . . . : 133172
Memory region size (MB) . . . . . : 128

Type option, press Enter.
1=Display 2=Change 9=Delete

Partition Processor
ID Name Units Uncap
1 IBHIT1H 1.00 1

{ Indicates partition IPL may be required.

F3=Exit F5=Refresh F10=Display change
Fll=Work with partition status Fl2=Cancel
Partition 1 change was successful.

S

System: 565372DC

Virtual
Ethernet 1D
WLH 1 2 3 4
p I 2 2 F %X

MA A

a' 902 - Session successfully started

137003
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ZN] Session A - [24 x 80]

File Edit View Communication Actions Window Help

B DR 2% BE @b % s &
Host: Port: I_".- Workstation ID: | i

Work with System Partitions
System: 5653r2DC
Attention: Incorrect use of this utility can cause damage
to data in this system. See service documentation.

Number of partitions . . . . . . . ! 1

Partition release: . . o 5 &« & & 6w ! VIRIHMG

Partition identifier gtk Lioite ii 03 1

Partition name e I T T T IBMIF1H

Select one of the following:

Work with partition status

Work with partition configuration
Clear configuration data

Create a new partition

2
i O
4.
9

Selection

F3=Exit F10=IPL system to activate changes F12=Cancel
System IPL may be required to activate changes.

MA A 21/007

5" 1802 - Session successfully started

© 2012 IBM Corporation
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ZN] Session A - [24 x 80]

File Edit View Communication Actions Window Help

B B 2% BE % & el
Host: ort: | 23 Workstation ID: | i

B IPL Required
System: 5653r2DC
A system IPL may be required to activate changes made to the

partition configuration.

Press F10 to IPL the whole system now.
Any active secondary partitions will be powered off in
delayed mode, then the system will be IPLed.

Press F3 or F12 to continue working.
Any changes made may still be pending to take effect on
the next system IPL.

F3=Exit F10=IPL system to activate changes F12=Cancel

MA A @1/001

5" 1802 - Session successfully started

© 2012 IBM Corporation
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2] Session A - I550LCPS.ws - [24 x 80]

File Edit View Communication Actions Window Help
5 Do AR Em @ % 2 el
Host: |__ 0.0.1 Port: | 52274 Workstation ID: | i

Work with System Partitions
System: 5653r2DC

Attention: Incorrect use of this utility can cause damage
to data in this system. See service documentation.

Number of partitions . . . . . . . ! 1

Partition release: . . o 5 &« & & 6w ! VIRIHMG

Partition identifier gtk Lioite ii 03 1

Partition name . . . . . . . . . . ¢ IBHMIT1H
Select one of the following:
Work with partition status
Work with partition configuration
Clear configuration data

Create a new partition

Selection

F3=Exit F12=Cancel

|m)" |Connected to remote server/host 127.0.0.1 using port 52274
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Select Operating Environment

Select one of the following:

1. 057400
2. Guest

Selection

F3=E=xi#t Fl12=Cancel

ok

Connected to remote server/host 127.0.0.1 using port 52274

r;rﬂ Session A - I550LCPS.ws - [24 x 80] re _— —— o ) S|
File Edit View Communication Actions Window Help
) B 2R B @ % 2 @
Host: [ 127.0.01 Port: [52274 Workstation ID: Disconnect

System:

5653r72DC

b

28

© 2012 IBM Corporation
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29

Create Hew Partition
Complete blanks, press Enter.
Partition identifier and name

Number of available system processors
Number of partition processors T
Minimum / maximum number of processors
Use shared processor pool

Shared processor peool units

Minimum / maximum processor pool unlts

Uncapped prohesslng s

Uncapped processing w91gh+

Size of available memory (MB)
Size of partition memory (MB)
Minimum / maximum size of memory (HB)
Enable workload management . . g w8
Virtual Ethernet Identifiers (1= Tes 2=No)

1 2 3 4

2 2 2 2

F3=E=xi#t Fl12=Cancel

fj@" Connected to remote server/host 127.0.0.1 using port 52274

S

r;rﬂ Session A - ISSOLCPS.ws - [24 x 80] e - — o[ S|
File Edit View Communication Actions Window Help
B B o @ @ s 2 el
Host: [ 127.0.0. Port: | 52274 Workstation ID: Disconnect

System:

2=No

2=No

2=No

5653r72DC

© 2012 IBM Corporation
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rﬁ Session A - [350LCPS.ws - [24 x 80]

1

|_|:|:IE|'F‘§E-1

File Edit View Communication Actions Window Help
B BR 2% 86 =@ %k |

Port: | 52274

Confirm

Workstation ID: |

| Host: |i:_' 0.0.1

Hew Partition

Verify information, press Enter.

Partition identifier and name
Number of partition processors it i
i Minimum / maximum number of processors
Use shared processor pool
Shared processor pool units
Minimum / maximum processor pool unlts
Uncapped processlng :
Uncapped processing w91ght
Size of partition memory (MB)
Minimum / maximum size of memory (HB)

Enable workload management
Virtual Ethernet Identifiers (l=Yes,
| {1 2 5 3
3 2 2 2

2=No)

F12=Cancel

IBM71C1

Disconnect

System: 5653r2DC

/10240

Connected to remote server/host 127,001 using port 52274

ﬂlfﬂﬂll

In order to select Virtual Ethernet as the console device you have to set a Virtual

Ethernet Identifier to ‘3’, Instead of ‘1.

© 2012 IBM Corporation
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31

rﬁ Session A - [550LCPS.ws - [24 x 80]

1

lD:ETpﬁi-W

File Edit Wiew Communication

Actions  Window Help

B bR S @@ =@

| Host: [ 127.0.0.

Available processor
Available memory (MB)
Memory region

Type option,

i 1=Display 2=Change

Partition

Opt ID HName
1 IBHMIT1H
2 IBHMITI1C

3 LINUX

< Indicates partition

units

size (HME)

5| &t & &
Port: | 52274 Wu:urks.tatiu:rnID:|

Work with Partition
1.00

1024

128

press Enter.

9=Delete

—————— Processor----------
Units Uncap Weight

1.00 1 High

1.00 1 Med

1.00 1 MHed

IPL may be required.

F3=Exit

FS=Refresh

Configuration

Memory
(MB)
10240
8192
4096

Fll=Work with
Partition 2

partition

status

F10=Display change status
Fl2=Cancel

change was successful.

MW
Connected to remote server/host 127.0.0.1 using port 52274

Disconnect

System: 5653r72DC

Virtual
Ethernet
1

ID
4
1 P
3 2
1 2

14f@@3!

© 2012 IBM Corporation
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] Session A - I550LCPS.ws - [24 x 80] b - e

File Edit View Communication Actions Window Help

B B AR B =@ b 2L @
Host: |i:_' 001 Port: | 52356 Workstation ID: |

Hardware Service Manager

System unit . . . . . . . 9406-550 65-372DC
Release . . . . . . . . . ! VIR1MO

Select one of the following:

Locate resource by resource name

Failed and non-reporting hardware resources

System power control network (SPCN)

Work with service action log

Display label location work sheet

Device Concurrent Maintenance

Work with resources containing cache battery packs

W = 0 B ld b e

Selection

F3=Exit F6=Print configuration F9=Display card gap
Fl18=Display resources requiring attention F12=Cancel

MuW
o' |Connected to remote server/host 127.0.0.1 using port 52356

Disconnect

Attention: This utility is provided for service representative use only.

Packaging hardware resources (systems, frames, cards,...
Logical hardware resources (buses, I0Ps, controllers,...

information

32
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33

] Session A - I550LCPS.ws - [24 x 80] b -

|-.-|:| F5 pagq ]

File Edit View Communication Actions Window Help

B DD S% BE w6 bk &

Host: [ 127.0.0.

Packaging

Type options, press Enter.
2=Change detail 3=Concurrent
8=Associated logical resource(s)

Opt Description
Virtual Comm IOA
VYirtual Comm IOA
Virtual Comm Port
Virtual Comm IOA
Virtual Comm IOA
Virtual Comm IOA

F3=Exit F5=Refresh F6=Print Fr=Inc
F8=Exclude non-reporting resources
Fl12=Cancel

&/ &

Worlcstation ID: | Disconnect

Hardware Resources
Unit ID: U9406.550.653r72DC
maintenance 4=Remove 5=Display detail
9=Hardware contained within package

Type- Resource
Model Hame
290B-001 P61
6BO4-001 P59
6BO4-001 P60
290B-001 P64
290B-001 P62
290B-001 P63

Location
V1-CbH
V1-C6
V1-C6-T1
Vi-C230
V1-C231
M1-C232

Bottom

lude empty positions and not owned positions
Fl1@=Non-reporting resources

Fl3=Unresolved locations
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] Session A - I550LCPS.ws - [24 x 80] b - @~

File Edit View Communication Actions Window Help

B bR o @ @ vt &

DD

@

Worlcstation ID: |

Host: |__ 0.0.1

Disconnect

Logical Resources Associated with a Packaging Resource

Packaging resource:
Type-Model Resource Name
Virtual Comm IOA 290B-001 PG4

Type options, press Enter.
=Change detail 4=Remove 5=Display detail 6=1/0 debug

T=Verify 8=Associated packaging resource(s)

Opt Description Type-Hodel Resource Name Status

F5=Refresh F6=Print Fl12=Cancel

Virtual Comm IOA 2980B-001 CTLOG6 Operational
Virtual IOP 298B-001 CHB12 Operational

o' |Connected to remote server/host 127.0.0.1 using port 52356

34
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* Create Network Server Description (NWSD)
* Create Network Storage Space (aka Virtual Disk)
* Linking the virtual disks to the NWSD

* Optionally create a Virtual Image Catalog
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2] Session A - I550LCPS.ws - [24 x 80]

File Edit View Communication Actions Window Help

B B A% BlE @ %% &L &

Host: | 0.0.1

Port: | 61602

Warkstation ID: |

o e e

Disconnect

Create Network Server Desc (CRTHWSD)

Type choices, press Enter.
Network server description
Resource name :
Network server type:
Server connection
Server operating system
Online at IPL
Vary on wait
Shutdown timeout
Partition

Partition number

Code page

Server message queue
Library .

Pool identifier

F3=Exit F4=Prompt
F2d=More keys

Fi=Refresh

> 1IBHF1C1
> CLTLOG6

> XGUEST

¥opsys
*!leﬁ_
*NOWAIT
*TYPE
*NONE

HName
Name ,

*NONE , *AUTO
*xIXSVR, *ISCSI,
*WIN32, *AIXPPC,
*YES, =%NO

*NOWAIT, 1-15 minutes

?2-45 minutes

*GUEST. ..
*ESK. ..

2

*L NGVER
*JOBLOG

*BASE

F12=Cancel

1-65535, *NONE

*LNGVER, 437, 850, 852, 857...
Name, ®*JOBLOG, =*NOMNE

Name, xLIBL, *CURLIB

*BASE, =*SHRPOOL1. ..

More. ..

F13=How to use this display

w4 |Connected to remote server/host 127.0.0.1 using port 61602

147043
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2] Session A - IS50LCPS.ws - [24 x 80] | s e S

File Edit View Communication Actions Window HE|fJ
B B 2% 2= @&
Host: | 127.00.1 ort: | 61602 Workstation ID: | i

Create Network Server Desc (CRTHNWSD)
Type choices, press Enter.

TCP/IP port configuration:
Port o nEr @
Internet address
Subnet mask 5 G B
Maximum transmission unit
Gateway address R
+ for more wvalues
TCP/IP route configuration:
Route destination .
Subnet mask
Next hop

+ for more values _

TCP/IP local host name

More. ..
F3=Exit F4=Prompt F5=Refresh Fl12=Cancel F13=How to use this display
F2d=More keys

B5/035
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2] Session A - I550LCPSws - [24 x 80] (o ol S
File Edit View Communication Actions Window Help
=== e |
B pii) A% B|m) = 5% | Iﬁ Lit2
Host: |__ 0.0.1 ort; | 61602 Workstation ID: | i

Create Network Server Desc (CRTHNWSD)
Type choices, press Enter.

TCP/AIP local domain name

TCP/IP name server system . . . xX5YS
+ for more wvalues
Restricted dewvice resources & & *MNOME NMame, x*NONE, xALL...
+ for more wvalues
IPL source . L R R L A Xpanel *NWSSTG, *PANEL, =5THF, A...
IPL stream flle S Er W & B iEE E *NONE

IPL parameters . . . . . . . . . *NONE
Power control . . . . .« .+ & = = Xno *YES, =NO

Serviceability options . . . . . *NONE
Authoridty . o & & & e @ & @ e xCHANGE Name , *CHANGE, =*ALL, =%USE...

More. ..
F3=Exit F4=Prompt F5=Refresh Fl12=Cancel F13=How to use this display
F2d=More keys

177040
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2] Session A - IS50LCPS.ws - [24 x 80] | s e S

File Edit View Communication Actions Window HE|fJ
B B 2% 2= @&
Host: | 127.00.1 ort: | 61602 Workstation ID: | i

Create Network Server Desc (CRTHNWSD)

Type choices, press Enter.

Text 'description”™ . . . . . . . IBM i Client partition 1

Bottom
F3=Exit F4=Prompt F5=Refresh Fl12=Cancel F13=How to use this display
F2d=More keys

B5/061
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2] Session A - I550LCPS.ws - [24 x 80]

File Edit View Communication Actions Window Help

B B E@ B[] =@ %% "IJ __“il
Host: |__ .01 Po blot Workstation ID: | i

Work with MNetwork Serwver Descriptions
System: 5653r72DC

Type options, press Enter.
1=Create 2=Change 3=Copy 4=Pelete 5=Display 6=Print

9=Retrieve Source...

Network
Opt Server Text

IBHr1C1 IBH 1 Client partition 1

Bottom

Parameters or command

F3=Exit F4=Prompt F5=Refresh F12=Cancel F17=Pesition to
F23=More options F24=More keys

MW
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2] Session A - IS50LCPS.ws - [24 x 80] | s e S

File Edit View Communication Actions Window Help
5 Do AR Em @ % 2 el
Host: |i_ 0.0.1 Port: | 61602 Workstation ID: | i

Create NWS Storage Space (CRTHUWSSTG)
Type choices, press Enter.

Network server storage space . . IBHF1C1D@1 Name

=1 R B R T % 10101010] *CALC, 1-1024000 megabytes
From Etﬂrage BRACE o o w6 @ ad *NONE Name, *NONE

Format . . o B 2 B mE E O u *0OPEN *NTFS, *xFAT, *FAT32, x%0PEN...
Data offset . . T *FORMAT *FORMAT, *ALIGNLGLPTN. ..
Auxiliary stﬂrage pnol ID & Gt i@ 1 1-255

ASP device . . iR R R B W e R Name

Text descrlptlon o M 2 OB o @ IBM7r1C]1 Virtual disk 1

Bottom
F3=Exit F4=Prompt F5=Refresh Fl12=Cancel F13=How to use this display
F2d=More keys

B6/038

w1 |Connected to remote server/host 127.0.0.1 using port 61602
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2] Session A - I550LCPS.ws - [24 x 8(

File Edit View Communication Actions Window Help

_J_iﬂij__J_J “ﬂﬁ§'3@|:j:ll Eﬁj!ﬁdﬁ!

Add Server Storage Link (ADDNWSSTGL)

Type choices, press Enter.

Network server storage space . . > 1IBHM71C1D61

Network server description . . . > IBHY71C1
Dynamic storage link . . . . . . xNO
Rocews @ @ e B ¥ e G 8 oE T o *UPDATE

Drive sequence number . . . . . *CALC

Storage path number . . . . . . *DFTSTGPTH

F3=Exit F4=Prompt F5=Refresh Fl12=Cancel
F2d=More keys

Mame

Name

*NO, ®YES

*UPDATE, =*READ, =SHRUPD
1-64, =CALC, =QR

1-4, *DFTSTGPTH, =MLTPTHGRP

Bottom
F13=How to use this display

w1 |Connected to remote server/host 127.0.0.1 using port 61602

10/037
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Elﬂ Sezzion A - [520LCPS.ws - [24 x 80]

File Edit Wiew Communication Actions Window Help

B BB £ BE E@ b 2 el

Hork with HNetwork S5erver S5torage Spaces
System: 565372DC
Type options, press Enter.
1=Create 2=Change 3=Copy 4=Delete 5=Display 6=Print 10=Add link
11=Remove link

Link Stg
Opt MName Server Seq Type Access Path

IBMF71C1DB1 IBHMrF1C1 1 *DYN =UPDATE

Parameters or command

F3=Exit F4=Prompt F5=Refresh F6=Print list F9=Retrieve
Fl1l=Display disk status Fl12=Cancel F17=Position to

Network server storage space link added.

iHn A MU 217007

! |Connected to remote server/host 127.0.0.1 using port 61602
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ZN] Session A - I550LCPS.ws - [24 x.

File Edit View Communication Actions Window Help

B BD A% EE @B %%k oL &

Work with Configuration Status
B6/09/12
Position to . . . . . Starting characters

Type options, press Enter.
1=Vary on 2=Vary off S=Work with job 8=Work with description
9=Display mode status 13=Work with APPN status...

Opt Description Status
3. IBMT1C1 VARIED OFF

Parameters or command

5653r72DC
19:68l1:82

Bottom

F4=Prompt F12=Cancel F23=More options F24=Hore keys

MW
w4 |Connected to remote server/host 127.0.0.1 using port 61602

T

10/003
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ZN] Session A - I550LCPS.ws - [24 x.

File Edit View Communication Actions Window Help

B BE A% BE @ %% & &

Work with Configuration Status
B6/09/12
Position to . . . . . Starting characters

Type options, press Enter.
1=Vary on 2=Vary off S=Work with job 8=Work with description
9=Display mode status 13=Work with APPN status...

Opt Description Status
IBMT1C1 VARY ON PENDING

Parameters or command

::::}

5653r72DC
19:68l1:82

F3=Exit F4=Prompt F12=Cancel F23=More options F24=Hore keys

Vary on completed for network serwver IBHMT71C1.

MA 1 MW
'] Connected to remote server/ hll"tl-'? 0.01 u=|r1_;| purttnltnu._

10/002
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ZH] Session A - I550LCPS.ws - [24 x 80

File Edit Wiew Communication Actions Window Help

8 DD 2% 5] @ b 22 ele)

Work with Configuration 5tatus
06/09/12

Poesition te . . . . . Starting characters

Type options, press Enter.
1=¥ary on 2=¥ary offt S=Work with job 8=Work with description
9=Display mode status 13=Work with APPN status...

Opt Description Status
IBMT1C1 ACTIVE

Parameters or command

5653r2DC
19:01:42

F3=Exit F4=Prompt Fl12=Cancel F23=Hore options F24=Hore keys

A A MU

! |Connected to remote server/host 127.0.0.1 using port 61602

T

10/002
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* From the SST go to VPM:
— 5. Work with system partitions
—2. Work with partition status

 Verify IPL source: D
 Verify IPL Mode: Manual
» Option 1 to activate

b

ll

2] Session B - [24 x 80]

- - . —_— -

File Edit View Communication Actions Window Help

B 2% B = %

@2

Work with Partition Status

Bo| et

Type options, press Enter.
1=Power on 3=IPL restart f=Delayed power off
9=Mode normal 10=Mode manual
A=5Source A B=Source B C=5ource C

Partition IPL IPL
Opt Identifier MName Source Mode
1 IBMI71H B Normal
2 IBMI7I1C D Manual
3 LINUX D Normal

.

F3=Exit F5=
Fli=Work with partition configuration F12=Cancel
MA B

! 902 - Session successfully started

System: S65372DC

8=Immediate power
D=Source D

Reference
Codes

-Refresh F10=Monitor partition status

F23=More options

off

11/004
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» The partition will begin initialization. The hosting partition will
present the virtual optical device or devices and if a real optical
drive is assigned to the hosting partition it will be presented as
well.

» The client partition will locate a valid install or bootable media from

any of the optical devices it finds on the VSCSI connection.
» The rest of the install proceeds as normal, client partition will prompt
for ‘next media’. Go to the host partition and ‘mount’ the next media or
virtual media image.

» Start your Operations Console LAN and connect to the IBM i
Client LPAR.
(Note: When configuring LAN console, the Target partition value
reflects the Partition Identifier value.)

© 2012 IBM Corporation
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* The client partition will see all optical devices
presented by the server partition.

» This includes any physical or virtual optical
devices owned by the IBM i server partition.

« The client will not see any difference between
virtual or physical.
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Backups for IBM i Clients

= For full-system backup, the client storage spaces can be saved on the host IBM i partition
— Similar to AlX, Linux client partitions and iSCSI integrated servers with Windows or
Vmware => ideal for disaster recovery
— File-level backup is not supported
— Storage spaces can be restored on another IBM i host
— Storage spaces can be located in IASP, Flash Copy can be used on IASP

You can use the following command to save a specific NWSSTG-obj:
SAV DEV(/QSYS.LIB/TAPOx.DEVD")
OBJ(('/QFPNWSSTG/virtual _disk_name'))

The accompanying restore command to restore a specific NWSSTG-obj is:
RST DEV('/QSYS.LIB/TAPOx.DEVD")
OBJ(('YQFPNWSSTG/irtual _disk_name'))

© 2012 IBM Corporation
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= Client Virtual Tape

— Tape library drives can only be virtualized when configured as a stand-alone
device, they are not supported while in library mode

» Considerations on number of storage spaces (virtual disks)
—Apprx. 4-12, leaving room for growth upto 16
—Storage spaces should be same size for performance reasons

* |IBM i host vs. VIOS
—External storage
—SKkills

—New virtualization enhancements like Active Memory Sharing,
Suspend/Resume

* VPM limitations vs. HMC
—Only virtual 10
—No dynamic movement of resources
—Maximum 4 client Ipars
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Performance Capabilities Reference Guide

52

IBM Power Systems
Performance Capabilities Reference
IBM i operating system 7.1

April 2012

This document i3 miendad for use by qualified performance relzted programmers or analysts
from IBM, IBM Business Parmers and IBM customers using the IBEM Dower™ Systems
platform monine TBM | operating system  Information in this document may be readily
shared with IBM i customers to understand the performance and mning factors in IBM i
operanng system 7.1 and earlier where applicable. For the latest updates and for the latest
on IBM i performance information, please refer fo the Performance Management
Website:

hitp:{www ibm.com/systems'power/software/i/mana ent/performance/index himl

Fequests for use of performance information by the technical trade press or consultants should
e directed to STG Cross Flatform Sysiems Performance Department.

I5M i 71 Parformamca Cagabilition Referancs - Ageil 3012
=] Copyrigh TBM Coep. 2012 IBALi Performance Capabilite: Eeference

http://www-03.ibm.com/systems/i/advantages/perfmgmt/resource.htmi
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Where Do | Start with Installing IBM | hosting clients on Power system?

HMC based

- Latest version at:

IBM i Virtualization and Open Storage
(read-me first)

Mike Schambureck and Keith fblewski
{schambun@us ibm.com and zhlewskiflus. ibm_com)

IBM Lab Services — IBM Power Systems, Rochester, MN

August, 2011

This "read-me firsI™ paper provides dedalled Insbructions on using 1BM | 6.1.7.1 viruallzation and
connecting open storage to 1BM L It prowides information on the prerequisites, supported

Same guide
Describes VIOS
hosting IBM i clients

http://www.ibm.com/systems/resources/systems i Virtualization Open Storage.pdf
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