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IBM Power Systems

Partition Mobility on IBM i

= With IBM v7.1 TR4 IBM i started to support the capability to migrate partitions between
two systems, referred to as the “Source System” and the “Destination System”

* |BM i partitions can be migrated providing they are in any of the following states:

— Active Partition Mobility: Active Partition Mobility is the actual
movement of a running partition from one physical machine to another
without disrupting the operation of the operating system and applications
running in that partition.

— Inactive Partition Mobility: Inactive Partition Mobility transfers a
partition that is “powered off” (not running) from one system to another.

— Suspended Partition Mobility: A partition can be suspended and
later resumed. Suspended Partition Mobility transfers a partition that is
suspended from one system to another. It may then be resumed on the
target system at a later time.
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Partition Mobility Applicability / Benefits

= With IT organisation being required to provide improved service levels to their
business with reduced planned outages, It security and resiliency are as more
critical than ever before

= Resource balancing

— e.g. move workload onto a system that has lighter workloads. Useful for performance
management and energy management

* Reduce planned CEC outages for maintenance/upgrades

— Migrate partitions between systems to provide continued availability of an IBM i
partition users

* Impending CEC outages
— As an option to keep a partition running if hardware warnings are received
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Partition Mobility for IBM i - Minimum Requirements
= IBM 7.1 TR4 or above
*= Power VM Enterprise Edition on both Source and Destination Systems
= Compatable Power 7 hardware
* POWER 7 Firmware 740.40 or 730.510r above
= HMC v7 r7.5.0 or above

* VIOS 2.2 1.4 or above on both systems
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Partition Mobility for IBM i - Minimum Setup Requirements

All resources for the partition must not have physical I/O adapters assigned

The Source and Destination systems must have
— the same LMB (Logical Memory Block) size
— VIO Servers must have visibility to the disks and must be set a reserve policy of no_reserve
— VIO Servers providing Mover capabilities
— Time of Day should be similar on each system (could use dedicated VIOS to sync clocks)
— The same VLAN's defined and available

Destination System :
— No partition with the same name as the one which is to be Migrated
— Cannot be running on battery power
— Must have sufficient resources (e.g. CPU & Memory) available

Dual Virtual 1/0 Server and multipath 1/0

— only if the destination system is configured with two Virtual 1/0O Servers that can provide the same
multipath setup

* Important Planning Note: All user-defined virtual devices in VIOServer must have
a Virtual Slot number higher than 10. This will be enforced by the HMC code.

6 Power is performance redefined © 2011 IBM Corporation



IBM Power Systems

Partition Mobility — Configuration Requirements

7

The logical partition must have all disks backed by physical volumes.
The logical partition must not be assigned a virtual SCSI optical or tape device.

The logical partition cannot be activated with a partition profile which has a virtual SCSI
server adapter.

The logical partition cannot be activated with a partition profile which has a virtual SCSI
client adapter that is hosted by another IBM i logical partition.

No virtual SCSI server adapters can be dynamically added to the logical partition.

No virtual SCSI client adapters that are hosted by another IBM i logical partition can be
dynamically added to the logical partition being moved.

An IBM i logical partition cannot be moved if it has a varied on NPIV attached tape device.

For NP1V, you must zone both Worldwide Port Names (WWPNs) associated with a virtual
fibre channel adapter.

The logical partition must not be an alternative error logging partition.

The logical partition cannot collect physical I/O statistics.

The logical partition must not be an alternative error logging partition.

The logical partition must not have a Barrier Synchronization Register (BSR).
The logical partition must not have huge memory pages.

Power is performance redefined © 2011 IBM Corporation
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Partition Mobility — Setting a new partition to support mobility

User enabled the setting at create partition
= At create partition,
— Checkbox in GUI and optional in parameter in CLI termed 'RestrictedlO
partition”.
— Defaults to NOT support partition mobility
— No restrictions/changes in create/add profile and modify profile.
() <120 Propestics - Mozl Theton o 0

| {1 9196148130 | https://9.196.148.130/hmc/content?taskld =111 &refresh=137 |

Partition Properties - IBMi-vios-LPM

General | Hardware @ Virtual Adapters | Settings = Other

Name: * [kBMi-vios-LPM

10 158

Environment: IBM i

State: Running

Attention LED: Off

Resource configuration: Configured

0S version: IBM i Licensed Internal Code 7.1.0 410 0
Current profile: LPM

System: 8205-EOBT105E53P

[ Allow performance infarmation collection

Allow this partition to be suspended.
RestrictedIO Partition

oK | Cancel | Help |
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Partition Mobility — Changing an existing partition to support mobility

User enabled of the setting on existing partition
* On in-active partitions only

— HMC validates if the partiton is capable of being a “RestrictedlO Partiton”
when the profile update is attempted to be saved.

— Validation will fail if this profile does not met the configuration requirements

.
@) cts130: Properties - Mozilla Firefox ESREER T

| {1 9196148120 | https://9.196.148.130/hmc/ contenttaskld =111 &irefresh=187 |

Partition Properties - IBMi-vios-LPM

General | Hardware @ Virtual Adapters | Settings = Other

Name: * [IBMi-vios-LPM

ID: 158

Environment: IBM i

State: Running

Attention LED: Off

Resource configuration: Configured

0S version: IBM i Licensed Internal Code 7.1.0 410 0
Current profile: LPM

System: 8205-E6B*105E53P

1 Allow performance information collection

Allow this partition to be suspended.
RestrictedIO Partition

ok || cancel || Help |
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Partition Mobility

Partition —p
Virtual Disk ?isk units) | POWERTY
Mapped through VIO Server to a LUN Server
Virtual Ethernet .
Mapped through SEA in VIO Server VSCSI ethe'l'“e
Hypervisor —p |
M scst VLAN 5|8 §
Virtual Ethernet I vasill 3| & g
Support for migration — S HMC
hdisk1 en1 | MSP E
VIO S?Ner ] vtscsi0 en2 en2 [0)
Provides the Virtual 1/10 SEA O
VASI interface to Hypervisor fcs0 en0 GE) NOtpen )
Mover Service Partition (MSP) i 2 etwor
HMC | Eth t Net k |
Configuration of required capabilities ernet Networ

Validation of configuration
Orchestrates the sequence of events Storage Area Network |

VASI = Virtual Asynchronous Services Interface |
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Partition Mobility — Summary

isk units
Server
A
VSCSi ethe[netl
I _
@)
I N
vasi] @
ee—— : | 8
vhost0 | hdisk1 en1 | MSP Ds_-
vtsc'siO en2 en2 O
SEA CSJ
fcs0 en0 5 HMC

| (7))

Server

10SS8001d 90IAI8S

VASII I

en2 SEA

MSP| en1  phdisk1

en2

en0 fcs0

Ethernet Network

Storage Area Network

11 Power is performance redefined

T,

© 2011 IBM Corporation




IBM Power Systems — IBM i

Partition Mobility — Validating

" A new set of tasks are available for partitions that support mobility,
as we can see below the task allow a user to migrate a partition or

validate partitions readiness to be migrated

Systems Management = Servers = Server-8205-E6B-SN105E53P

2| S 2] (B () (-] Fiter
Select | Name ~ |D ~

1 B axsictsiso 16
M B axri-csiat 17
1 B0 axdemo-201 7
1 [E1 axosmo 20z 8
0 [E axdemo-z10 14
M [Eg axhastazs 10
1 B0 avchasib-zo7 1
[ [N axcha7iazos 12
[0 [En avcharib-2oe 13
(@ 15
[} 5
] 4
0 B Buivios &
~  |E suivios-Lru Propesies 18,
0 Bl prviosa 171 Change Default Profile
[0 [Bl prviosa-ssp17 » Restart
M Bl prviossi7s Configuration »| ShutDown

= Hardware Information 3
O Bl tercs200 Dynamic Logical Partitioning »

Serviceability »

Status

Deactivate Attention LED

Schedule Operations

Suspend Operations

Tasks v || Viewsw
~ | Processing Units
Not Activated

Not Activated
Running
Running
Running
Not Activated
Running
Running
Running
Running
Not Activated
Not Activated
Running
Running

Running

red: 18 Selected: 1

Wigrate
Validate

Recover

0.2
0.2
0.4
02
02
0z
02
0.4

01
0.4
0.4
0z
02

Memory (GB}

Active Profile ~
default
default
AMS
AMS
AMS
default
default
default
default
default
default
default
default
LRI
default
default
default

AMS

Environment

ADC or Linux

ALK or Linux

ADC or Linux

AD or Linux

ALK or Linux

AIX or Linux

AD or Linux

AlX or Linux

AIX or Linux

A or Linux

IBM i

IBM i

IBM i

IBM i

Virtual VO Server
Virtual VO Server
Virtual VO Server

AlX or Linux

Reference Code ~

00000000
00000000

00000000

00000000
00000000
00000000
00000000

Tasks: IBMi-vios-LPM [&7]

Properties
Change Default Profile
Operations

Configuration
Hardware Information

A system designed for business

Dynamic Logical Partitioning

Serviceability
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IBM Power Systems — IBM i

Partition Mobility — Validating

* The Validation dialogue, requires you to select the Destination
System then simply click on the 'Validate' button. This will validate
both systems to ensure that a partiton can be migrated between
systems

By &
Select | Name
E1 axs1ctsts0
Bl axy1-ctstzn
E1 Axcdemo 201
Bl axdemo-202
E1 Axcdemo 210
Bl ax-nasta-208
E1 Axchasib207
Bl ax-nar1a-208
E1 Axcha7ib200
Bl ois
E1 muis
E1 suir
E1 Bhivios
= \Br.h—v\us—LF‘MﬂJ

52

OO00Eyo|0 oo omomooooo

B tcr-cts200

Systems Management = Servers = Server-8205-E6B-SHN105E53P

£ 2| [ |[F) (-] Firer Tasks v || Viewsw

~ |ID -~ | Status ~ | Processing Units.
16 Not Activated
17 Mot Activated
(@) cts130: Validate - Moxzilla Firefox L
1 9196148130 | https://9.196.148.130/ hmc/wel/T47eb

6B-SN105E53P - IB|

migration set up has been verifiad.

Source system :
Migrating partition:
Remote HMC: [

Remote User:

Server-8205-E6B-SN105E53P
IBMi-vios-LPM

Destination system:

Destination profile name:
Destination shared processor pool: j

Source mover service partition:

Destination mover service partition:
Wait time (in min):

Override virtual network errors when possible:
Override virtual storage errors when possible:
Virtual Storage assignments :

Select Source Slot Type ‘[:_fcs)tsl,natlon

Fill in the following information to set up a migration of the partition to a different managed system.
Click Validate to ensure that all requirements are met for this migration. You cannot migrate until the

Server 8231 E25 SN06767Fp | 7|[ Refresh Destination System |

|_MSE pairing..._|

Slot ID
| [ validate || cancel || Help
=T

Active Profile ~ | Environment
default AIX or Linux
default AL or Linux
AMS AIX or Linux
AMS AL or Linux
AMS AIX or Linux
default AL or Linux
default AIX or Linux
default AL or Linux
default AIX or Linux
default AL or Linux
default BM i

default BBM i

default BM i

LPM BM i

default Virtual VO Server
default Virtual VO Server
default Virtual VO Server
ANMS ALK or Linux

Reference Code -~
00000000

00000000

00000000

00000000

00000000

00000000

00000000

Tasks: IBMi-vios-LPM

=
B

Properties
Change Default Profile
Operations

Configuration
Hardware Information

A system designed for business

Dynamic Logical Partitioning
Serviceability
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Partition Mobility — validation (HMC)
HMC high level steps

Explicit HMC user interfaces are available for validation only.
* Validation is also part of actual migration operation.

* Checks the Remote Monitoring and Control (RMC) connections to both VIO Servers
* Checks the RMC connection to the partition to be Migrated
* Checks the LMB sizes on Both Systems

= Checks the Partition to be Migrated :
No physical adapters defined as “required” in the LPAR
The LPAR uses only external LUNs
The LPAR supports active migration ( OS support )
The LPAR is NOT a Mover Service Partition
The LPAR is NOT using Barrier Synchronisation Registers
The LPAR is NOT using Huge Pages
The LPAR state is active/running
The LPAR is NOT in a Partition workload Group
The LPAR MAC address is unique ( across both servers )
The LPAR has a name which is NOT in use on the Target System

12 Pdohecksdthatwedoneliexeeed the number of active migrations ©2011 IBM Corporation
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Partition Mobility — Validation RMC connections

isk units

Server
A
VSCSi ethe
L
vhost0 | hdisk1
vtsc'siO
fcs0

Server

900.d 9JIAISS

(@)

en0 fcs0

J

Ethernet Network

Storage Area Network

15 Power is performance redefined

T,

© 2011 IBM Corporation




IBM Power Systems

Partition Mobility — Validation

isk units

vscsi et

L
vhost0 | hdisk1
vtsc'siO
fcs0

Server

10SS8001d 90IAI8S

VASII I

en2 SEA

MSP| en1  phdisk1

en2

en0 fcs0

Ethernet Network

Storage Area Network
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IBM Power Systems

Partition Mobility — Validation

isk units0
Server
A
VSCSi ethe[netl
I _
@)
I N
vasi] @
ee—— : | 8
vhost0 | hdisk1 en1 | MSP Ds_-
vtsc'siO en2 en2 O
SEA O
-
fcs0 en0 o
| (7))

Server

Ethernet Network

Storage Area Network
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IBM Power Systems

Partition Mobility — Validation

isk units
Server
A
VSCSi ethe[netl
I _
@)
I N
vasi] @
ee—— : | 8
vhost0 | hdisk1 en1 | MSP Ds_-
vtsc'siO en2 en2 O
SEA O
-
fcs0 en0 o
| (7))

Server

hdisk1

fcs0

i vhost0 :

-== vtscsi0

Ethernet Network

Storage Area Network
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IBM Power Systems

Partition Mobility — Validation

= Checks the target system has the required resources
— Processor, Memory, Virtual Slots
— SEA with matching VLAN(s) to support the migrated partition
— Same disk UDID (universal Device ID) available
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Partition Mobility — Validation

isk units
Server Server
B
vscsi
w : :
)] — .
ﬂ -
<. I :
Q VASII } -
e— — ® | I'I'I'I'I'I'H'I'I'I'I'I'I'I'l-
vhost0 U |LMSP] en1  hdisk1 : vhosto i
I O lllllll : --------
vtscsi0 O en2 === ytscsi0
8 en2 SEA
w»
HMC| 2 en0 fcs0
|
I |
| Ethernet Network |

Storage Area Network
]

@ | © 2011 IBM Corporation
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Partition Mobility — Validation

= State Information
— Processor configuration — dedicated/shared, count and entitiment
— Memory configuration - Minimum/maximum/desired
— Virtual Adapter configuration

= State Information from the Source System Hypervisor
— Partition’s memory, hardware page table (HPT), Processor state
— Virtual adapter state, non-volatile RAM (NVRAM), The time of day (ToD)
— Partition configuration, state of each resource

= Source system MSP collect this through the VASI
* MSP transfers this information to the target MSP
= State information is then available to the new partition shell

Note : The State Information represents the LPAR’s current characteristics (itis NOT based on any
of the LPAR profiles ). The existing profile will be modified with the new Virtual Device mappings

21 Power is performance redefined © 2011 IBM Corporation
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Partition Mobility — Validation

= After the validation has completed, the dialog information is updated
to include information on how the migration would occur

Systems Management = Servers = Server-8205-E6B-SN105E53P

2 F 2 # O (- Fiter Tasks v | Viewsw
Select | Name -~ |ID -~ | Status ~ | Processing Units ~ | Memory (GB) ~ | Active Profile | Environment » | Reference Code ~

7 |Ef axsi-cts1s0 16 Not Activated 0.1 125 defautt AIX or Linux 00000000
7 B anrictsist el Not Activated 0.1 1.25 default AIX or Linux 00000000
7 Bl avcemoz01 [ @ cts130: Validate - Mozl Firefox . - - 2 2 Als ADCor Linux 10000000
7 B Avdemo 202 — 2 2 ANS AIX or Linux 00000000

= 1 9196148130 | https://9.196.148.130/hmc/content *taskl: |
7 Eq axdemo-210 4 2 AMS AIX or Linux 00000000
I Bl Ax-hesia-208 3 2 defautt AIX or Linux 00000000

Bl 4nchor hoas Fill in the following information to set up a migration of the partition to a different managed system. 2 2 defautt A or L
0 E[I ADCNaETE-207 Click Validate to ensure that all requirements are met for this migration. You cannot migrate until the sty or binux
[T B0 anchariazoe migration set up has been verified. 2 3 defautt AL or Linux

El avcnazin20e 2 3 default ADC or Linux
O B0 Ax-ha1b-20 Source system : Server-8205-E6B-SN105E53P
7 B ois3-1s2 Migrating partition: IBMi-vios-LPM 4 8 default AL or Linux
1 |Elews e = I 1 4 defautt 1BM i 00000000

B Remote User: h
0 Elewr 1 4 defautt 1BM i 00000000

- Destination system: - 7
7 Bl enivios Server-8231-£28-5N06767F | Refresh Destinsiion Sysiem 1 4 defaut 1BM i 00000000
Kl euevos ] Destnation profile name: LPM 1| 4/ LPw B i 10000000

- Destination shared processor pool: -
O Bl prviosaam p p DefaultPool (0) = 4 4 defaut Virtual U0 Server
- E[l pvinsd-sspT2 Source mover service partition: p7viosd-ssp-172 MSP Pairing... 4 4 default Wirtual VO Server

E ) Destination mover service partition: p7vios1-169 N
(] - 1 p7 Wait time (in min): S z 4 gdefaut Wirtual VO Server
[ Bl ter-ots200 || ©verride virtual network errors when possible: - & ANS ALK or Linux

J Override virtual storage errors when possible: |_
Virtual Storage assignments :
Source Destination
Select Slot ID Slot Type VIOS
[ |18 SCSI p7viesi-169
V18 5CsI p7vios2-55p-170
Wiew VLAN Settings... || Validate || Migrate || Cancel || Help
———
Tasks: IBMi-vios-LPH M

Properties
Change Default Profile

Operations

onfiguration Dynamic Logical Partitioning

Serviceability

Hardware Information

A system designed for business ©2012 IBM Corporation
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Partition Mobility — Migration

= After you have validated you can have the option to begin a
migration process

Systems Management = Servers = Server-8205-E6B-SN105E53P

2 F 2 # O (- Fiter Tasksw || Viewsw
Select | Name -~ |ID -~ | Status ~ | Processing Units ~ | Memory (GB) ~ | Active Profile | Environment » | Reference Code ~

(] Eﬂ AGI-ctz180 16/ Not Activated 0.1 1.25 defautt ALK or Linux 00000000
7 B anrictsist el Not Activated 0.1 1.25 default AIX or Linux 00000000

m ( N
7 Bl avcemoz01 [ @ cts130: Validate - Mozl Firefox b = e o | Bl eS| fo.2 2 AME A or Linux 00000000
7 B Avdemo 202 — 2 2 ANS AIX or Linux 00000000

= | 71 9196148130 | https://9.196148130/hmc/content?task] |
7 Eq axdemo-210 4 2 AMS AIX or Linux 00000000
I Bl Ax-hesia-208 2 2 defautt AIX or Linux 00000000

K & o Fill in the following information to set up a migration of the partition to a different managed system. 2 2 defautt A or L
0 E[I ADCnaE1E-207 Click Validate to ensure that all requirements are met for this migration. You cannot migrate until the sty or binux
[ B ax-haria-z08 migration set up has been verified. 2 3 defautt ADK or Linux

B Avcharib-208 2 3 defaut AIX or Linux
O B0 Ax-ha1b-20 Source system : Server-8205-E6B-SN105E53P
(| E[I Dir63-152 Migrating partition: IBMi-vios-LPM 4 8 default ALK or Linux
1 |Elews e = I 1 4 defautt 1BM i 00000000

T Remote User: )
0 Elewr 1 4 defautt 1BM i 00000000

- Destination system: - 7
7 B ewivios Server-8231-£28-5N06767F | Refresh Destinsiion Sysiem 1 4 defaut 1BM i 00000000
Kl euevos ] Destnation profile name: LPM 1| 4/ LPw B i 10000000

- Destination shared processor pool: -
O Bl prviosaam p p DefaultPool (0) = 4 4 defaut Virtual U0 Server
0 |EY prvistosp 173 Source mover service partition: p7viosd-ssp-172 MSP Pairing... L P D

E ) Destination mover service partition: p7vios1-169 N
(] [ p7vioss-173 Wait time (in min): S z 4 gdefaut Wirtual VO Server
[ Bl ter-ots200 || Override virtual network errors when possible: f 8 ANS ALK or Linux

J Override virtual storage errors when possible: L
Virtual Storage assignments :
Source Destination
Select Slot ID Slot Type VIOS
[ |18 SCSI p7viesi-169
V18 5CsI p7vios2-55p-170
Wiew VLAN Settings... || Validate || Migrate || Cancel || Help
~—
Tasks: IBMivios-LPM @ MwoEs —

Properties
Change Default Profile

Operations

onfiguration Dynamic Logical Partitioning

Serviceability

Hardware Information
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Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration
parameters

Systems Management = Servers = Server-8205-E6B-SN105E53P

o % 2 £ |2 @ [F] (] Fiter | Tasks¥ || Viewsw
Select J Name ~ J D a~ J Status ~ J Processing Units ~ J Memory (GB) - JAnﬁve Profile a~ J Environment -~ J Reference Code ~ J
L] |] AG1-cts160 16 Not Activated 01 1.25 default AL or Linux 00000000
@ [| AN71-cts181 17 Not Activated 01 125 default ALK or Linux 00000000
s — ™
O Bl axdemo-201 {@ Partition Migration - Server-8205-£68-SN10SES3P - Moxzilla Firefox o ] 215 ADor Linux
T B andemo202 - _ - AMS AIX or Linux
1 Bl axdemo-210 | ANS ALK or Linux
[FT [| AD-hab1a-206 default AL or Linux oooooooo
T Ef Axchestbaor default ALK or Linux
[F] [| Al-ha71a-208 default AIX or Linux
The partition migration wizard will guide you through the migration of this partition to another managed
T Ef axcnsribooe system. default AL or Linux
. = SYStEm name ; Server-8205-E6B-SN105E53P defautt AIX or L
[ &1 pis3152 Migrating partition : 1BMi-vies-LPM efau or Linux
O [| BMi-5 Validatien Errors/Warnings Jiglls[e=1ls1s Ra%s 1= Active default B i 00000000
O Elews Mover Service Partitions Overr!de wvirtual network errors when pos;lble: = default BM 00000000
VLAN Configuration Qverride virtual storage errors when possible: [
T B swivis - default BM i 00000000
= ‘ Virtual Storage Adapters
i LPM BM

1 Btti-vios-LPM Shared Processor Pools ‘I ! foooe000
O [| pTvios3-171 Wait Time default Virtual VO Server
[F] |] pivinsd-ssp-172 Summary default Virtual VO Server
O [| prvios5-173 default Virtual VO Server
7 B ter-cs200 ANS AL or Linux

Cancel |
Tasks: IBMi-vios-LPM
Properties Dynamic Logical Partitioning
Change Default Profile
——————————
Operations » —_—— sen !

A system designed for business © 2012 IBM Corporation



IBM Power Systems — IBM i

Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration
parameters

Systems Management = Servers = Server-8205-E6B-SN105E53P

P L2 B ] (] Fiter || [ Tasksw || viewsw
Select J Name ~ J D ~ J Status ~ J Processing Units. ~ J Memory (GB) ~ J Active Profile ~ JEnvlronment ~ J Reference Code -~ J
Bl axst-ctsiao 16 Not Activated 0.1 1.25 defautt A or Linux 00000000
7 Bl ascricsiat a7 Not Activated 0.1 1.25 defautt AIX or Linux 00000000
g = ™ .
T B aoeno 201 [ @) partition Migration - Server-B205-E6B-SN10E53P - Mozilla Firefox o o ] 02 2| AMS Abkor Linux
Bl axdemo202 - — 02 2 ANS AIX or Linux
‘ 7 9.196.148.130 | https://9.196.148.130/hrnc/wel/ ThEsF ‘
T Bl axdemo-210 — 0.4 2 ANS A or Linux
[F] [| AX-ha61a-208 erver-8205-E6B-SN105E53P - IBM s-LPM 0.2 2 default ADCor Linux oooooooo
Bl sochasivzor Profile Name 0.2 2 defautt A or Linux
Bl acchariazos L . 02 3 default AIX or Linux
As part of the migration process, the HMC will create a new
] [I AX-haT1b-208 migration profile containing the partition's current state. Unless 0.2 3 default ADC or Linux
you specify a profile name when you start the migration, this .

[ |Etoie31s2 Destination profile will replace the existing profile that was last used to S | dero Sl

! e e e activate the partition. Also, if you specify an existing profile 01 4 default BMi 00000000
= U s S L ) ; ) name, the HMC will replace that profile with the new migration
[ [| IBMi-T LBV UEERE EEELER profile. If you do not want the migration profile to replace any of 0.1 4 defautt BM i 00000000

f the partition's existing profiles, you must specify a new, unigue
B emivios onfiguration pmﬂ?e name. ar Y pecify runa 0.4 4 defaut BM i 00000000
o | l rage Adapters |
v i . . 0.1 4/LP® B i 00000000
1 Btiivios-L P Shared Processor Pools During the migration a new profile is created for the migrating I

O [| pTving3-171 Wait Time partition. The new profile contains the partition's current 0.4 4 defautt Virtual VO Server

= configuration and any changes that are made during the N
O 1 prvios4-ssp-172 Summary migration. You can edit and change the profile name. 04 4 default Virtual VO Server

E 5 0.2 4 default Virtual VO S
O l[l prvinsS-173 MNew destination profile name: ‘ etau s Srver
T B terets200 0.2 6 ANS A or Linux

< Back ‘ _ Cancel ‘
Tasks: IBMi-vios-LPM EF
Properties r Dynamic Logical Partitioning
Change Default Profile ‘ . i,
Serviceability

Operations

A system designed for business
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IBM Power Systems — IBM i

Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration
parameters

Systems Management = Servers > Server-8205-E6B-SN105E53P

2l w2 |5 2| B E (-] Fiker || Tasksw || viewsw

Select J Name ~ J (] - J Status ~ J Processing Units - J Memory (GE} ~ J Active Profile -~ JEnvlmn ment -~ J Reference Code ~ J
I Ep axst-ctsizo 18 Mot Activated 0.1 1.25 defaul AL or Linux 00000000
7 BD asrictstan 17 Not Activated 01 125 default AIX or Linux 00000000
O B asxdemo-201 (@ Partition Migration - Server 8205 E68 SN10SES3P - Mazilla Firef... (s =0 et | 02 2| ANS ABCor Linux
7 ED Asdemo202 -  — 02 2 AMS A or Linux
[ Bl axdemo-210 = 136 12130/ ha M"TEBL. i ‘ 0.4 2 ANS AL or Linux
I Bl axnas1az0e 02 2 default AIX or Linux 00000000
7 Bl axnasio-zo7 02 2 default AIX or Linux
1 Bp axhariaz0e Remote HMC 02 3 defautt AIX or Linux
[ Bl axcharis-zos + Profile Name Specify remote HMC and user for partition 02 3 default AR or Linux
7 B oea-1s2 -3 Remote HMC :a‘%?g?ré;&eoﬂeesagigzg;‘;it;’g;ho“‘d 0.4 8 defaut ALK or Linux
Bl swis capable of partition migration. 01 4 default BM i 00000000
7 Elewr Mover Service Partitions E,ﬁig’ﬁiggratm” 0.1 4 defaut BH i 00000000
Bl Buivios 5 —— S Remote User: ] 0.1 4 default BH i 00000000
= |[I BMi-vios-LPME] Virtual Sm,;ge e II | 01 4/LPu BM i 00000000
7 Bl prviosaami Shared Processor Pools 0.4 4 default Virtual V0 Server
7 | B prvios4-ssp-172 Wait Time 04 4 default Virtual IO Server
O |] pTvioss-173 Summary 02 4 default Virtual VO Server
I B tercts200 02 § ANS AIX or Linux

I ted: 1

Tasks: [BMI.vios LPM Cancel | T
Properties Dynamic Logical Partitioning

;r;zg;z:f:un Frofie '—-=on Serviceability
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Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration
parameters

Systems Management = Servers > Server-8205-E6B-SH105E53P
o % 92| £ (2] (8 &) o Fiter || [ Tasksw || viewsw
Select J Name -~ J D - J Status ~ J Processing Units ~ J Memory (GB} - JAmive Profile ~ J Environment - J Reference Code - J
L] |] AlXE1-cts180 16 Mot Activated 01 1.25 defautt AD or Linux 00000000
[F] |] ALKT1-cts181 17 Mot Activated 0.1 1.25 defautt AD{ or Linux 00000000
r = N .
™ B axdemo-201 @ Partition Migration - Server-8205-E68-SN10SES3P - Mozilla Firefox [E=EEE > 02 2| ANS ADCor Linux
7] [l AlXdemo-202 - — 0.2 2 ANS AIX or Linux
| 9.196.148.130 | https://9.196.148 130/ hrnc/wcl/ ThBEF |
O [ Axdeme-210 —_— 0.4 2 AMS A or Linux
[F] [l Al¢-hag1a-208 0.2 2 defautt AD{ or Linux 00000000
O [l Al¢-hag1b-207 0.2 2 defautt A or Linux
[ |[Ef achs7ia-208 o 0.2 3 default AIX or Linux
Select a destination managed system and user for
O I] AlX-haT1b-209 partition migration. The destination managed systems 0.2 3 default ALK or Linux
listed below will support the migration of a partition from
O Biowessz this managed system. If the managed system you want L O] el Al or Linux
0 |] BMiE ¥ is not in the list, verify the system is migration capable 01 4 defautt BMi 00000000
~ Bl and compatible with the migrating partition.
O Enewr Maver Servics Bartitions 0.1 4 defaut BM i 00000000
VLAN Configuration
O B emivies Destination System: 01 4 defauk Bl i 00000000
virtual Storage Adapters v [server3-E4A-SN10DDF11 E
4 ||] 1BMi-vios-LPH ] I - II 01 4/ LPK IBM i 00000000
Shared Processor Pools = _—
o Ep = e OO 04 4 defaut Virtual U0 Server
prVios3-1T1 Wait Time Serverd-E4A-SN10DDF21
T Bl prvioss-ssp172 Summary Server-8231-E2B-SN0G/67FP 04 4 default Virtual U0 Server
O |] prwioss-173 02 4 defautt Virtual VO Server
7] |] ter-cts200 02 6 ANS AIX or Linux
< Back | Next= | | | cancel |
. =]
Tasks: IBMi-vios-LPM
Properties javascript: CSBUpdatelnp...,"Wb835','Wb&7c' true); Dynamic Logical Partitioning
Cange Defau Froffe g T — Serviccabil
Operations = erviceanility
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Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration

parameters

Systems Management = Servers = Server-8205-E6B-SN105E53P

2| 2] 2] 2] (3] ] G]Fiter

Select | Name

9

B axei-cts120
El axri-ctstat
Bl Axdemo-201
Ef axdemo202
E axdemo 210
B Ax-hasta-206
Eq ax-nasib-207
El anchariazs
B ax-nazib-209
Efl i3 152

Bl ouis

Bl muiz

Bl suivios

E1 BuiviosLemEl

1 |

Bl p7vios3-471
Hi piviosd-ssp-172
Eq p7vioss-173

Oom o

EN tor-cts200

~ |ID

@ cts130: Migrate E‘E‘éj 7

71 9196148130 | https

9.196.1

Performing validation

9

Status.

Tasks = Views v

Not Activated
Not Activated
Running
Running
Running
Not Activated
Running
Running
Running
Running
Not Activated
Not Activated
Running
Running
Running
Running
Running

Running

Max Page Size: |500

~ | Processing Units:

Totak 18 Fitered: 18 Selected: 1

~

Memory (GB)

- | Active Profile )
1.25 default

1.25 default

2 ANS

2 ANMS
2 AMS
2 default
2 default
3 default
3 default
8 default
4 default
4 default
4 default
4/LPM

4 default
4 default
4 default

6 AMS

Environment

AIX or Linux

AL or Linux

AIX or Linux

AIX or Linux

ALK or Linux

AIX or Linux

ALK or Linux

AIX or Linux

AIX or Linux

AL or Linux

1B i

IBM i

IBM i

IBM i

Virtual VO Server
Virtual D Server
Virtual IO Server

AL or Linux

~ | Reference Code =

00000000
00000000

ooooooon

0oooooon
00000000
00000000

00o0ooon

Tasks: IBMi-vios-LPM

@6

Properties
Change Default Profile
Operations

Configuration

Hardware Information
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Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration
parameters

Systems Management = Servers = Server-8205-E6B-SN105E53P

© % 2 £ 2 ) (- Fiter | Tasksw || Viewsw
Select | Name ~ D ~ | Status ~ | Processing Units ~ | Memory (GB) ~ | Active Profile ~ | Environment ~ | Reference Code -~
Bl axet-cts1ao 16 Not Activated 01 125 default ALK or Linux 00000000
O B axricsiat 17 Not Activated 01 125 default A or Linux 00000000
r = »
O B axdeno 201 @ Partition Migration - Server-8205-E6B-SN10SE53P - Mozilla Firefox =R 2| ANS ABCor Linux
O [BJ axdemo-202 - — 2 AMS AN or Linux
196.148.130/ hic/content?taskld=5198irefresh=97 4
9.196.148.130/'h Ttackld=5198irefresh=975
0 1 Acdemo-z10 — 2 AMS AL or Linux
= |] AlX-ha61a-208 2 default AR or Linux 00000000
Bl Axchasib207 2 default AL or Linux
[F] |] Ald-haT1a-208 3 default ALX or Linux
L] [| AlX-haT1b-209 Mover Service Partitions {MSP) control the migration of the partition from this system 3 default AL or Linux
to the destination system. Specify the MSP on this system and the destination .
O Bipiex1s2 system to be used for the migration. B|TFrE izl
 Elews Validation Errors/Warnings 4 default IBM i 00000000
= E1ewr —* Mover Service Partitions . . . dinati . o be obi 4 default IBM i 00000000
c ; The Mover Service Partitions coordinating a partition migration must be able to
WLAN Configuration d ! Hng
B Bwivios p— = — communicate with each other. Below is a list of the MSPs that are currently able to 4 default 1B i oooooooo
irtua rage apters i
v |[| Biiviaet Pl I - communicate over the network. S— S— 4|LPW IBM i 00000000
Shared Prc or Poals Select Source Source Destination Destination
o |En prvios3-171 R T MSP Partition | MSP Partition’s IP | MSP Partition | MSP Partition’s TP 4 default Wirtual V0 Server
=] [| pTviosé-ssp-172 Summary o p?v!us4-ssp—172 9.196.148.172 p?v!usl-lﬁg 9.196.148.169 4 default Virtual VO Server
p7viosd-ssp- .196.148. p7vios2-ssp- .196.148.
C 7 4 172 9.196.148.172 7 2. 170 9.196.148.170
T Bl prvioss-173 C p7vioss-173 9.196.148.173 p7vios1-169 5.196.148.169 4| defaul Virual U0 Server
7] ﬂtcr—dsZDO C p7wvios5-173 9.137.62.127 p7vios1-169 9.196.148.169 6 AMS AIX or Linux
& p7vios5-173 9.196.148.173 p7vios2-ssp-170 | 9.196.148.170
C p7vios5-173 9.137.62.127 p7vios2-ssp-170 9.196.148.170 H
C p7vios3-171 9.196.148.171 p7vios1-169 9.196.148.169
C p7vios3-171 9.196.148.171 p7vios2-ssp-170 9.196.148.170
| Cancel
Tasks: IBMivios-LPM
E’hﬂpeme; faut Profi L Dynamic Logical Partitioning
anae Jemaiiene T Hardware Information Serviceability

Operations
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Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration

parameters

Systems Management = Servers = Server-8205-E6B-SN105E53P

. % = £ 2 |# | (< Fiter | Tasksv || Viewsw
Select | Name ~ | ~ | status ~ | Processing Units ~ | memory (G8) ~ | Active Profie ~ | Environment ~ | Reference Code ~1
7 Bl axer-cisiso 18 Not Activated 0.1 1.25 gefault AIX or Linux 00000000
7 Bl axrr-cisist 7 Not Activated 0.1 1.25 default AIX or Linux 00000000
- = ~ ;
[ B axcero-201 (@) partition Migration - Server-8205-E68-SN10SES3P - Mozilla Firefox [E=R ) 02 2| AMS Abor Linux
7 Bl axdemo 202 - — 02 2 AMS AIX or Linux
9.196.148.130/ hrc/wel/ Thel73 ‘

7 Bl axcemo-210 — 0.4 2 AMS AIX or Linux
0 Bl ax-heste-208 0.2 2 defautt AIX or Linux 00000000
M El axnassib-z07 VLAN Configuration 02 2 defautt AIX or Linux
7 Bl aschariazos A 02 3 defautt AIX or Linux

The table below displays the partition's VLAN
O [I AlX-haT1b-209 configuration on the destination system matching the 0.2 3 defautt ADX or Linux

source partition’'s VLAN configuration.
1 Eioss1s2 ° g 0.4 8 defautt AIX or Linux
m Ensws — 0 4 defautt B i 00000000

Selected |VLAN ® | Status |Br|'dged |°‘*5“""’“°" ‘
1 Epewr B VIOS 0.1 4 defautt IBM i 00000000

VLAN Configuration -
7 El siivios —3 VLAN Configuration Yes 22 Present Yes p7vios1-169 01 4 defautt BM i 00000000
= ‘ o Virtual Storage Adapters
3 0.1 4|LPu
1 ui-vios-LPw Shared Processor Fools I BN fuoouono
7 Bl prviosamt WWakiiime 0.4 4 defautt Virtual VO Server
7 Bl prviossssp 172 Summary 0.4 4 defautt Virtual VO Server
[ E1 prvioss-73 02 4 defaut Virtual VO Server
7 Bl ter-cts200 0.2 & AMS AIX or Linux
< Back | [INes=N Cancel
=T
Tasks: [BMi-vios-LPM

Properties Dynamic Logical Partitioning
Change Default Profile

Operations
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Partition Mobility — Migration

= Alternatively you can select a migration from the partition tasks and
you will be taken through a set of screens to set up the migration
parameters

Systems Management = Servers = Server-8205-E6B-SN105E53P

D) % %7 F] (2] (B ) (] Fier ||| Tasksw || viewsw
Select | Name ~ D ~ | status ~ | Processing Units ~ | Memory (GB) ~ | Active Profile ~ | Environment ~ | Reference Code ~ |
Bl axe1-cts180 18 Not Activated 01 1.25 default A or Linux 00000000
O B avqi-cstsn 17 Not Activated 0.1 1.25 default AIX or Linux 00000000
r - N ;
O Bl axgemo201 (@) parttion Migration - Server-8205-£68-SN10E53P - Mozilla Fref,. -cou =) e 02 2| ANS AbCor Linux
T Bl andemo-202 = — 02 2 AMS A or Linux
| T 9.196.148130  http=://9.196.148130/hmc/wcl/Thd73 g |
| Bl axdemo-210 —_— 04 2 AMS AIX or Linux
B avchasia 206 Server-8205-E6B-SN105E53P - 02 2 default AN or Linux 00000000
T |En acchasibzor 02 2 default AIX or Linux
T Bl ax-haria-208 Shared Processor Pools 02 3 defautt AIX or Linux
T |Bp ax-naric-200 The table below shows the validated 02 3 default AIX or Linux
E - target shared processor pools matching

C III IGESE the source partition's shared processor 04 BT oy
7 Eoems pool configuration. 01 4 default BM i 00000000
O Enewr Destination Shared Processor Poal: 01 alere s T
- B Select | Pool ID | Pool Name 01

Elf-vies « VLAN Configuration = 0 DefaultPool 4| detaut B s
3 |II IBMi-vios-LPME I  Virtual Storage Adapters II | 0.1 4/LPM BM i 00000000
L] || pTvios3-171 =» Shared Processor Pools| 0.4 4 default Virtual VO Server
Bl prviosasspi7a Wait Time 04 4 defautt irtual U0 Ssrver

[
O || pTviosS-173 Dl 0.2 4 default Virtual VO Server
B ter-cts200 02 § AMS AIX or Linux
I ted: 1
| Cancel
Tasks: IBMi.vios L P -
Properties Dynamic Logical Partitioning
Change Default Profile .
=
Operations ——— Y Serviceability
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L L L] L] L] L]
Partition Mobility — Migration
= Alternatively you can select a migration from the partition tasks and
. . .
you will be taken through a set of screens to set up the migration
parameters
Systems Management = Servers = Server-8205-E6B-SN105E53P
=2 L] 2] (8] () (=] Fiter | Tasks v || Viewsw
Select | Name ~ |D ~ | status ~ | Processing Units. ~ | Memory (GB) ~ | Active Profie ~ | Environment ~ | Reference Code ~ |
T [E1 axst-csteo 18 Not Activated 01 1.25 defauk AIX or Linux 00000000
T [Enaxri-cste 17 Not Activated 04 1.25 defauk AIX or Linux 00000000
T B axdero201  {@) parition Migration - Server-8205-E6B-SNIOSES3P - Mozilla Firefox  [Scoulo (=) el | 02 2| AMS AbCor Linux
B0 axdemo-202 - — 02 2 AMS AIX or Linux
O Bl sowernzto ‘ 71 9.196.148.130 | http=://9.196.148.130/ hme/wel, TI‘:EL ‘ 0 2l ans A or Lim
B axhesta-zos ration - Server-8205-E6B-SN105E53 0.2 2 default ALK or Linux 00000000
O [Bl axnaeis-207 0z 2 defautt AIX or Linux
Bl axnaris-208 Wait Time 02 3 default AIX or Linux
O Bl ax-naris-200 Wait time is the maximum time, in minutes, 0.2 3 default AL or Linux
r Biomssae Sopications 1o atimawiodaa that o parton o Bl AT
7 Eneuis migration event is about to happen. You may 0.1 & default B i 00000000
- Enewr Validation Error: n‘.arninr- E:;i’i;t"'igr"zem value if the default value is 01 4 default BM i 00000000
T B euivis PTTST— Wait time (in min): [5 01 4 default BM i 00000000
~ ‘II 1BMi-vios-LPME] Im 01 4|LPu B i 00000000
T Bl prviesza7 04 4 defautt Virtual VO Server
Bl prvioss-ssp-172! 04 4 defautt Virtual VO Server
O Bl prviess172 0z 4 defautt Virtual VO Server
B ter-cts200 02 6 AMS AIX o Linux
I

Tasks: IBMi-vios-LPM

< Back | [NSEEN Cancel

Properties
Change Default Profile
Operations
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Migrated Virtual Storage Assignments

Slot ID Slot Type | Destination VIOS |
18 SCSI p7vios2-ssp-170

L L L] L] L] L]
Partition Mobility — Migration
. . . e
" Alternatlvely you Can selectan 11g ration from the partltlon tasks and
ill be tak th h t of t t th ' ti
Systems Management = Servers = Server-8205-E6B-SN105E53P
= w2 |2 |2 (@ [&F] (] Fiter || [Tasksw |[ Viewsw
Select | Name ~ | ~ | status ~ | Processing Units ~ | Memory (GB) ~ | Active Profile ~ | Environment ~ | Reference Code ~ |
0 Ep axsicts1so 16 Not Activated 01 1.25 defautt ALK or Linux 00000000
T B axri-cisist 17 Not Activated 0.1 1.25 defautt AIX or Linux 00000000
- - ~ .
T E1 axgemo-20 @ Partition Migration - Server-8205-E68-SN105ES3P - Moxilla Firefox N 02 2| ANS AbCor Linux
B axdemo-202 - e 02 2 ANS AIX or Linux
E 9.196.148 130/ hmc/wcl/Thd73 | .
By Axdemoz10 — 04 2 ANS AIX or Linux
B ax-haste-208 02 2 defautt AIX or Linux 00000000
7 Ef axchssibzor Summary 02 2 defautt ALK or Linux
B ax-har1e-208 02 3 default AIX or Linux
You are now ready to begin the partition migration.
] Il Al<-ha71b-209 Below is a summary of the settings for this migration. 0z 3 default A or Linux
Eome3as2 0.4 8 default AIX or Linux
Destination partition name: [BMi-vios-LPM
O Il IBMi-6. WEIT Eall Sl IAVEGIMEE Destination partition 1D: 18 o1 4 defautt IBM i 00000000
O Efewr + Movel IGtMl Destination system: Server-8231-E2B- 01 4 default BN 00000000
- . SNOG767FP
T Bl Biivios + WLAN Configuration New profile name: LPM 01 4 defaut BM i 00000000
v B + Virtual Storage Adapters I
v id: 01 4/LPM BN 00000000
|21 Bl eosiru=l] | RPN e pool id: 0 f '
&} || Tvios31T1 e — Shared pool name: DefaultPool 04 4 defautt Virtual VO Server
(il | ey | B - summary Source mover service partition: p7viosd-ssp-172 04 4 default Virtual VO Server
Destination mover service partition: p7vios1-169
T Bl prvioss-173 0z 4 defaut Virtual VO Server
Wait time (in min): 5
7 BY tcrcs200 02 & ANS AIX or Linux
Migrated VLAN Assignments I
Selected ‘vu\u ID|5tatus |nridged""‘-5“"“’“°" |
VIOS
Yes 22 Present Yes p7vios1-169

Tasks: IBMi-vios LPM

=T

If you are satisfied with these settings, select 'Finish'
to begin the migration.

< Back Finish Cancel

Properties
Change Default Profile
Operations
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Partition Mobility — Migration
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Partition Mobility — Migration

isk units Disk unite
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Partition Mobility — Migration
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Partition Mobility for IBM i

= Clicking on the 'Migrate' button starts the migration process, on the
HMC you will be given a progress indication of how the migration is

progressing

Systems Management = Servers = Server-8205-E6B-SN105E53P

@il | gl 2l @O (] Filer Tasksw || Viewsw
Select | Name -~ |ID ~ | Status -~ | Processing Units - -~ | Active Profile ~ | Environment Reference Code -
4] 18 Not Activated 01 1.25 defaut AIX or Linux 00000000
[F] 17 Not Activated 01 125 defaut AIX or Linux 00000000
T Bl anxcemo-201 @ cts130: Migrate - Moxzilla Firefox (S EER ==
O B0 Axdemo-202 — -
= Eﬂ Abdeme210 E 9‘19\:‘148‘1&9.196.148‘130 I'HE
Bl axhasia-2oe 00000000
Bl aschasinzor ig';igon S;i;ﬁ;
B Ancharia-208 | Migration | Migration Starting
[ |B] axcharib-208 |_stop... |
O Bl ois31s2 | Progress (%): 0
Bl emis I [eln | D00DD00D
Bl ez Ll Docooono
Bl swivios 8 Running 00000000
W  |Bl emivios-Lruizl 18 Running [pooooooo
Bl prvios3-171 2 Running
[ B0 prvioss-ssp-172 3 Running
- B pTvioss-173 1 Running
B0 ter-ctsz00 9 { Running
Max Page Size: [500 | Total: 18 Fitersd: 18 Selected: 1
Tasks: IBMi-vios-LPM o= =
Properties Configuration Dynamic Logical Partitioning

Change Default Profile
Operations

Hardware Information
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Partition Mobility for IBM i

= At the end of the migration process the progress dialog will be

updated to a status of success
*During the migration process we have send some minor delays in ping
response times of between 50ms and 1.5 seconds during the final stage

W e
Select | Name

B axst-cts1a0

3

B avcr1-cs1s
ED AlXdemo-201
B ancgemo-202
ED AlXdemo-210
Eq axcnastazo
B acchasto-207
Eq anchartaz08
Bl axhariv-zoe
[Eq pis3-152

En suis

Bl ez

B Bhivios

B prviosz-171
ED pviosd-ssp-172
E1 prvioss 172

i o o o o

B0 ter-cts200

Systems Management = Servers > Server-8205-E6B-SN105E53P

~ | Processing Units

- ﬂ' ﬁ - | Filter Tasks¥ || Viewsw
~ |D ~ | Status
18 Not Activated
17 Not Activated
o|B] R

@ cts130: Migrate - Mozilla Firefox

71 9196.148.130 | https://9.196.148.130/hmc/content taskld=5198

Migration status :
Action | Status

Migration Success

| Stop... |

Progress (%): 100

Close Help

6 Running
2 Running
3 Running
1 Running
9 4 Running

Max Page Size: |500

Total 17 Fitered: 17 Selected: 0

J

~ | Memory (GB)

~ | Active Profile
1.25 default

1.25 default

| Environment
Al or Linux

ADCor Linux

~

P 9.175.189.81 - PUTTY

‘\:l (] ||

m

Reference Code
oooooooo
00000000

poooooon
lJGGGGGGG
pooooooo
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Partition Mobility — Configuration Gotcha’s

*= Configuration, management and usage for partition migration is common across both IBM i and AlX, however there is
some information missing in the current online documentation

= All disk units must be visible to both systems and have the reserve policy set to no_reserve, you will receive the
following error when you attempt to migrate the partition:

HSCLA27C The operation to get the physical device location for adapter U9117.MMB.102709P-V20-C6 on the
virtual I/O server partition VIOS1-Dilling has failed. The partition command is: migmgr -f get_adapter -t vscsi -s
U9117.MMB.102709P-V20-C6 -d 1 The partition standard error is: child process returned error
HSCLA9C1 The partition suspend or resume operation has stopped unexpectedly. If necessary, perform a
suspend or resume recovery operation for the partition.

= VLAN id's must be common to both systems otherwise the validation phase will fail

* |f using Dual VIOS for multipathing this must be available on the Destination system
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Agenda

What we will talk about today:

1 Partition Mobility

2 What implications are there on
e IBMi

3 Allowing or preventing a live

-« Partition migrationoniBMi

4 Post Live Partition Migration
id ti IBM i

5 Implications for PASE based

-« AIX applications
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Partition Mobility and Power-HA

= Currently Partition Mobility and Power HA are independent capabilities and are
unaware of each other, this means:

" You need to ensure that your heartbeat intervals for failure detection will not be
impacted by a live partition mobility operation

— When you move an live partition between systems we have seen a minor
delay in TCP/IP response times at the moment of the workload becomes
active on second system

— You need to ensure that your failure detection is not set so sensitively that
this will cause your environment to believe it is had a failure on the source
system
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Live Partition Mobility and TCP/IP (or APPC) communications

= As we discussed previously we have seen a minor delay in response times
during the final stage of the mobility process these should not cause any issues
with applications dependant on TCP/IP or APPC. However if you use very low
timeout values you should ensure they will not impacted by a mobility activity

= As with Software likely to be impacted:

— MQ: Typically there will be no impact

— WebSphere Application Server on IBM i: Typically there will be no impact

— WebSphere Application Server connecting to an IBM i during mobility:
Typically there will be no impact, however capabilities with timeout values,
such as JDBC, may need to be revalidated

— Sockets programs: Typically there will be no impact, you may wish wish to
check you time-out values within your applications

— APPC programs: Typically there will be no impact, you may wish wish to
check you time-out values within your applications

— FTP: Typically there will be no impact
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Live partition Mobility and Personal Communications 5250 sessions

" There should be no impact when use live partition mobility to move a partition
that has active 5250 sessions. We have seen minor delays in 5250 response
times of between 50ms and 1.5 seconds during the final stage which is
matches what we see when using ping

* If you use interactive IBM i PASE within your environment then when thinking
about Live Partition Mobility we consider this to be a 5250 session and the
same behaviour is seen as described previously

Note: Our investigation was undertaken with IBM Personal Communications as
the terminal emulator, the findings may differ when utilizing other manufactures
emulators
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Live partition Mobility and Personal Communications 5250 sessions

* There should be no impact when use live partition mobility to move a partition
that has active 5250 sessions. We have seen minor delays in 5250 response
times of between 50ms and 1.5 seconds during the final stage which is
matches what we see when using ping

Systems Management = Servers > Server-8231-E2B-SNOGTGTFP

= = = = = -
wl (2| (5] 2| # & (] Fier s~ || vews of oo = | = |
Select  Name ~ |ID ~ | Status

File Edit View Communication Actions Window Help

B A coud cs1gs & Not Activated S EE) L ﬁ wley &2 @@
23

1 Ef oirector-151 3 Not Activated —_— = .
Host: [ Port: Workstation ID: Disconnect
(@) cts130: Validate - Mozilla Firefox = i - . t ! l—l
- — - - _I Work with RActive Jobs SEAWOLF
7T 9196148130 9.196.148.130 04/27/12 11:17:26
Bl CPU %: 1. Elapsed time: 00:32:01 Active jobs: 143

Fill in the following information to set up a migration of the partition to a different managed
Click validate to ensure that all requirements are met for this migration. You cannot migrate

migration set up has been verified. Tgpe OptiOHE press Enter
i -

Source system : Server-8231-E2B-SNOG767FP 2=Change 3=Hold 4=End 5=Work with 6=Release 7=Display message
Hhgrating partition: llE'M""'“'LPM 8=Work with spooleg files 13=Disconnect ...
Remote User: ,7 urrent
Destination system: R e | Opt  Subsystem/Job  User Type CPU % Function Status
Destination profile name: LPM J— QBHSE QSYS SBS .0 DEON
Destination shared processor pool: 'p ¢ ool (o) - QPADEVOOO1 QSECOFR INT .0 CMD-WRKACTJOB RUN
Source mover service partition: p7vios1-169 MSP Pairing... QSYSSCD QPGMR BCH .0 PGM-QEZSCNEP EVTW
Destination mover service partition: p7vios4-ssp-172 QHTTPSVR QSYS SBS 0 DEON
Wait time (in min): ,57 -
Override virtual network errors when possible: J— ADMIN QTMHHTTP BCH .0 PGM_OZHBMHIN SIGH
Svrtemldsetvirtual stu_rage ertrurs when possible: o ADMIN QTMHHTTP ECI .0 PGM—OZSRLOG SIGW

irtua orage assignments @
p— Sourg:e SIDTTVDB Destination ] o ADMIN QTMHHTTP BCI .0 PGM-QZSRHTTP SIGW

o e VIos QSERVER QsYs SBS .0 DEQW

18 SCSI p7vios5-173 1
View VLAN Settings... || valigate | | Migrate || Cancd [N QPWFSERVSD  QUSER BCH .0 SELW
Parameters or command
Tasks: IBMi-vios-LPM EE ===>
T R F3=Exit F5=Refresh F7=Find Fl0=Restart statistics
& operations Bl Fll=Display elapsed data Fl2=Cancel F23=More options F24=More keys

i

5" 1802 - Session successfully started

A SYSlem d&Signed TOr PUSINESS © 2012 IBM Corporation
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Live partition Mobility and Personal Communications 5250 sessions

* There should be no impact when use live partition mobility to move a partition
that has active 5250 sessions. We have seen minor delays in 5250 response
times of between 50ms and 1.5 seconds during the final stage which is
matches what we see when using ping

Systems Management = Servers = Server-8231-E2B-SNOG6767FP

[EINEINEENERFANENE N

Select | Name

~| Filter

Tasks v Views w.

~ o ~ | status
m En axcoudetsiss 6
[~ [Ell Director-151 3
=

Not Activated

Not Activated

b

=

@ ct=130: Validate - Mozilla Firefox ing

| Jting - Running J

1 9.196.148130 9.196.148.130

ing

£ < ing

Migration status :

Action Status

Migration Migration Starting
Stop...

Progress (%): 0

ing
ing
ing
ing

Help | |

Total: 10 Filter

Tasks: IBMi-vios LPM =

Propertiss
Change Default Profils

Configury

Hardwar
Operations

U DYIICIT USUMYIISU 1Vl WUDINITID

2] Session A - [24 x 80]

o ol ) |

File Edit Wiew Communication Actions Window Help

5. Elapsed t

Type options, press Enter.
2=Change 3=Hold 4=End
8=Work with spooled files

Current

User

Qsys

QSECOFR

QPGMR

Qsys

QTMHHTTP

QTMHHTTP

QTHHHTTP

Qsys

QUSER

Opt Subsystem/Job
QBASE
QPADEVOOO1
QsSYSSCD
QHTTPSVR
ADMIN
ADMIN
ADMIN
QSERVER
QPWFSERVSD

Parameters or command
===>

F3=Exit F5=Refresh
Fll=Display elapsed data

F
F

1902 - Session successfully started

Port: | 23

el

Workstation ID: |

Work with Active Jobs

ime: 00:00:01

5=Work with 6=Release
13=Disconnect ...

CPU

E

Type Function
SBS
INT 3.
BCH
SBS
BCH
BCI
BCI
SBS
BCH

CMD-WRKACTJOB
PGHM-QEZSCNEP

PGM-QZHBMAIN
PGM-QZSRLOG
PGM-QZSRHTTP

.0

5
.0
.0
.0
.0
.0
.0
.0

7=Find

12=Cancel F23=More options

i

Active jobs:

Disconnect |

04/27/12
143

7=Display message

Status
DEQU
RUN
EVTUW
DEQU
SIGHW
SIGHW
SIGHW
DEQU
SELW

Fl10=Restart statistics
F24=More keys

SERWOLF
11:18:19
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Live partition Mobility and Personal Communications 5250 sessions

* There should be no impact when use live partition mobility to move a partition
that has active 5250 sessions. We have seen minor delays in 5250 response
times of between 50ms and 1.5 seconds during the final stage which is
matches what we see when using ping

Systems Management > Servers = Server-8231-E2B-SNOG767FP

B = ENED E R Tasks v || Views w
Select | Name A |ID -~ | Status
M B Axccoudctsise 6 Not Activated
7 Bl birsctor151 3 Not Activated
@ cts130: Validate - Mozilla Firefox =B 8 g
- — S—
9.196.148.130 9.196.148.130 g - g
ing
: ing
Migration status :
Action Status ing
Migration Migration In Progress ing
Stop... -
Progress (%): 39
Help | | g
Total: 10 Fiter

Tasks: IBMi-vios LPM &

Properties
Operations

Configur}

Hardwari

A system designed for business

2f] Session A - [24 x 80]

| B ] |

File Edit View Communication Actions Window Help

| | % | %] &t @@
Host: [9.19 53 Port: [ 23 Workstation 1D: | Disconnect |

Work with RActive Jobs
04/27/12

CPU %: 2.8 Elapsed time: 00:00:02 Active jobs: 143
Type options, press Enter.

2=Change 3=Hold 4=End

8=Work with spooled files
Current
User
asys
QSECOFR
QPGMR
asys
QTMHHTTP
QTMHHTTP
QTMHHTTP
asys

QUSER

5=Work with 6=Release
13=Disconnect ...

Opt

o8

Subsystem/Job
QBASE
QPADEVOOO1
QSYSSCD
QHTTPSVR
ADMIN
ADMIN
ADMIN
QSERVER
QPWFSERVSD

CPU Status
DEQW
RUN
EVTW
DEQW
SIGW
SIGKW
SIGKW
DEQW
SELW

Type Function
SBS
INT 1.
BCH
SBS
BCH
BCI
BCI
SBS
BCH

CMD-WRKACTJOB
PGM-QEZSCNEP

PGM-QZHBMAIN
PGM-QZSRLOG
PGM-QZSRHTTP

.0

o]
.0
.0
.0
.0
.0
.0
.0

Parameters or command
===>

F3=Exit F5=Refresh
Fll=Display elapsed data

F7=Find
F12=Cancel

Fl0=Restart statistics
F23=More options

7

=" |1902 - Session successfully started

7=Display message

F24=More keys

SEAWOLF
11:18:54
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Live partition Mobility and Personal Communications 5250 sessions

* There should be no impact when use live partition mobility to move a partition
that has active 5250 sessions. We have seen minor delays in 5250 response
times of between 50ms and 1.5 seconds during the final stage which is
matches what we see when using ping

Systems Management = Servers > Server-8231-E2B-SNO6767FP
&) (@) [ 2| [£] 2] [ [
Select | Name
1 |El Ax-cloud-cts196
1 Bl pirsctor 151

~ | Filter

A~ |

Tasks v Views v
~ | Status

Mot Activated

w @

Mot Activated

@ cts130: Validate - Mozilla Firefox

71 9196148130 9.196.148.130

Migration status :
Action Status

Migration Migration In Progress

Stop...

Progress (%): 99

=& % g

= | Ming - Running J

relp | |9

Total: 10 Filter

Tasks: IBMivios-LPM =

Properties
Operations

Configur,

Hardwari

A system designed for business

2] Session A - [24 x 80]

e e ) |

File Edit VWiew Communication Actions Window Help

[ B o[

22| @2

Host: |2

CPU %: 3.5
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2=Change 3=Hold
8=Work with spoole

Opt Subsystem/Job

QBASE
QPADEVOODO1
QSYSSCD

QHTTPSVR
ADMIN
ADMIN
ADMIN

QSERVER
QPWFSERVSD

Parameters or comman
===>

F3=Exit F5=Refresh
Fli=Display elapsed

A X SYSTEM

D02 - Session successfully started

B0 @ ‘%)
53

Elapsed time:

Enter.
4=End
d files
Current
User
QsYs
QSECOFR
QPGMR
QsyYs
QTMHHTTP
QTMHHTTP
QTMHHTTP
QsyYs
QUSER

d

F
data

Port: |23

Workstation ID: |

Work with Active Jobs

5=Work with
13=Disconnect ...

Type
SBS
INT
BCH
SBS
BCH
BCI
BCI
SBS
BCH

7=Find

Fl12=Cancel

CPU

3.

.0

5
.0
.0
.0
.0
.0
.0
.0

00:00:00

¢

B=Release

Active jobs:

Function

CMD-WRKACTJOB
PGM-QEZSCNEP

PGM-QZHBMAIN
PGM-QZSRLOG
PGM-QZSRHTTP

Disconnect

04s27/12
143

SERWOLF
11:19:32

7=Display message

Status
DEQW
RUN
EVYTW
DEQU
SELW
SIGHW
SIGHW
DEQU
SELW

Fl0=Restart statistics
F23=More options

i

F24=More keys
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Live partition Mobility and Personal Communications 5250 sessions

* There should be no impact when use live partition mobility to move a partition
that has active 5250 sessions. We have seen minor delays in 5250 response
times of between 50ms and 1.5 seconds during the final stage which is
matches what we see when using ping

Systems Management = Servers = Server-8231-E2B-SNOG767FP

wel w2l | 5| 2| || (i) (] Filter Tasis v || Views < o A 24 80]
S | s ~ |0 | S File Edit View Communication Actions Window Help
™ Bl Axccoudctsiss [ hot Activated ERE L ﬂ woleg 22 @@
@’-_cm[;:un: i::::imzma —r — 3@ x"““;:‘“l“ Host: [ 9.196 3 Port: [23 Workststion ID: | Disconnect
- k. Work with Active Jobs
9196.148.130 9.196.148.130 » 04/27/12
@ CPU %: 1.9 Elapsed time: 00:00:01 Rctive jobs: 143
e s
Migration | Success ing Type options, press Enter.
e ing | 2=Change 3=Hold 4=End 5=Work with 6=Release 7=Display message
Close |[ Help | W“Bﬁ“ﬁ 8=Work with spooled files 13=Disconnect ...
Current

[om | B ] |

User
QsYs
QSECOFR
QPGMR
QsvYs
QTMHHTTP
QTMHHTTP
QTMHHTTP
QsYs
QUSER

Opt Subsystem/Job
QBASE
QPADEVOOO1
QsSYSsCD
QHTTPSVR
ADMIN
ADMIN
ADMIN
QSERVER
QPWFSERVSD

Parameters or command

Tasks: Server-8231-E2B-SHOGT6TFP =

===>

Properties
Operations

Configuration Updates

A system designed for business

Connecti

Hardward

F3=Exit F5=Refresh
Fll=Display elapsed data

F
F

102 - Session successfully started

N

CPU Function

Type
SBS
INT
BCH
SBS
BCH
BCI
BCI
SBS
BCH

1. CMD-WRKACTJOB

PGM-QEZSCNEP

PGM-QZHBMAIN
PGM-QZSRLOG
PGM-QZSRHTTP

.0

3
.0
.0
.0
.0
.0
.0
.0

7=Find

12=Cancel F23=More options

i

Status
DEQW
RUN
ENVTHW
DEQW
SIGK
SIGK
SIGK
DEQW
SELW

Fl0=Restart statistics
F24=More keys

SERWOLF
11:20:15
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Allowing or preventing a Live Partition Migration on IBM |

* During a partition migration, or a standalone partition migration validation, from
the hardware management console (HMC) there is a communication between
the hypervisor and the IBM i partition to ensure that partition is in a state that it
can be migrated

* What does this mean? In a state that can be migrated? What are you on
about...

— All systems at some point will be undertaking some business critical
function that should not, or can not, delayed at that point in time. If we
were to migrate the partition at this time then there would be a dire set of
business consequences that we wish to avoid at all times.

= The partition migration validation utilizes a capability on the IBM i partition that
can be programmatically exploited to ensure that the business critical
functionality will be completed in a time window, has been quiesced or can
block the migration of the IBM i partition
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Allowing or preventing a Live Partition Migration on IBM |
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Allowing or preventing a Live Partition Migration on IBM |

* This is capability is surfaced on the IBM i by a Work Management exit added
with PTF S142815 called QIBM_QWC_SUSPEND

" There is no restriction on the number of programs register against this exit
point

={] Session D - [24 x 80] == —ZZ—E
-— _— -— — — A
File Edit View Communication Actions Window Help
ESESREILN | %] NP @l
Host: [ ibmi-7vios.axncc.uk.ibm.c Port: |23 Workstation ID: | Disconnect

Work with Registration Information

Type options, press Enter.
5=Display exit point 8=klork with exit programs

Exit
Exit Point
Point Format Registered Text
QIBM_QWC_JOBITPPGM JITPO1O0O ®*YES Job interrupt program exit po
QIBM_QWC_PRERESTRICT PRERO10Q00Q xYES ENDSYS ENDSBS *xALL pre restri
QIBM_QWC_PLRDWNSYS PHRDO100O ®*YES Prepower down system exit poil
QIBM_QWC_PLHRDWNSYS PHWRDOZ20O00O ®*YES Prepower down system exit poi
QIBM_QWC_QOSTGLOWACN STGLO1OO XYES Auxiliary storage lower 1imit
QIBM_QWC_RESUME RSMSD100 ®*YES Resume system
QIBM_QWC_SUSPEND SSPSO100 xYES Suspend system
QIBM_QWT_JOBNOTIFY NTFYO100 xYES Job MNotification
QIEM_QWT_PREATTHPGMS ATTHOD100O ®*YES Preattention program exit poil
QIBM_QWT_SYSREQPGMS SREQO100 ®*YES Presystem request pgm exit po
QIBM_QY¥IV_INVGTRSRWV GTRSO100 ®*YES Inventory gathering services

More. . .
Command

Fd4=Prompt F89=Retrieve Fl2=Cancel

MU 1r
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Allowing or preventing a Live Partition Migration on IBM |

* This simplified representation of the interaction between the HMC and the
IBM i exit point during a partition migration shows that the exit program will get
called a minimum of two times (Validate and Prepare) and potential a third time
if the migration is cancelled from the HMC during the process
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Allowing or preventing a Live Partition Migration on IBM |

= When the exit point program is called during a validate or check phase it has
the option to allow or deny the migration request as we can see here

Exit program rejects
migration request

Exit program allows
migration request and
specifies time to wait

in prepare phase
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Allowing or preventing a Live Partition Migration on IBM |

= When the exit point program is called due to a standalone validation request or
as part of the validation phase of a migration request the data passed to the
program will have a value of 1 in the phase parameter and will receive exit
information in the format of BMGF0100

BMGF0100 Format

The following table describes the information that is located in the Exit information parameter for the BMGF0100 format. For detailed descriptions of the fields, see Field Descriptions.

| Offset

| Dec | Hex Type Field

| 0 | 0 [BINARY(4) [Exit information length
| 4 | 4 [BINARY(4) [status flag

| 8 | 8 [BINARY(4) [wait time

| 12 | C [BINARY(4) [Action

" To block the request the exit program must return zero for the value of the
status flags

* To allow the request to proceed the exit porgram should return a one for the
value of the status flag and a value between 1 and 900 representing the
number of seconds that will be required by the system to prepare itself for
migration

" Note: If you specify an invalid value for the status parameter the migration will
proceed and if you specify an invalid value for the wait time the it will be ignore
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Allowing or preventing a Live Partition Migration on IBM |

* When the exit point program is called to allow the system to prepare itself for a
migration, it should ensure that any environment or application changes are
made before the migration starts

Exit program rejects
migration request

Exit program allows
migration request and
specifies time to wait
in prepare phase
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Allowing or preventing a Live Partition Migration on IBM |

* When the exit point program is called during the prepare phase (the migration
is about to start) the data passed to the program will have a value of 2 in the
phase parameter and will receive exit information in the format of BMGF0200

BMGF0200 Format

The following table describes the information that is located in the Exit information parameter for the BMGF0200 format. For detailed descriptions of the fields, see Field Descriptions.

| Offset

| Dec | Hex Type Field

| 0 | 0 [BINARY(4) [Exit information length
| 4 | 4 |BINARY(4} |Prepare time allowed

| 8 | 8 [BINARY(4) |action

" The value in the returned in the Prepare time allowed parameter will be the
maximum of all wait time returned by the exit point programs registered for this

exit point
= |If the exit program does not complete within the wait time, terminates
abnormally the migration will proceed regardless.
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Allowing or preventing a Live Partition Migration on IBM |

= When the exit point program is called due to a migration being cancelled by the
user, it is supposed to undertake any cleanup necessary to return the source
system to it's original state

Exit program rejects
migration request

Exit program allows
migration request and
specifies time to wait
in prepare phase

Migration is cancelled
d Exit program is notified
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Allowing or preventing a Live Partition Migration on IBM |

= At any time during an LPM process the migration may be cancelled from the
HMC. If this were to occur then the exit program will be called again, in these
situations will have a value of 2 in the phase parameter and will receive exit

information in the format of BMGF0200

BMGF0200 Format

The following table describes the information that is located in the Exit information parameter for the BMGF0200 format. For detailed descriptions of the fields, see Field Descriptions.

| Offset

| Dec | Hex Type Field

| 0 | 0 [BINARY(4) [Exit information length
| 4 | 4 |BINARY(4} |Prepare time allowed

| 8 | 8 [BINARY(4) |action

61

* This is to allow the exit program to notify other applications that the system will

not be migrated or undertake any 'clean-up' activity that may be required.
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Allowing or preventing a Live Partition Migration on IBM |

= Whilst at first glance this seems like a pretty straight forward exit point, there a
several things to be aware of:

— The exit point calls a standalone program
— This program runs in a standalone job

* What are the implications of this?

— The prime implication is that it is responsibility of the exit point
implementer to ensure that the system (or application's that are
suspend/resume and mobility aware) are in a state to allow the partition to
be suspended or migrated, however as the program runs in it's own job
there is a burden on the exit point developer to have some type of inter
process communication, or interaction, with other jobs and processes on
the system and to respond to back to the operating system in a timely
manner

* This could potentially mean retro-fitting the required Suspend/Resume
awareness into existing applications and environments
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Allowing or preventing a Live Partition Migration on IBM |

* What mechanism are available to an Exit Point developer to do this, here are
some with a discussion to follow:

— Interrupt Job Exit - Invoking a Program in Another Job

— Inter process communications via signals and semaphores
— Inter process communications via queues

— Inter process communications via locks

— Inter process communications via data area/system area

= |deally you would develop capabilities suitable to your organization or
applications
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Allowing or preventing a Live Partition Migration on IBM |

" Interrupt Job Exit

— This allows you to invoke a program in another job, allowing you therefore
to validate some job specific environment setting such as a QTEMP object
or environment variable

— To use this capability you need to know information about each job on the
system you need to interrogate, this would need to be designed into your
environment

— You would also potentially be stopping a critical piece of functionality whilst
this check occurs, which may be problematic for time sensitive
communications activities
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Allowing or preventing a Live Partition Migration on IBM |

* Inter-process communications (POSIX style semaphores and signals)
— There are many options here

When some critical activity is occurring a semaphore could be create,
the exit program checks for the semaphore and if found blocks the
suspend or migration operation. If no such semaphore exists then the
exit program creates one which indicates that the system is about to
be suspended or migrated and no critical activity should occur. On
resume another exit program could clear the semaphore

When the exit program starts execution it sends out a signal and waits
for a response (semaphore or other IPC) to indicate whether there is
critical system activity at that time

— Be aware of the implications of user activities

= |deal you would implement this via a set of library functions in service programs

* Downside is awareness of POSIX capabilities on IBM i
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Allowing or preventing a Live Partition Migration on IBM |

* Inter-process communications (Queues)

— Same concepts as for the previous example, however using queues and
non destructive reads for the Inter-process communication between the
environment and the exit program

Inter-process communications (Locks)

— Utilizing locking on objects to indicate that critical system activity is
occurring or that a partition is being suspended or migrated

Inter process communications via data area/system area

— Utilize a global data area(s) or system area(s) in a common library to
indicate critical system activity or being suspended or migrated

These options are better understood by the broader IBM i community
|deally implemented via a set of functions with a service library
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Post Live partition Migration considerations for an IBM i partition

= After a live partition has been migrated onto the destination system, there may
be some cleanup or activity that needs to occur on the partition to bring the
system up to a active state
* Such as activating reconnecting to an NPIV tape library

= If this is required then it is possible to utilizes a capability on the IBM i to
programmatically achieve this
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Post Live partition Migration considerations for an IBM i partition

* This is capability is surfaced on the IBM i by a Work Management exit added

with PTF S142815 called QIBM_QWC_RESUME

" There is no restriction on the number of programs register against this exit

point

=] Session - [24 x 80] = —ZZ—E
-— _— -— — — A

File Edit View Communication Actions  Window Help

=] F_EI_I_I_ILI_IJ£|_|L|_|_|_|

Port:

Work with Registration Information

Host: [ ibmi-7vios.ancc.uk.ibr Workstation ID: | Disconnec t

Type options,
5=Display exit point

press Enter.
8=klork with exit programs

Exit

r+

Exit
Point

QIBM_QWC_JOBITPPGM

QIBM_QWC_PRERESTRICT

QIBM_QWC_PLRDWNSYS
QIBM_QWC_PWRDUHNSYS

QIBM_ _QWC QSTGLOWACHN

QIBM_QUWC
QIBM_QUWC
QIBM_QUWT
QIBM_QWT

QIBM_QWT_SYSREQPGMS

RESUME
SUSPEND
JOBNOTIFY

Point

Format

JITPO1OGO
PRERO 10D
PHURDO10OGO
PHURDOZ00O
STGLO1O00O
RSMS0100
SSPSO100D
NTFYO100

Registered
xYES
xYES
xYES
xYES
xYES
xYES
xYES
xYES

Text

Job interrupt program exit po
EMNDSYS EMDSES *ALL pre restri
Prepower down system exit poil
Prepower down system exit poi
Auxiliary storage lower 1imit
Resume system

Suspend system

Job MNotification

PREATTHNPGMS ATTNO1O00Q

SREQO100

®YES
®*YES

Preattention program exit poil
Presystem request pgm exit po

=]

QIBM_QYIV_INVGTRSRW GTRSO0100 *YES

Command
===>
F3=Exit Fd4=Prompt F89=Retrieve Fl2=Cancel
MLJ i3

2" |I902 - Session successfully started

Inventory gathering services

More. . .

M Smartar Cammearce
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Post Live partition Migration considerations for an IBM i partition

* Programs registered against the QIBM_QWC_RESUME exit point need to
utilise the RSMS0100 exit format as shown bellow. Note the phase parameter
will always have a value of 4 to indicate that the migration has been completed

Resume System Exit Programs

Required Parameter Group:

1 Exit information Input Char(™)
2 Format of exit information Input Char(8)
3 Phase Input Char(1)

Exit Point Name: QIBM_QWC_RESUME

Exit Point Format Name: [TEE0R00

The Resume System exit program is called when the system becomes available again after the partition was migrated to another machine or the partition resumed from hibernation. See Format
RSMS0100 Required Parameter Group for parameter information or RSMS0100 Format Usage MNotes for more information.

* Information on the formats used by the exit point can be found on the IBM i
v7.1 Infocenter here
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IBM Power Systems

Post Live partition Migration considerations for an IBM i partition

= When the exit point program is called to indcate completion, the exit
information will always be in the format of AMGF0100

AMGFO0100 Format

The following table describes the information that is located in the Exit information parameter for the AMGF0100 format. For detailed descriptions of the fields, see Field Descriptions.

| Offset

| Dec | Hex Type Field

| | 0 [BINARY(4) [Exit information length
| 4 | 4 [BINARY(4) [System state

| | 8 [BINARY(4) [action

* For a migration the value of the Action attribute will always be a one
" The value of the system state attribute is used to indicate the state of the
system (restricted or normal) and will be:

0 The system has resumed during normal operation.
1 The system has resumed while in restricted state.
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Post Live partition Migration considerations for an IBM i partition

= Whilst at first glance this seems like a pretty straight forward exit point, there a
several things to be aware of:

— The exit point calls a standalone program
— This program runs in a standalone job

* What are the implications of this?

* The prime implication is that it is responsibility of the exit point implementer to
ensure that the system, or application's that are Suspend/Resume and
Migration aware, that the systems is being resumed. However as the program
runs in it's own job there is a burden on the exit point developer to have some
type of inter process communication, or interaction, with other jobs and
processes on the system and to respond to back in a timely manner

* This could potentially mean retro-fitting the required Suspend/Resume and
Migration awareness into existing applications and environments
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Post Live partition Migration considerations for an IBM i partition

* What mechanism are available to an Exit Point developer to do this, here are
some with a discussion to follow:

— Interrupt Job Exit - Invoking a Program in Another Job

— Inter process communications via signals and semaphores
— Inter process communications via queues

— Inter process communications via locks

— Inter process communications via data area/system area

= |deally you would develop capabilities suitable to your organisation or
applications
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Post Live partition Migration considerations for an IBM i partition

" Interrupt Job Exit

— This allows you to invoke a program in another job, allowing you therefore
to validate some job specific environment setting such as a QTEMP object
or environment variable

— To use this capability you need to know information about each job on the
system you need to interrogate, this would need to be designed into your
environment

— You would also potentially be stopping a critical piece of functionality whilst
this check occurs, which may be problematic for time sensitive
communications activities
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Allowing or preventing a Live Partition Migration on IBM |

* Inter-process communications (POSIX style semaphores and signals)
— There are many options here

When some critical activity is occurring a semaphore could be create,
the exit program checks for the semaphore and if found blocks the
suspend or migration operation. If no such semaphore exists then the
exit program creates one which indicates that the system is about to
be suspended or migrated and no critical activity should occur. On
resume another exit program could clear the semaphore

When the exit program starts execution it sends out a signal and waits
for a response (semaphore or other IPC) to indicate whether there is
critical system activity at that time

— Be aware of the implications of user activities

= |deal you would implement this via a set of library functions in service programs

* Downside is awareness of POSIX capabilities on IBM i
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Allowing or preventing a Live Partition Migration on IBM |

* Inter-process communications (Queues)

— Same concepts as for the previous example, however using queues and
non destructive reads for the Inter-process communication between the
environment and the exit program

Inter-process communications (Locks)

— Utilizing locking on objects to indicate that critical system activity is
occurring or that a partition is being suspended or migrated

Inter process communications via data area/system area

— Utilize a global data area(s) or system area(s) in a common library to
indicate critical system activity or being suspended or migrated

These options are better understood by the broader IBM i community
|deally implemented via a set of functions with a service library
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Agenda

What we will talk about today:

1 Partition Mobility
—

2 What implications are there on
- 1BMi

3 Allowing or preventing an LPM
- requestonlBM.i

4 Post Live Partition migration
id ti for IBM i

5 Implications for PASE based

e AIX applications
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Implications for PASE based AIX DLPAR aware applications

= AIX uses a different mechanism to inform applications that there is a
Suspend/Resume or Live Partition Mobility activity occurring for a partition

" The AIX kernel sends a SIGRECONFIG signal out to all processes
* The process can then use the dr_reconfig() api to gain insight into what what is
occurring within the partition and can use the same api to veto the activity

Bﬂ Session C - [24 x 80]

File Edit View Communication Actions Window Help

(% &t @@

Port: | 23

Disconnect |

N 150 Opening data connection for t_sigwaitinfo (66466 bytes).
srver-8205-E6B-SN105E53P 226 Transfer complete.

-— - 66466 bytes received in 0.01698 seconds (3824 Kbytesis)
| (2] (~] Filer EM local: t_sigwaitinfo remote: t_sigwaitinfo
ftp> uit
Proces... . ] P q
~ D ~ | Status & Units ~ | Memory (GB) Enwru- Goodbge.
1 -1
9 Running 02 2 ANMS  AIX or} fotgl 122
24 2 AL . druwxr-—xr-—x blightj system
@ hmel3: Suspend - Moxzilla Firefox SRS v - e - blightj staff .
— — — J, “rw-r-——r-—- blightj system H dspsigset.c
71 9.137.62.199 | https://9.137.62199/hmc/content’taskld=488urefresh=98 TrWwor-oro - blightj system : t_sigwaitinfo
Bl chmod 777 t_sigwaitinfo
!l ./ft_sigwaitinfo
Ft_sigwaitinfeo: PID is 7471302
S d stat —S 1
Aﬁf:nn Sals Status 1 ./t _sigwaitinfo: signals blocked
before for...before sigwaitinfobefore sig check..before term check...got si
Preparing D 58 (SIG-58)

validating s si_signo=58, si_code=8 (other), si_value=0

Saving platform data
Saving partition data MB total = 4910 MB remaining = 4676 Percent complete =
Completing

Stop...
Help

——
— T
Max Page Size: |E-UD Total: 14 Fittered: 14 Selected: 1
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IBM Power Systems

Implications for PASE based AIX DLPAR aware applications

* The IBMi PASE environment has the signal and the api defined within the open
system include files

Z{] Session D - [27 x 137] =] Session D - [27 x 132] [ R ==
File Edit Wiew Communicat, File Edit WView Communication Actions Window Help \‘
By || o] =20 By | o ]

| | o] =R @
Host: | ibmi-Tvios. Host: |I|:l'|1|77—|cs.a|x|'|-:-:.l.||'.||:|'n.-: Port: | 23 \"‘."ork:tationID:l Disconnect I

Column :

int migrate : 1;
int hih 2
d int partition : 1:

d partition e
tion

int lcpu; ngi of targe
int bcpu; i target

uint ph

Flb=Repeat find  F19=Left FZH=Right
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Implications for PASE based AIX DLPAR aware applications

* Running the same AIX LPAR aware application inside the IBMi PASE
QP2TERM environment, we see that the IBMi does not send a SIGRECONFIG
signal to listening AIX DLPAR aware applications.

irefox T TT— RERNERIN =4 session D - 27 x 1321_ e
= [ Fi tion Actions Window Help
. ul -t
\ -4I_I4K_I4K_IJLI_14I_14I_I
| Host [ 70 por [
hscroot | Help | L /00
Server-8205-E6B-SN105E53P
e| |B# [ (] Fiter | Tasks WViews v
S od home/BLIG
~lo ~|stots ~ |Froces . |memory @8) ~ | ~ |Enviranment + | Reterence code > cd hone/BLIGHTI
5 Running 0.2 2 AMS A or Linux
@ hmcl3: Suspend - Moxzilla Firefox = = 3
) 9.137.62.199 | https://9.137.62.199/hme/content?taskld=51&irefresh=119
.~ IBMi- il = 1 ro@ t_siguaitinfo
Suspend status
Action Status

Preparing

=]
Validating D 00000000

oooooooe
Saving platform data  In progre
Saving partition data MB total = -'l-'l-'lCI MB remainin g = 4229 Percent complete = 4%

00000000
Completing
Stop...
Help J
Fb=Print F9 EVE 11=Truncate/ HI ap
F17=Top FL 0 ? nani
21/007
Operations Hardware Information
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Implications for PASE based AIX DLPAR aware applications

= \WWhat does this mean

= Any application vendor who has an existing IBMi PASE application or is in the
process of porting an application which is DLPAR aware needs to recode their
application(s)
" They need to utilize the existing IBMi OS/400 exit points as described in the
previous section
= Multiple choices on how to achieve this:
Redesign the application to utilize the IBMi exit point
— or
Custom IPC mechanism such as
Have an exit point program that sends out the SIGRECONFIG
signal to the relevant applications (there may be additional work
to have this list of interested applications available to the exit
program)
Provide a dr_reconfig api wrapper that handles the investigatory and
veto process via the external exit program
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Further information

= IBM i exit programs

PowerVM"

— Suspend exit point
http://publib.boulder.ibm.com/infocenter/iseries/v7rimO0/topic/apis/x
suspend.htm

— Resume exit point

http://publib.boulder.ibm.com/infocenter/iseries/v7irimO0/topic/apis/xr
esume.htm

St
for Business

" Preparing for partiton mobility

— http://pic.dhe.ibm.com/infocenter/powersys/v3rim5/index.jsp?
topic=/p7hc3/iphc3hmcprepare.htm

= Redbooks

— “IBM PowerVM Virtualization Introduction and Configuration”
Redbook.

[virtualized SAN and Network Infrastructure]
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http://publib.boulder.ibm.com/infocenter/iseries/v7r1m0/topic/apis/xresume.htm
http://publib.boulder.ibm.com/infocenter/iseries/v7r1m0/topic/apis/xresume.htm
http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hc3/iphc3hmcprepare.htm
http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=/p7hc3/iphc3hmcprepare.htm
http://www.redbooks.ibm.com/abstracts/sg247940.html?Open
http://www.redbooks.ibm.com/abstracts/sg247940.html?Open
http://www.redbooks.ibm.com/abstracts/sg247940.html?Open
http://www.redbooks.ibm.com/abstracts/sg247940.html?Open

IBM Power Systems — IBM i

IBM | zone on developerWorks

(level()]]el'“vorks «  Technical topics  Evaluation software = Community  Events Search d

New to 1B i |BMI ) _ )
IBM articles, tutorials, and technical resources for IBM i users

Downloads & tools

Next generation RPG documentation |4 | Update My dW interests
Discover how you can use RPG to build a modern interface (Legin|Whats this?)

that addresses the community supplied documentation need

by combining new browser framework technology and existing New developerWorks

Technical library

Technology updates

Community & forums

) back-end server software. More = iPhone application
Services - .
- p—
Events
) Featured content Key topics —
Related links Dizcover the new
« Training 12 Apr 2011 — Show descriptions | Hide descriptions developerWWorks iPhone

application
= MERGE ahead: Introducing the DB2 for i QL MERGE statement
- IBM i Performance Data Investigator: Browser-based viewing of performance data
- PowerHA SystemMirror fori: Ready to switch
= How to boost application performance using Solid State Disk devices Spotlight

=+ Download i now

v Resource for the IBM i community
v Wide variety of technical information

ibm.com/developerworks/ibmi
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