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Why would WebSphere on z/OS be any different?

WebSphere common code is the same on all platforms. On one platform (z/OS) the developers decided to write extensions so that WebSphere could exploit the underlying z/OS system services which contribute to outstanding z/OS availability, security, integrity, scaleability and manageability (or Qualities of Service). This document outlines what one bank discovered about the difference this makes.
 The Bank’s New Branch Platform Evaluation

A European bank was developing a WebSphere-based New Branch Platform. They had previously deployed WebSphere on UNIX and Windows, and wanted to determine the best platform to deploy the new application layers on. They put together an evaluation team led by the mid-range manager and covering a range of skills. This team visited several vendors, who performed benchmarks on the following platforms:

· AIX

· HP-UX

· Solaris

· z/OS.

This was the configuration for the benchmarks: the application ran under WebSphere Application Server on the evaluation platform. It received XML messages from the simulated branch, and sent them over MQSeries to the back-end (simulated IMS) system, returning an XML message to the branch.
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What surprised the customer evaluation team about z/OS
z/OS Workload Manager (WLM) tunes the system automatically

z/OS WLM is completely different from resource managers on other operating systems. The administrator can set response time goals for different transactions, users and workloads, and WLM continually makes decisions about how to adjust the allocation of system resources to meet those goals, the number of server instances required and where to run new work. The system continually tunes itself. This is called “Goal Mode”.
The bank had several questions about tuning Rules of Thumb (e.g. JVMs per processor, threads/JVM). They had found these were important factors to manage on UNIX systems. They seemed to find it difficult to accept that WLM on z/OS is completely different from WLM on AIX until, as the load was scaled up to 1000 transactions per second, they saw the response time creep up towards the target set to WLM. WLM automatically started up new Application Server Regions and the response time improved before it could exceed the target.

WLM can prioritize transactions 

WLM can assign different response time goals to different transactions. Arriving transactions are classified, prioritized and given different levels of service to ensure better response for critical transactions in the event of overload. Examples might be favouring user types (e.g. Gold card holders) or transaction types (e.g. opening new accounts over the internet). WebSphere on UNIX cannot take advantage of classification and prioritization services, because UNIX systems don’t have these. (WebSphere Extended Deployment (XD) V6 has now added this capability if installed on top of WAS ND, but this is a function that WAS on z/OS provides without WebSphere XD).
z/OS recovered from failures faster than distributed

WebSphere regions were made to fail to demonstrate resilience. On z/OS, only the in-flight transactions failed (1 for a Servant Region, 14 for a Control region at 1000 transactions per second). The system reconfigured itself and continued processing. The customer tried this on their distributed systems, and hundreds of transactions failed before the configuration started to route transactions around the problem. This could be a significant factor in a branch environment (especially if the teller staff keep clicking to resubmit the transactions until they succeed, since this generates a workload spike).
A function called Sysplex Distributor dynamically decides which http and application servers to send new transactions to, across multiple z/OS instances. The decision is based on a number of factors at that moment, such as availability, response times and memory shortage conditions, without external requiring workload balancers.
The application scaled linearly even at over 90% utilization
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The customer’s UNIX team had already experienced UNIX systems running similar applications at over 90% utilization and commented: “you won’t get a straight line like that on a UNIX system!”

In addition, z/OS overhead actually decreases at high utilizations (it spends less time looking for work to do), so the processor/transaction was slightly less at high utilizations.

The UNIX benchmarks were only able to reach around 60-70% of the 1000 transactions per second due to a bottleneck that was not fully understood. It was not I/O as there were only 14 I/Os per second even at 1000 transactions per second. 

z/OS is a UNIX 95 Compliant System
z/OS is UNIX 95 compliant, so applications conforming to UNIX 95 APIs can be moved to z/OS without changes. Also, for example, you can rlogin, type UNIX commands and use vi. Of course UNIX applications on z/OS automatically benefit from the underlying z/OS systems services to gain z/OS Qualities of Service.
The Outcome
Overall the customer agreed that WebSphere Application Server on z/OS was the best technical solution. The business felt that minimal failed transactions in the event of  failure was important in a branch environment and the customer decided to implement on z/OS. The production rollout of this multi-channel banking solution on z/OS is now in progress.
There are many other areas in which z/OS is different. A couple of examples would be:
· specialised cryptography processors capable of handling 11,000 SSL handshakes per second

· zAAPs: attractively priced specialized Java processing units offering hardware, software and maintenance savings. 
This paper has listed a few differences that surprised the bank’s evaluation team. These and other differences are explained in more depth in Platform Selection for WebSphere – why choose z/OS? by the same author.
Feedback

I would welcome any feedback or comments. Please send an email to barwisc@uk.ibm.com.
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