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How to send your comments

Your feedback is important in helping to provide the most accurate and highest quality information.
+ To send comments on articles in the WebSphere Application Server Information Center
1. Display the article in your Web browser and scroll to the end of the article.

2. Click on the Feedback link at the bottom of the article, and a separate window containing an email
form appears.

3. Fill out the email form as instructed, and submit your feedback.
* To send comments on PDF books, you can email your comments to: wasdoc@us.ibm.com.

Your comment should pertain to specific errors or omissions, accuracy, organization, subject matter, or
completeness of this book. Be sure to include the document name and number, the WebSphere
Application Server version you are using, and, if applicable, the specific page, table, or figure number
on which you are commenting.

For technical questions and information about products and prices, please contact your IBM branch office,
your IBM business partner, or your authorized remarketer. When you send comments to IBM, you grant
IBM a nonexclusive right to use or distribute your comments in any way it believes appropriate without
incurring any obligation to you. IBM or any other organizations will only use the personal information that
you supply to contact you about your comments.

© Copyright IBM Corp. 2012 ix



X  Setting up the application serving environment



Using this PDF

Links

Because the content within this PDF is designed for an online information center deliverable, you might
experience broken links. You can expect the following link behavior within this PDF:

» Links to Web addresses beginning with http:// work.
» Links that refer to specific page numbers within the same PDF book work.
* The remaining links will not work. You receive an error message when you click them.

Print sections directly from the information center navigation

PDF books are provided as a convenience format for easy printing, reading, and offline use. The
information center is the official delivery format for IBM WebSphere Application Server documentation. If
you use the PDF books primarily for convenient printing, it is now easier to print various parts of the
information center as needed, quickly and directly from the information center navigation tree.

To print a section of the information center navigation:

1. Hover your cursor over an entry in the information center navigation until the Open Quick Menu icon
is displayed beside the entry.

2. Right-click the icon to display a menu for printing or searching your selected section of the navigation
tree.

3. If you select Print this topic and subtopics from the menu, the selected section is launched in a
separate browser window as one HTML file. The HTML file includes each of the topics in the section,
with a table of contents at the top.

4. Print the HTML file.

For performance reasons, the number of topics you can print at one time is limited. You are notified if your
selection contains too many topics. If the current limit is too restrictive, use the feedback link to suggest a

preferable limit. The feedback link is available at the end of most information center pages.

© Copyright IBM Corp. 2012
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Chapter 1. Setting up the Liberty profile application-serving

environment

You can define directory locations and variables, create and configure servers, and add and remove server
features that specify the capabilities of your server.

Procedure

« [Create a new Liberty profile server from the command prompt

« [Change the location of the server.xml file|

Note: This is an advanced task. For most configurations you do not need to change the location of the

server.xml file.

Specify bootstrap propertiesl

The default HTTP port is 9080 and HTTPS port is 9443 for the Liberty profile. You can manually assign
appropriate port numbers in the server.xml files when multiple Liberty profile servers are running on the

same machine.

Liberty profile: Directory locations and properties

When you install the Liberty profile, it has a particular directory structure. Many directories also have
properties associated with them. These properties can be used to specify file locations when configuring

the server.

Table 1. Runtime environment default directory structure. Column 1 contains a file and directory tree. If a directory
has a property associated with it, this is given in column 2. A description of each file or directory is given in Column

3.

Directory or file

Property

Description

wlp/
+- bin/

+- clients/

+- dev/

+- ibm-api/

+- javadoc/

+- spec/

+- third-party/

+- tools/

+- etc/

+- server.env

+- jvm.options

wlp.install.dir

Root of installation

Scripts for managing the server: server;
ws-Taunch.jar

Client applications. For example
restConnector. jar.

APls available at compile time or run time

Public APIs available for both compile and
run time by default

Java document archives

Public specification APls available for both
compile and run time by default

Third party APIs that are available at
compile time by default and must be
specified in the configuration using the
apiTypeVisibility attribute of the
classloader element for applications at
run time.

Ant plug-in for the Liberty profile

User customized server variables that
apply to all servers (optional)

Default server script environment variables
(optional)

Default jym options (optional)
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Table 1. Runtime environment default directory structure (continued). Column 1 contains a file and directory tree. If a
directory has a property associated with it, this is given in column 2. A description of each file or directory is given in

Column 3.

Directory or file

Property

Description

+- lafiles/
+- 1ib/

+- templates/

+- config/

+- server/

+- usr/
+- shared/
+- apps/
+- config/

+- resources/

+- servers/

+- server_name

+- bootstrap.properties

+- jvm.options

+- server.env

+- server.xml

+- apps/

+- dropins/

+- application_name

+- logs/

+- console.log

+- trace_timestamp.log

+- ffdc/

+- ffdc_timestamp/

wlp.user.dir

shared.app.dir
shared.config.dir

shared.resource.dir

server.config.dir or
server.output.dir

License information files
Platform runtime

Runtime customization templates and
examples

Configuration examples for security

Server template when|creating a new

User directory

Shared applications
Shared configuration files

Shared resource definitions: adapters,
data sources

Shared servers directory

Individual server directories. Use
${server.config.dir} to reference
server-specific configuration (applications),
and use ${server.output.dir} to describe
artifacts generated by the server (log files).

Server bootstrap properties (optional)

Server JVM options, which replace the
values in wip/etc/jvm.options (optional)

Server script environment variables, which
are merged with wip/etc/server.env
(optional)

Server configuration overlays
Server configuration for applications

Server default application dropins folder
(optional)

Application folder or archive (optional)

Server log files, including FFDCs (directory
is present after server is first run)

Basic server status and operations
messages

Time-stamped trace messages, with the
level of detail determined by the current
tracing configuration

First Failure Data Capture (FFDC) output
directory

First Failure Data Capture (FFDC) output
that typically includes selective dumps of
diagnostic data related to the failure of a
requested operation
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Table 1. Runtime environment default directory structure (continued). Column 1 contains a file and directory tree. If a
directory has a property associated with it, this is given in column 2. A description of each file or directory is given in
Column 3.

Directory or file Property Description
+- workarea/ Files created by the server as it operates
(directory is present after server is first
run)

You can use the properties associated with each directory (when present) to specify file locations when
configuring the server.

Tip: To ensure configuration portability, use the most specific property that is appropriate, and do not rely
on the relationship between resources. For example, in some configurations the install location
${wlp.install.dir} might not be the parent of the customized instance ${wlp.user.dir}.

Creating a new Liberty profile server from the command prompt

You can create a new server from the command prompt.

Procedure
1. Open a command prompt, then change directory to the wlp directory.
2. Create a new server.
Run the following command. If you do not specify a server name, defaultServer is used.

Results

If the specified server does not already exist, it is created. If the specified server already exists, an
exception message is generated and no server is created. Because the TCP/IP ports for the new server
are not automatically assigned, you can specify those ports by ['Specifying Liberty profile bootstrap|
|properties” on page 4{ other than using the default ones.

What to do next

Configure your server to have the features that your application needs.

Specifying the location of the server.xml file

By default, the path and filename for the configuration root document file is usr/servers/server_name/
server.xml. You can specify an alternative location for the server.xml file by specifying the --config-root
option.

Before you begin

This is an advanced task. For most configurations you do not need to change the location of the
server.xml file.

About this task

The configuration root document completely describes the configuration of the server, either through direct
assignment of configuration values, or by including other configuration documents.

At run time, the system works out which configuration file to use by checking through the possible options
in the following order:

Chapter 1. Setting up the Liberty profile application-serving environment 3



1. If --config-root is specified and the server.xml file is present at that location, the system uses that
file.

2. If there is a server.xml file in the server default directory location, the system uses that file.
3. Otherwise, the server is started with the system default configuration.

Example

When you create or start a server as described in [‘Creating a new Liberty profile server from the]
|command prompt” on page 3,| you can use the --config-root option to specify the path or URI to the
server.xml file:

bin\server.bat start server_name --config-root="path or URI to _config root_document"

The value can be a file name (relative or absolute) or a URL. The referenced file must exist and be
readable, or the server will not start.

Specifying Liberty profile bootstrap properties

Bootstrap properties are used to initialize the runtime environment for a particular server. Generally, they
are attributes that affect the configuration and initialization of the runtime core.

About this task

Bootstrap properties are set in a text file named bootstrap.properties. This file should be located in the
server directory alongside the configuration root file server.xml. By default, the server directory is

usr/servers/server name. However, this directory can be changed, as described in [‘'Specifying the|
[location of the server.xml file” on page 3.|

The bootstrap.properties file contains two types of properties:
» A small, predefined set of initialization properties.

» Any custom properties you choose to define, which you can then use as variables in other configuration
files (that is, server.xml and included files).

Changes to the bootstrap.properties file are applied when the server is restarted.

Procedure
» Use predefined properties to configure trace and logging.

For example, change the name of your trace file by specifying the property
com.ibm.ws.logging.trace.file.name in the bootstrap.properties file:

com.ibm.ws.logging.trace.file.name = trace.log
» Use custom properties to define the default ports used for web applications.

You can share server.xml and included XML configuration files across a variety of development
environments that allow machine- or environment-specific customization. For example:

1. Specify the properties default.http.port and default.https.port in the bootstrap.properties file:

default.http.port = 9081
default.https.port = 9444

Note: If you do not specify the above properties, the default HTTP port is 9080 and HTTPS ports is
9443. To override the default HTTP endpoint definition, set the id attribute of the
httpEndpoint element to defaultHttpEndpoint in the server configuration.

2. Use these properties in the server.xml configuration file:
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<httpEndpoint id="defaultHttpEndpoint"
host="*"

httpPort="$§{default.http.port}"
httpsPort="${default.https.port}" />

Note: host="*" means “listen on all adapters”. By default, the server is listening only on address
127.0.0.1/Tocalhost. You can also use the host property to specify a single IP address, in
which case the system listens only on the specified adapter.

* To apply the changes, restart the server.

Chapter 1. Setting up the Liberty profile application-serving environment 5
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Chapter 2. Configuring port settings

When you configure WebSphere® Application Server resources or assign port numbers to other
applications, you must avoid conflicts with other assigned ports. In addition, you must explicitly enable
access to particular port numbers when you configure a firewall.

Before you begin

Tip: Port conflicts might occur if you install WebSphere Application Server on multiple systems with
deployment managers managing servers or clusters on different systems. The configuration-service
port-resolution mechanism does not support cross profiles on different host machines.

« Example 1:

1. On system A, create a cell profile that includes Dmgr and AppSrv01 (Node1).

2. On system B, create AppSrv01 and federate AppSrv01 (Node2) to Dmgr on system A.
3. Create server1 on Node1 and server2 on Node2.
4.

The server1 server and server2 server might contain duplicate server endpoint ports in the
serverindex.xml file because Node1 and Node2 are located on different host systems.

« Example 2:
1. On system A, create a cell profile that includes Dmgr and AppSrv01 (Node1).

2. On system B, create AppSrv01 and federate AppSrv01 (Node2) to Dmgr on system A.

3. On system B, create JobManager.

4. Create a cluster and add two servers, server1 on Node1 and server2 on Node2.

5. The server2 server and the JobManager server might contain duplicate server endpoint ports
in the serverindex.xml file because server2 and JobManager are in cross profiles. The server2
server is under Dmgr, JobManager is under the JobManager profile. and the Dmgr and
JobManager profiles are located on different machines.

Procedure

1. Review the port number settings, especially when you are planning to coexist.
2. Optional: Change the port number settings.

You can set port numbers when configuring (customizing) the product after installation. Start thinking
about port numbers during the planning phase described in the Planning for product configuration
article in the information center.

Updating ports in existing profiles
Use the updatePorts.ant script to change ports in an installed profile.
Before you begin

Each profile template has its own updatePorts.ant script.

The updatePorts.ant script for application server profiles is in the app_server_root/profileTemplates/
template name/actions directory. To use the script, you have to identify which profile to update.

Note: You should only run this script if the profile is unfederated and if the configuration is the same
structure as it was when the profile was created. For example, this script is ideal for changing ports
for an unfederated application server profile after you created the profile but before you altered its
configuration. For all other situations, use the techniques described in Setting port numbers kept in
the serverindex.xml file using scripting.
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About this task

Use the following procedure to become familiar with using the updatePorts.ant script. Each step is an
exercise that results in reassigning ports using a particular method that the updatePorts.ant script
supports.

Look at steps for all of the operating systems mentioned. The differences are mainly in the extension of
the script file and the direction of the directory delimiters. For example, Linux shell scripts (*.sh) and other
commands require a ./ before the command to tell the operating system that the command is in the
current working directory.
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Chapter 3. Administering nodes and resources

You can monitor and control incorporated nodes and the resources on those nodes by using these tasks
with the administrative console or other administrative tools.

About this task

After you set up the WebSphere Application Server, Network Deployment product, you mainly need to
monitor and control incorporated nodes and the resources on those nodes by using the administrative
console or other administrative tools. Use the following tasks to perform these activities.

Procedure

* |Manage nodes.
. :Configure cells.
« [Configure deployment managers]
. :Manage node agents.
« [Manage node groups]

« [Administer stand-alone application servers on the same computer using an administrative agent.|

» |Administer stand-alone application servers and deployment managers remotely using a job manager.l
* [Configure remote file services.
» Use the [settings page for an administrative servicﬁto configure administrative services.
 |Configure location service daemons on the 2/0S® system|

« [Administer job managers.|

[Change the host name.|

What to do next

Administer nodes and node resources as needed using the administrative console or other administrative
tools.

Working with nodes - groups of managed servers

A node is a grouping of managed or unmanaged servers. You can add both managed and unmanaged
nodes to your product topology. If you add a new node for an existing WebSphere application server to the
network deployment cell, you add a managed node. If you create a node in the topology for managing web
servers or servers other than WebSphere application servers, you add an unmanaged node. You can add,
configure, remove, and otherwise work with nodes, node agents, and node groups.

Managed and unmanaged nodes
A node is a logical grouping of managed servers.

A node usually corresponds to a logical or physical computer system with a distinct IP host address.
Nodes cannot span multiple computers.

By default, node names are based on the host name of the computer, for example MyHostNodeO1.
Nodes can be managed or unmanaged. An unmanaged node does not have a node agent or

administrative agent to manage its servers, whereas a managed node does. Both application servers and
supported web servers can be on unmanaged or managed nodes.
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A stand-alone application server is an unmanaged node. The application server node becomes a managed
node when it is either federated into a cell or registered with an administrative agent.

When you create a managed node by federating the application server node into a deployment manager
cell, a node agent is automatically created. The node agent process manages the application server
configurations and servers on the node.

When you create a managed node by registering an application server node with an administrative agent,
the application server must be an unfederated application server node. The administrative agent is a single
interface that monitors and controls one or more application server nodes so that you can use the
application servers only to run your applications. Using a single interface reduces the overhead of running
administrative services in every application server.

A managed node in a cell can have WebSphere Application Server, Java Message Service (JMS) servers
(on Version 5 nodes only), web servers, or generic servers. A managed node that is not in a cell, but is
instead registered to an administrative agent, can have application servers, web servers, and generic
servers on the node.

An unmanaged node can exist in a cell as long as the unmanaged node only has a supported web server
defined on it. Unsupported Web servers can be on unmanaged nodes only and cannot be in a cell.

You can use the command line only to create a managed node that is registered to an administrative
agent.

You can create a managed node in a cell in one of the following ways:

» Administrative console

* Command line

* Administrative script

» Java program

Each of these methods for adding a node to a WebSphere Application Server, Network Deployment cell
includes the option of specifying a target node group for the managed node to join. If you do not specify a

node group, or you do not have the option of specifying a node group, the default node group of
DefaultNodeGroup is the target node group.

On the z/OS system, the default DefaultNodeGroup node group is the sysplex node group for the
deployment manager node and any other node in the cell from the same sysplex. A z/OS system node
from a different sysplex cannot be a member of this node group and must be a member of a sysplex node
group for its sysplex.

Whether you specify an explicit node group for a cell or accept the default, the hode group membership]|
must be satisfied. If the node that you are adding does not satisfy the node group membership rules
for the target node group, the add node operation fails with an error message.

Each managed node that is joined to a cell must be a member of a node group. However, a managed
node that is registered to an administrative agent cannot be a member of a node group.

The concepts of managed and unmanaged nodes are not applied to the registration of nodes to the job
manager.

Administrative functions for web server nodes supports the following:

» Basic administrative functions for all supported web servers. For example, the generation of a plug-in
configuration can be performed for all web servers. However, propagation of a plug-in configuration to
remote web servers is supported only for IBM® HTTP Servers that are defined on an unmanaged node.
If the web server is defined on a managed node, propagation of the plug-in configuration is done for all
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the web servers by using node synchronization. The web server plug-in configuration file is created
according to the web server definition and is based on the list of applications that are deployed on the
web server. You can also map all supported Web servers as potential targets for the modules during
application deployment.

» Some additional administrative console tasks for IBM HTTP Servers on managed and unmanaged
nodes. For instance, you can start IBM HTTP Servers, stop them, terminate them, display their log files,
and edit their configuration files.

Node groups

A node group is a collection of managed nodes. Managed nodes are WebSphere Application Server
nodes. A node group defines a boundary for server cluster formation.

* |“Node groups”
» [“Sysplex node groups’|
* |“Example: Using node groups” on page 12|

Node groups

Nodes that you organize into a node group need to be similar in terms of installed software, available
resources, and configuration to enable servers on those nodes to host the same applications as part of a
server cluster. The deployment manager does no validation to guarantee that nodes in a given node group
have anything in common.

Node groups are optional and are established at the discretion of the WebSphere Application Server
administrator. However, a node must be a member of a node group. Initially, all Application Server nodes
are members of the default DefaultNodeGroup node group.

A node can be a member of more than one node group.

Nodes on distributed platforms and the IBM i platform cannot be members of a node group that contains a
node on a z/OS platform. However, nodes on distributed platforms and nodes on the IBM i platform can be
members of the same node group.

To delete a node group, the node group must be empty. The default node group cannot be deleted.

An Application Server node must be a member of a sysplex node group. Nodes in the same sysplex must
be in the same sysplex node group. A node can be in one sysplex node group only.

When the deployment manager is configured on a z/OS node, the default node group, DefaultNodeGroup,
is the sysplex node group for the deployment manager node and any other node in the cell from the same
sysplex. Sysplex node groups are special node groups that the system manages.

Sysplex node groups

A sysplex node group is a node group unique to the z/OS operating system. The sysplex node group
includes a sysplex name and a z/OS operating system location service configuration. A sysplex is a
collection of z/OS systems that cooperate by using certain hardware and software products to process
workloads.

You cannot explicitly create a sysplex node group. The z/OS operating system creates sysplex node

groups in the following ways:

* When you configure a deployment manager server on the z/OS operating system, the default node
group is a sysplex node group. The deployment manager is automatically a member of the sysplex
node group. Application Server for z/OS nodes that you add to the network deployment cell are
automatically members of this node group.
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* You can add an Application Server for z/OS node to a network deployment cell whose deployment
manager is on a distributed platform node. In this case, you must add the first Application Server for
z/OS node for the network deployment cell to an empty node group. The system automatically
configures the node group into a sysplex node group by using the sysplex name and the z/OS location
service configuration that belongs to the Application Server for z/OS node.

You cannot remove a node from a sysplex node group. However, if a node is the only member of a
sysplex node group, you can add that node to an empty node group. The empty node group is converted
into a sysplex node group and the former sysplex node group of the node is converted into a regular node

group.
You cannot delete a node group that is a sysplex node group.
Example: Using node groups

By organizing nodes that satisfy your application requirements into a node group, you establish an
administrative policy that governs which nodes can be used together to form a cluster. The people who
define the cell configuration and the people who create server clusters can operate with greater
independence from one another, if they are different people.

In this example, assume the following information:
* Acell is comprised of nodes one to eight.
» Each node is a managed node, which means that each node is configured with an Application Server.

* Nodes six, seven, and eight are additionally configured as WebSphere Business Integration Server
Foundation nodes.

» All nodes are either zZ/OS system nodes from the same sysplex, or some combination of distributed
platform nodes and IBM i platform nodes.

» By default, all the nodes are in the default DefaultNodeGroup node group.

Applications that exploit WebSphere Business Integration Server Foundation functions can run
successfully only on nodes six, seven, and eight. Therefore, clusters that host these applications can be
formed only on nodes six, seven, and eight. To define a clustering policy that guides users of your
WebSphere cell into building clusters that can span only predetermined nodes, create an additional node
group called WBINodeGroup, for example. Add to the node group nodes six, seven, and eight. If you
create a cluster on a node from the WBINodeGroup node group, the system allows only nodes from the
WBINodeGroup node group to be members of the cluster.

In this next example, assume the following information:

* A cell is comprised of nodes one to six.

» Each node is a managed node, which means that each node is configured with an Application Server.
* Nodes one to four are some combination of distributed platform nodes and IBM i platform nodes.

* Nodes five and six are nodes on the z/OS operating system and are in the PLEX1 sysplex.

* The deployment manager is on a distributed platform node.

* Nodes one to four are members of the DefaultNodeGroup node group by default.

* You created empty PLEX1NodeGroup node group to group the z/OS operating system nodes on the
PLEX1 sysplex.

* You joined the nodes on the z/OS operating system to the PLEX1NodeGroup node group when you
added them to the cell. Nodes on the z/OS operating system cannot be in the same node group with
the distributed platform nodes.

Applications that exploit z/OS functions in the PLEX1 sysplex can run successfully on nodes five and six
only. Therefore, clusters that host these applications can be formed only on nodes five and six. The
required separation of distributed platform nodes and IBM i platform nodes from z/OS system nodes
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establishes a natural clustering policy that guides users of your Application Server cell into building
clusters that can span only predetermined nodes. If you create a cluster on a node from the
PLEX1NodeGroup node group, the system allows only nodes from the PLEX1NodeGroup node group to
be members of the cluster.

Example: Using node groups with clusters

Use node groups to define groups of nodes that are capable of hosting members of the same cluster. An
application that is deployed to a cluster must be capable of running on any of the cluster members. The
node that hosts each of the cluster members must be configured with software and settings that are
necessary to support the application.

By organizing nodes that satisfy your application requirements into a node group, you establish an
administrative policy that governs which nodes can be used together to form a cluster. The people who
define the cell configuration and the people who create server clusters can operate with greater
independence from one another, if they are different people.

Example 1:

Assume the following information:
* Acell is comprised of nodes one to eight.
» Each node is a managed node, which means that each node is configured with an Application Server.

* Nodes six, seven, and eight are additionally configured as WebSphere Business Integration Server
Foundation nodes.

* All nodes are either z/OS system nodes from the same sysplex, or some combination of distributed
platform nodes and IBM i platform nodes.

» By default, all the nodes are in the default DefaultNodeGroup node group.

Applications that exploit WebSphere Business Integration Server Foundation functions can run
successfully only on nodes six, seven, and eight. Therefore, clusters that host these applications can be
formed only on nodes six, seven, and eight. To define a clustering policy that guides users of your
WebSphere cell into building clusters that can span only predetermined nodes, create an additional node
group called WBINodeGroup, for example. Add to the node group nodes six, seven, and eight. If you
create a cluster on a node from the WBINodeGroup node group, the system allows only nodes from the
WBINodeGroup node group to be members of the cluster.

Example 2:

Assume the following information:

* A cell is comprised of nodes one to six.

» Each node is a managed node, which means that each node is configured with an Application Server.
* Nodes one to four are some combination of distributed platform nodes and IBM i platform nodes.

* Nodes five and six are nodes on the z/OS operating system and are in the PLEX1 sysplex.

* The deployment manager is on a distributed platform node.

* Nodes one to four are members of the DefaultNodeGroup node group by default.

* You created empty PLEX1NodeGroup node group to group the z/OS operating system nodes on the
PLEX1 sysplex.

* You joined the nodes on the z/OS operating system to the PLEX1NodeGroup node group when you
added them to the cell. Nodes on the z/OS operating system cannot be in the same node group with
the distributed platform nodes.

Applications that exploit z/OS functions in the PLEX1 sysplex can run successfully on nodes five and six
only. Therefore, clusters that host these applications can be formed only on nodes five and six. The
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required separation of distributed platform nodes and IBM i platform nodes from z/OS system nodes
establishes a natural clustering policy that guides users of your Application Server cell into building
clusters that can span only predetermined nodes. If you create a cluster on a node from the
PLEX1NodeGroup node group, the system allows only nodes from the PLEX1NodeGroup node group to
be members of the cluster.

Adding, managing, and removing nodes

You can add a node, select the discovery protocol for a node, define a custom property for a node, stop
servers on a node, and remove a node.

Before you begin

A node is a grouping of managed or unmanaged servers. You can add both managed and unmanaged
nodes to the WebSphere Application Server topology. If you add a new node for an existing WebSphere
Application Server to the network deployment cell, you add a managed node. If you create a new node in
the topology for managing web servers or servers other than WebSphere Application Servers, you add an
unmanaged node.

You can recover an existing managed node of a deployment manager cell. One of the options to add a
managed node enables you to quickly recover a damaged node. The option is similar to the
-askxistingNode parameter of the addNode command.

To view information about nodes and managed nodes, use the Nodes page. To access the Nodes page,
click System administration > Nodes in the administrative console navigation tree.

About this task

You can manage nodes on an application server through the wsadmin scripting tool, through the Java
application programming interfaces (APIs), or through the administrative console. Perform the following
tasks to manage nodes on an application server through the administrative console.

Add a node.i

- [Select the discovery protocol |

« [Define a custom property for a node.|

« [Specify a default software development kit for servers on a node.|
« [Synchronize the node configuration |

« [Stop servers on a node.|

« [Recover an existing managed node of a deployment manager cell |
+ [Remove a node.|

« [View node capabilities.|

Procedure
¢ Add a node.

1. Go to the [Nodes page|and click Add Node.

2. On the Add Node page, choose whether you want to add a managed or unmanaged node, and click
Next.

3. For a managed node, complete the following actions.
a. Verify that an application server is running on the remote host for the node that you are adding.

b. Specify a host name, connector type, and port for the application server at the node you are
adding. Perform one of the following sets of actions listed in the table:
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Table 2. Managed node actions. Perform the set of actions appropriate for your product environment.

If the deployment manager is on

And the node that you add to the
cell is on

Complete the appropriate set of
actions:

A z/OS system

A z/OS system and is in the same
sysplex as the deployment manager

Optionally specify a node group and a
core group. Click OK.

A z/OS system

A z/OS system, but is on a different
sysplex than the deployment manager

Specify a node group that contains
nodes from the same sysplex as the
node you are adding. If no such node
group exists, create a node group
and then specify that node group.
Optionally specify a core group. Click
OK.

The distributed platform or the IBM i
platform

A z/OS system

Specify a node group that contains
nodes from the same sysplex as the

node you are now adding. If no such
node group exists,

and then specify that node

group. Optionally specify a core
group. Click OK.

A z/OS system

The distributed platform or the IBM i
platform

Specify a node group that contains
distributed nodes. If no such node
group exists, [create a node group|
and then specify that node group.
Optionally specify a core group. Click
OK.

For the node group option to display, a group other than the default node group must first be
created. Likewise, for the core group option to display, a group other than the default core group

must first be created.

c. For managed nodes, another administrative console page is displayed on a Windows operating
system. Specify on the page whether you want to register the node agent to run as a Windows

service.

If security is enabled, you can optionally enter the local operating system user name and

password under which you will run the service. If you do not specify a user name and password,
the service runs under the local system identity. When you run remove the node, the node agent
is de-registered as a Window service.

4. For an unmanaged node, on the Nodes > New page, specify a node name, a host name, and a
platform for the new node. Click OK.

The node is added to the WebSphere Application Server environment and the name of the node is
displayed in the collection on the Nodes page.

Join subsequent WebSphere Application Server for z/OS nodes from the same sysplex to the same
sysplex node group. If you add WebSphere Application Server for z/OS nodes from different sysplexes
to the same cell, establish a separate sysplex node group for the nodes of each sysplex. On completing
this step, you will have added one or more nodes.

Note: When nodes are added while LDAP security is enabled, the following exception is generated in
the deployment manager System.out log under certain circumstances. If this happens, restart the
deployment manager to resolve the problem.

0000004d ORBRas E com.ibm.ws.security.orbss].WSSSLCTientSocketFactoryImpl
0 JSSLOO8OE: javax.net.ss1.SSLHandshakeException -
The client and server could not negotiate the desired Tevel of security.

createSSLSocket ProcessDiscovery :

Reason?com.ibm.jsse2.util.h: No trusted certificate found

» Select the discovery protocol.
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If the discovery protocol that a node uses is not appropriate for the node, select the appropriate
protocol.

1. On the [Nodes pagel click the node to access the [node setting page}

2. Select a value for Discovery protocol.
3. Click OK.

User Datagram Protocol (UDP) is faster than Transmission Control Protocol (TCP). However, TCP is
more reliable than UDP because UDP does not guarantee the delivery of datagrams to the destination.
The default of TCP is the recommended value.

For a node agent or deployment manager, use TCP or UDP.

A managed process uses multicast as its discovery protocol. The discovery protocol is fixed for a
managed process. The main benefit of using multicast on managed processes is efficiency for the node
agent. Suppose you have forty servers in a node. A node agent that uses multicast sends one
broadcast to all forty servers. If a node agent did not use multicast, it would send discovery queries to
all managed processes one at a time, totaling forty sends. Additional benefits of using multicast are that
you do not have to configure the discovery port for each server or prevent port conflicts because all
servers in one node listen to one port instead of to one port for each server.

» Define a custom property for a node.
1. On the , click the node for which you want to define a custom property.
2. On the |node settings page], click Custom Properties.
3. On the Property collection page, click New.
4

On the Custom property settings page, specify a name-value pair and a description for the property,
and click OK.

» Specify a default software development kit for a node.

Note: You can select the default software development kit (SDK) for a node on the Java SDKs page of
the administrative console. The page lists all software development kits that are installed on the
node. A node can have one default SDK. Servers on the node use the default SDK unless a
server overrides the SDK selection and specifies a different SDK.

1. Go to the Java SDKs page. Click System administration > Nodes > node_name > Java SDKs.

2. On the Java SDKs page, select the check box beside the SDK that you want servers on the node to
use and click Make Default.

» Synchronize the node configuration.

After you add a managed node or change a managed node configuration, synchronize the node
configuration. On the [Node agents page} ensure that the node agent for the node is running. Then, on
the |Nodes page|, select the check box beside the node whose configuration files you want to
synchronize and click Synchronize or Full Resynchronize.

Clicking either option sends a request to the node agent for that node to perform a configuration
synchronization immediately, instead of waiting for the periodic synchronization to occur. This action is
important if automatic configuration synchronization is disabled, or if the synchronization interval is set
to a long time, and a configuration change is made to the cell repository that needs to replicate to that
node. Settings for automatic synchronization are on the |Fi|e synchronization service pagel
Synchronize requests that a node synchronization operation be performed using the normal
synchronization optimization algorithm. This operation is fast, but might not fix problems from manual
file edits that occur on the node. It is still possible for the node and cell configuration to be out of
synchronization after this operation is performed.

Full Resynchronize clears all synchronization optimization settings and performs configuration
synchronization anew, so there is no mismatch between node and cell configuration after this operation
is performed. This operation can take longer than the Synchronize operation.

Unmanaged nodes cannot be synchronized.
» Stop servers on a node.
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On the select the check box beside the managed node whose servers that you want to
stop running, and click Stop.

* Recover an existing managed node of a deployment manager cell.

You can recover an existing damaged node using one of the options to add a managed node. The node
must be at the deployment manager level.

1. Ensure that the existing damaged node is not running. Stop the node agent and any application
servers residing on the node.

2. Create a profile to replace the damaged node and give it the same profile and node names.

For example, suppose the myNode01 node that has the profile name AppSrv01 stops functioning. To
replace it with a new node, create an application server profile named AppSrv01 for node myNode01.

3. Start the new node, or application server, that you want to use to replace the damaged node.
4. Use the Recover managed node page to replace the damaged node in the cell with the new node.

a. In the deployment manager administrative console, click System administration > Nodes >
Add Node > Recover an existing node > Next.

b. For Host, specify the host name or IP address of the node to add to the cell. The host value can
be an IP address, a domain name server (DNS) name that resolves to an IP address, or the
word Tocalhost if the application server is running on the same machine as the deployment
manager.

c. For JMX connector type, select the type of Java Management Extensions (JMX) connectors
that communicate with the product when you run a script.

d. For JMX connector port, specify the port number of the JMX connector of the new node.

You can find the port number in the console of the new application server node. Click Servers >
Server Types > WebSphere application servers > server_name > Ports. For example, for a
SOAP connector port type, specify the SOAP_CONNECTOR_ADDRESS value for the JMX
connector port number.

e. Specify values for the remaining fields as needed and click OK.

Instead of using the Recover managed node console page to recover a node, you can run the addNode
command with the -asExistingNode option from a command line at the bin directory of the damaged
application server profile. The name of the new node must match the name of the node where you run
addNode with the -asExistingNode option.

You can also use the -asExistingNode option of the addNode command to move a node to a product
installation on a different computer but at the same path, to move a node to a product installation on a
different operating system or with a different path, or to create new cells from a template cell. See the
topic on recovering or moving nodes with the addNode -asExistingNode command.

* Remove a node.
On the select the check box beside the node that you want to delete and click Remove

Node. If you cannot remove the node by clicking Remove Node, remove the node from the
configuration by clicking Force Delete.

* View node capabilities.

Review the [node capabilities, such as the product version through the administrative console. You can
also query them through the Application Server application programming interface (API) or the wsadmin
tool. For information on the wsadmin tool, see the Using the administrative clients PDF.

The product versions for WebSphere Application Server are as follows: The base edition of WebSphere
Application Server is listed in the version column as Base. The express edition of WebSphere
Application Server is listed in the version column as Express. The WebSphere Application Server,
Network Deployment product is listed in the version column as ND.

What to do next

If you changed a node configuration, examine the configuration changes.
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Recovering or moving nodes with the addNode -asExistingNode command

You can use the -asExistingNode option of the addNede command to recover and move nodes of a
deployment manager. Using the -asExistingNode option, federate a new custom node to a deployment
manager as an existing node. During federation, the product uses information in the deployment manager
master configuration to transform the custom node into the existing node.

Before you begin

This topic assumes that a WebSphere Application Server, Network Deployment product has a deployment
manager with one or more managed nodes.

About this task

Use the -asExistingNode option of the addNode command to quickly recover a damaged node, to move a
node to a product installation on a different computer but at the same path, to move a node to a product
installation on a different operating system or with a different path, or to create cells from a template cell.

The following procedures describe how to use the -asExistingNode option:

+ [Recover an existing managed node of a deployment manager.

+ [Move a node to a product installation on a different computer but at the same path |

+ [Move a node to a product installation on a different operating system or with a different path.|
+ [Create a cell from a template cell

Note: Other addNode options for node configuration are incompatible with this -asExistingNode option. Do
not use -askxistingNode with the following incompatible options:
* -includeapps
* -includebuses
e -startingport
e -portprops
e -nodeagentshortname
* -nodegroupname
* -registerservice
* -serviceusername
e -servicepassword
e -coregroupname
e -excludesecuritydomains

When the addNode command is run with the -asExistingNode option, the product does not check for or
resolve conflicts among ports. You must verify that the ports associated with a node do not conflict with
ports that are already in use on the target host.

Procedure
* Recover an existing managed node of a deployment manager.

You can recover an existing damaged node using the -asExistingNode option of the addNode command.
For example, if a computer failure results in an unavailable node but node information remains on the
deployment manager, you can use the -asExistingNode option to recreate the unavailable node.

1. Ensure that the existing damaged node is not running. Stop the node agent and any application
servers that reside on the node.

2. Remove the original profile, and create a profile to replace the damaged node and give it the same
profile path, profile name, and node name as the unavailable node. Or, you can create the profile on
a different computer from the original node, if your original computer is unavailable and you have
configured a new computer with the same host name.
For example, suppose the myNode01 node that has the profile name AppSrv01 stops functioning. To
replace it with a new node, create an application server profile named AppSrv01 for node myNode@1.
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3.

4.

Run the addNode command with the -asExistingNode option from a command line at the bin
directory of the damaged application server profile.

The name of the new node must match the name of the node where you run addNode with the
-asExistingNode option.

a. Open a command prompt and change to the application server profile bin directory. For
example, for the application server profile AppSrv01, go to the profile_root/AppSrv0l/bin
directory.

b. Run the addNode command with the -asExistingNode option to replace the application server
node with the new node. The following example command assumes that security is enabled and
that the product requires you to enter a user name and password. For dmgr_host and
dmgr_port, specify the host name and port number of the deployment manager.

addNode dmgr_host dmgr_port -asExistingNode -username user_name -password password

Restriction: Previously installed JCA adapters are not stored as part of the WebSphere
configuration. After you replace a node, reinstall JCA adapters to enable them to work
in the new environment.

Synchronize all the other active nodes in the cell.

— The easiest and most efficient way to synchronize active nodes is to allow automatic
synchronization to run. By default, automatic synchronization is enabled and nodes synchronize
themselves at their configured interval.

— If automatic synchronization is not enabled, you can synchronize the nodes explicitly.
a. Click System administration > Nodes.
b. On the Nodes page, select the unsynchronized nodes and click Synchronize.

If you have more than five unsynchronized nodes, only synchronize five nodes at a time.

To recover a managed node using a deployment manager administrative console, see the topic on
adding, managing, and removing nodes.

Move a node to a product installation on a different computer but at the same path.

You can use the -asExistingNode option to move a node to a different computer, provided the following
settings are the same on the different computer:

WebSphere Application Server installation directory
Profile name

Profile directory

Node name

This procedure involves three different profiles:

1.

The deployment manager profile is the profile for the deployment manager. Run the changeHostName
command from the deployment manager profile.

The source profile is the original profile from which you want to move.

The destination profile is the profile that you want to move to on the different computer.

Ensure that the node you want to move, the source profile, is not running. Stop the node agent and
any application servers that reside on the node.

Change the host name of the node within the master configuration present at the deployment
manager.

Perform the following steps, which involve the deployment manager profile:

a. Open a command prompt and change to the deployment manager profile bin directory. For
example, if the deployment manager profile is named Dmgr01, go to the profile_root/Dmgr01/bin
directory.

b. Run wsadmin Jython commands that change the host name of the node. The following example
commands assume that security is enabled and that the product requires you to enter a user
name and password. For new_host_name, specify the host name of the target computer.

wsadmin -lang jython -userName user_name -password password

AdminTask.changeHostName (' [-hostName new_host_name -nodeName node_name] ‘)
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AdminConfig.save()

quit

3. Move the node from the product installation on the source computer to the product installation on

6.

the target computer.

Perform the following steps, which involve the destination profile, on the target computer:

a. Install WebSphere Application Server in a directory that has the same name as the product
installation directory on the source computer.

b. Create a custom profile that has the same profile name, profile directory, and node name as the
profile for the node that you want to move. When creating the custom profile, select to federate
the node later. Do not select to federate the node during profile creation.

c. Open a command prompt and change to the application server profile bin directory. For
example, if the application server profile is named AppSrv01, go to the profile_root/AppSrv0l/bin
directory.

d. Run the addNode command with the -asExistingNode option to replace the application server
node with the node that you want to move. The following example command assumes that
security is enabled and that the product requires you to enter a user name and password. For
dmgr_host and dmgr._port, specify the host name and port number of the target deployment
manager.

addNode dmgr_host dmgr_port -asExistingNode -username user_name -password password

Restriction: Previously installed JCA adapters are not stored as part of the WebSphere
configuration. After you move a node, reinstall JCA adapters to enable them to work in
the new environment.

Use the administrative console of the target deployment manager or wsadmin to enable servers on
the node to run properly.

a. Start the node. This step involves the destination profile.

b. Update the virtual hosts (host aliases) to include the target host name of the application server
node.

c. Start the application servers of the node.

If the node uses a Secure Sockets Layer (SSL) certificate, change the default certificate to contain
the host name of the node.

See the topic on creating SSL certificates to replace existing certificates in a node.
[Synchronize all the other active nodes in the cell |

You might need to update the configurations of other infrastructure components, such as web servers,
that are statically configured to use application servers residing on specific hosts.

Move a node to a product installation on a different operating system or with a different path.

You can use the -asExistingNode option to move a node to a product installation on a different
computer with the same operating system, but different host name and path. You can also use the
option to move a node to a product installation on a different computer that has a different operating
system but compatible configuration files; for example, from an AIX operating system to a Windows
operating system.
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Restriction:

— Applications that use Scheduler only work with the same host name. Because the host
name is embedded in each scheduled task, tasks that exist before you move a node
will not work properly, but tasks created after the move will work properly. After you
move a node, reschedule any scheduled tasks that existed when you moved the node.

— You cannot move nodes between product installations on z/OS and non-z/OS operating
systems.
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— Previously installed JCA adapters are not stored as part of the WebSphere
configuration. After you move a node, reinstall JCA adapters to enable them to work in
the new environment.

This task assumes that the WebSphere Application Server installation directory and profile directory on
the computer that has the node you want to move (source computer) is different from the directories on
the target computer. However, the node profile name and node name must be the same on both the
source and target computers.

To complete this task, perform the steps in the |Move a node to a product installation on a differentl
|computer but at the same patH task, except change the product installation and profile paths of each
node in the variable maps on the deployment manager configuration before moving the node to the
target computer. For example:

1. In a deployment manager administrative console, click Environment > WebSphere variables.

2. On the WebSphere Variables page, select the node scope and then click the WAS_INSTALL_ROOT
variable.

3. On the settings page for the WAS_INSTALL_ROQT variable, change the Value setting to specify the
new product installation path and save the change.

4. On the WebSphere Variables page, with the node scope selected, click the USER_INSTALL_ROOT
variable.

5. On the settings page for the USER_INSTALL_ROQOT variable, change the Value setting to specify
the new profile installation path and save the change.

6. Repeat these steps as needed to change the product installation and profile paths of each node so
that the paths are correct for the target computer.

For this task, the product installation and profile directories do not need to be the same on the target

computer as on the source computer.

Create a cell from a template cell.

You can quickly create a cell from an existing cell using the -asExistingNode option of the addNode
command. The new cell must have the same name as the template cell.

Restriction:

— Scheduler application does not work with multiple environments. Because the host
name is embedded in each scheduled task, tasks that exist before you move a node
will not work properly, but tasks created after the move will work properly. After you
move a node, reschedule any scheduled tasks that existed when you moved the node.

— You must assess whether different resources, such as data sources, are required for
each environment.

— Previously installed JCA adapters are not stored as part of the WebSphere
configuration. After you move a node, reinstall JCA adapters to enable them to work in
the new environment.

If security is enabled, you likely must regenerate new keys and tokens for a new cell.
1. Create and configure a cell to be the template cell that you want to use for new product installations.

2. Make a copy of the deployment manager profile configuration using the backupConfig command.
You will use this copy of the configuration to restore the deployment manager configuration in the
new installation.

3. Copy the template cell to a new product installation.
For each new environment to be provisioned, complete the following steps:
a. Install WebSphere Application Server.
b. Create the deployment manager and application server node profiles.

c. Restore the deployment manager profile configuration using the restoreConfig command.
Update the deployment manager host name using wsadmin in local mode. If the profile path or
the product installation path has changed, modify the variables.xml file of the deployment

Chapter 3. Administering nodes and resources 21



manager node to reflect the new paths. Update additional properties files as needed. Properties
files that you might need to update include, for example, wsadmin.properties and
soap.client.props.

d. Customize each node configuration on the deployment manager profile. For example, change
the following settings:
— Host name
— Ports
— Product installation directory
— Profile directories
— Security configuration

e. Run addNode —asExistingNode for each node. You can run the command concurrently from each
node.

1) Open a command prompt and change to the application server profile bin directory. For
example, if the application server profile is named AppSrv01, go to the profile_root/AppSrv0l/
bin directory.

2) Run the addNode command with the -asExistingNode option to replace the application server
node with the node on the target cell. The following example command assumes that
security is enabled and that the product requires you to enter a user name and password.
For dmgr_host and dmgr_port, specify the host name and port number of the target
deployment manager.

addNode dmgr_host dmgr_port -asExistingNode -username user_name -password password

4. Use the administrative console of the new deployment manager or wsadmin to enable servers for
each node to run properly.

a. Start the node. Run the startNode command from the node profile.
b. Update the virtual hosts (host aliases) to include the host name of the application server node.
c. Start the application servers of the node.

5. If the cell uses a Secure Sockets Layer (SSL) certificate, replace the self-signed root certificate in
the root keystore, DmgrDefaultRootStore.

See the topic on creating SSL certificates to replace existing certificates in a cell.
6. [Synchronize all the other active nodes in the cell|

What to do next

Examine the nodes in the target installation to ensure that the node configuration operates properly. If
necessary, delete profiles of the source installation.

Node collection

Use this page to manage nodes in the WebSphere Application Server environment. Nodes group managed
servers. The table lists the managed and unmanaged nodes in this cell. The first node is the deployment
manager. Add new nodes to the cell and to the list by clicking Add Node.

To view this administrative console page, click System administration > Nodes.

Name:

Specifies a name for a node that is unique within the cell.

A node corresponds to a physical computer system with a distinct IP host address. The node name is
usually the same as the host name for the computer.

Version:

Specifies the product name and version number of the node.
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The product version is the version of a WebSphere Application Server for managed nodes.

For unmanaged nodes on which you can define web servers, the version displays as not applicable

The base edition of WebSphere Application Server (base) is listed in the version column as Base. The
express edition of WebSphere Application Server is listed in the version column as Express. The
WebSphere Application Server, Network Deployment product is listed in the version column as ND.

The product in the version column indicates the product that you used to create the profile, not the type of
profile that you installed. For example, if you use the WebSphere Application Server, Network Deployment
product to install a profile type of application server, the version column indicates ND.

Discovery protocol:

Specifies the protocol that servers use to discover the presence of other servers on this node.

The possible protocol options follow:

UDP  User Datagram Protocol (UDP)

TCP  Transmission Control Protocol (TCP)

Status:

Indicates that the node is either synchronized, not synchronized, unknown, or not applicable.

Table 3. Node status. Shows whether node changes are synchronized.

Button Node Status Description

b Synchronized The configuration files on this node are synchronized with the
deployment manager.

§3h Not synchronized The configuration files on this node are not synchronized with the

deployment manager and are out-of-date. Perform a synchronize
operation to get the latest configuration changes on the node.

i Unknown The state of the configuration file cannot be determined because
the node agent cannot be reached for this node.
Not applicable The status column is not applicable for this node because the

node is an unmanaged node.

Node settings:

Use this page to view or change the configuration or topology settings for either a managed node instance
or an unmanaged node instance.

A managed node is a node with an Application Server and a node agent that belongs to a cell. An
unmanaged node is a node defined in the cell topology that does not have a node agent running to
manage the process. Unmanaged nodes are typically used to manage web servers.

To view this administrative console page, click System administration > Nodes > node_name.
Name:

Specifies a logical name for the node. The name must be unique within the cell.

A node name usually is identical to the host name for the computer. However, you choose the node name.
You can make the node name some name other than the host name.
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Information Value
Data type String

Short Name:

Specifies the name of a node. The name is 1-8 characters, alphanumeric or national language. It cannot
start with a numeric.

The short name property is defined during installation and customization. However, you can change the
short name using the renameNode.sh command.

Host Name:

Specifies the host name of the unmanaged node that is added to the configuration.

Information Value
Date type String
Default None

Discovery Protocol:

Specifies the protocol that the node follows to retrieve information from a network. The Discovery protocol
setting is only valid for managed nodes.

Select from one of these protocol options:
UDP  User Datagram Protocol (UDP)
TCP  Transmission Control Protocol (TCP)

Information Value

Data type String

Default TCP

Range Valid values are UDP or TCP.

UDP is faster than TCP, but TCP is more reliable than UDP because UDP does not guarantee delivery of
datagrams to the destination. Between these two protocols, the default of TCP is recommended.

File permissions: Specifies the most lenient file permissions for the application files that the product
extracts into the application destination location. A deployer can override the permissions by configuring
the permissions at the application level. However, if the file permissions specified at the application level
are more lenient than the ones specified at the node, the ones specified at the node are used. The File
permissions setting is only valid for managed nodes.

Information Value
Data type String
Default 755, or rwx-rx-rx, for files that end in .d11, .so, .a and

.s1 if no value is set

Platform type:
Specifies the operating system on which the unmanaged node runs.

Valid options are:
* Windows
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« AIX®

+ HP-UX
» Solaris
e Linux

« 0S/400®
« 2/0S

Add managed node settings
A managed node is a node with an application server and a node agent that belongs to a deployment
manager cell. Use this page to add an application server node to a deployment manager cell.

To view this deployment manager administrative console page, click System administration > Nodes >
Add Node > Managed node > Next .

Node connection: Specifies connection information for WebSphere Application Server.
* Host

Specifies the host name or IP address of the node to add to the cell. A WebSphere Application Server
instance must be running on this machine.

Information Value
Data type String
Default None

* JMX connector type

Specifies the Java Management Extensions (JMX) connectors that communicate with the WebSphere
Application Server when you invoke a scripting process.

Select from one of these JMX connector types:
— Simple Object Access Protocol (SOAP)
Use when the Application Server connects to a SOAP server.
— Remote Method Invocation (RMI)
Use when the Application Server connects to an RMI server.
* JMX connector port

Specifies the port number of the JMX connector on the instance to add to the cell. The default SOAP
connector port is 8880.

Information Value
Date type Integer
Default 8880

* Application server user name

Specifies the administration user name that connects to the remote Application Server whose node is
being added to the cell. The Application Server user name and password are used to connect to the
Application Server and start the add node process at the Application Server. The Application Server
user name and password settings always display. You must specify values for them if security is
enabled at the Application Server. Otherwise, leave them blank.

» Application server password
Specifies the password for the Application Server user name that you supply.
* Deployment manager user name

Specifies the deployment manager administration user name that the Application Server uses when
connecting to the deployment manager to add its node to the cell. The deployment manager user name
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and password settings display only if security is enabled at the deployment manager. The deployment
manager user name and password are required if their settings display.

* Deployment manager password
Specifies the password for the deployment manager user name that you supply.

Options: Select from the following settings to further specify characteristics when adding a managed
node to a cell.

* Include applications

Copies the applications installed on the remote instance into a cell. If the applications to copy have the
same name as the applications that currently exist in the cell, the Application Server does not copy the
applications.

* Include buses

Specifies whether to move the bus configuration at the node to the deployment manager.
+ Starting port

Specifies the port numbers for the node agent process.

Information Value

Use default Specifies whether to use the default node agent port
numbers. The topic Port number settings in WebSphere
Application Server versions provides a list of all of the
default port numbers.

Specify Allows you to specify the starting port number in the Port
number field. WebSphere Application Server
administration assigns the port numbers in order from the
starting port number. For example, if you specify 9950, the
administration program configures the node agent ports as
9950, 9951, 9952, and so on.

* Core Group

Specifies the group to which you can add a cluster or node agent. By default, clusters or node agents
are added to the DefaultCoreGroup group.

Select from one of the core groups if a list is displayed. The list displays if a core group in addition to
the default core group exists.

* Node group

Specifies the group to which you can add the node. By default, nodes are added to the
DefaultNodeGroup group.

Select from one of the node groups if a list is displayed. The list displays if a node group in addition to
the default node group exists.

Recover managed node settings
Use this page to recover an existing managed node of a deployment manager cell. The node must be at
the deployment manager level.

To view this deployment manager administrative console page, click System administration > Nodes >
Add Node > Recover an existing node > Next.

Before you use this page to recover an existing node that is no longer functioning, create a new profile to
replace the damaged node and give it the same profile and node names. Then, use this page to replace
the damaged node in the cell with the new node.

The new node, or application server, that you want to use to replace the damaged one must be running.

Instead of using this page to recover a node, you can run the addNode command with the -asExistingNode
option from a command line at the bin directory of the stopped application server profile. The name of the
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node must match the name of the node where you run addNode with the option. Other addNode options for
node configuration are incompatible with the -asExistingNode option.

Host:

Specifies the host name or IP address of the node to add to the cell. The application server process must
be running at the IP address identified by the host field.

The value can be an IP address, a domain name server (DNS) name that resolves to an IP address, or
the word Tocalhost if the application server is running on the same machine as the deployment manager.

Information Value
Data type String
Default None
JMX connector type:

Specifies the Java Management Extensions (JMX) connectors that communicate with the product when
you invoke a scripting process.

Select from one of these JMX connector types:
» Simple Object Access Protocol (SOAP)
Use when the Application Server connects to a SOAP server.
* Remote Method Invocation (RMI)
Use when the Application Server connects to an RMI server.
+ JSR160RMI
Use when the Application Server connects to an JSR 160 RMI server.

JMX connector port:

Specifies the port number of the JMX connector on the instance to add to the cell. The default SOAP
connector port is 8880.

You can find the port number under Ports on the Configuration tab of the server setting page. Click
Servers > Server Types > WebSphere application servers > server_name > Ports.

Information Value
Date type Integer
Default 8880

Application server user name:

Specifies the administration user name that connects to the remote Application Server whose node is
being added to the cell.

The Application Server user name and password are used to connect to the Application Server and start
the add node process at the Application Server. The Application Server user name and password settings
always display. You must specify values for them if security is enabled at the Application Server.
Otherwise, leave them blank.

Application server password:

Specifies the password for the Application Server user name that you supply.
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Deployment manager user name:

Specifies the deployment manager administration user name that the Application Server uses when
connecting to the deployment manager to add its node to the cell.

The deployment manager user name and password settings display only if security is enabled at the
deployment manager. The deployment manager user name and password are required if their settings
display.

Deployment manager password:

Specifies the password for the deployment manager user name that you supply.

Config URL:

Specifies the security settings that enable a remote application server to communicate with the deployment
manager. The default is a properties file with encoded passwords.

To view this setting, security must be enabled.

Information Value
Date type String
Default file:/${USER_INSTALL_ROOT}/properties/sas.client.props

Node installation properties

Use this page to view read-only installation properties for this node. These properties provide information
about the capabilities of the node that are collected during product installation time, such as the operating
system name, architecture and version, or WebSphere Application Server product levels that are installed
on the node.

To view this administrative console page, click System administration > Nodes > node_name > Node
installation properties.

Information about a node, such as operating system platform and product features, is maintained in the
configuration repository in the form of properties. As product features are installed on a node, new property
settings are added.

WebSphere Application Server system management uses the managed object metadata properties as
follows:

» To display the node version in the administrative console
» To ensure that new configuration types or attributes are not created or set on older release nodes
» To ensure that new resource types are not created on old release nodes

» To ensure that new applications are not installed on old release nodes because the old run time cannot
support the new applications

For detailed information about the following properties, see the Application Server application programming
interface (API).

com.ibm.websphere.baseProductShortName:
The product short name for the WebSphere Application Server that is installed.
com.ibm.websphere.baseProductVersion:

The version of WebSphere Application Server that is installed.
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com.ibm.websphere.nodeOperatingSystem:
The operating system platform on which the node runs.
com.ibm.websphere.nodeSysplexName:

The sysplex name on a z/OS operating system.

Changing the node host names

After creating a profile or adding a node, the host name of the server or its ports might be incorrect. You
can follow the examples to change the server host name using command line tools and the wsadmin
scripting tool, and the host name of the server ports using the administrative console and command line
tools.

Before you begin

Create a profile or add a node to a cell. Verify that the host name of the server and the server ports are
correct.

About this task

If the host name of a server or its ports is incorrect, then you might experience problems such as errors
when you attempt to stop a server. One example task shows how to correct the server host name through
command line tools and the wsadmin scripting tool. The other example task shows how to correct the host
name of the server ports using the administrative console and command line tools.

Procedure

» Correct the host name for an application server node, a node agent, or a deployment manager node
using the wsadmin scripting tool and command line tools.
1. Launch the wsadmin tool.
Enter the following command:
wsadmin -lang jython
2. List the contents of the server configuration file.
Enter the following line of code:
AdminConfig.1ist('ServerIndex')

3. In the output, find the Serverindex object for the application server node, the node agent, or the
deployment manager, similar to the following examples:

Application server and node agent:

cells/isthmusCel116/nodes/isthmusNode06|serverindex.xml#ServerIndex_1

Deployment manager:
cells/isthmusCel116/nodes/isthmusCelIManager06 |serverindex.xml#Serverindex_1

4. Modify the host name for the application server node, the node agent, or the deployment manager,
similar to the following examples:

Application server and node agent:
Enter the following line of code:

AdminConfig.modify (' (cells/isthmusCel116/nodes/isthmusNoded6|serverindex.xml
#ServerIndex_1)', "[[hostName new_host_name]]")

Deployment manager:

Enter the following line of code:

AdminConfig.modify(' (cells/isthmusCel116/nodes/isthmusCel1Managero6|
serverindex.xml#ServerIndex_1)', "[[hostName new_host_name]]")

The commands are split on multiple lines for printing purposes.
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5. Modify the host name for the Daemon instance as it applies to the application server, node agent,
and deployment manager.

Application server and node agent:
Enter the following line of code:

AdminTask.modifyNodeGroupProperty('DefaultNodeGroup',
'[ -name was.WAS_DAEMON_protocol_iiop_daemon_listenIPAddress
-value newHostname] ')

Deployment manager:
Enter the following line of code:

AdminTask.modifyNodeGroupProperty('DefaultNodeGroup',
'"[ -name was.WAS_DAEMON_protocol_iiop_daemon_listenIPAddress
-value newHostname] ')

6. Verify that the host names are correct, similar to the following examples:
Application server and node agent:

Enter the following line of code:

AdminConfig.show(' (cells/isthmusCe1107/nodes/isthmusCellManager07 |
serverindex.xml#ServerIndex_1)', 'hostName')

The response is:

' [hostName isthmus]'
Deployment manager:

Enter the following line of code:

AdminConfig.show (' (cells/isthmusCel107/nodes/isthmusNode04 |
serverindex.xml#ServerIndex_1)"', 'hostName')

The response is:

'[hostName isthmus]'
The commands are split on multiple lines for printing purposes.
7. Save the configuration.

Enter the following line of code:
AdminConfig.save()

8. Type exit to end the wsadmin session.

9. If you changed the host names for the application server and node agent, update the node with the
changes.

a. Stop the node agent.

Enter the following command:
stopNode -profileName AppSrv0l

b. Stop the application server.
Enter the following command:

stopServer serverl -profileName AppSrvOl

c. Use the syncNode script found in each federated node's /bin directory to synchronize the
changes from the master configuration in the node

Deployment manager:

Enter the following command:
syncNode <DMGR_HOST> <SOAP_PORT>

d. Restart the node agent.

Enter the following command:
startNode -profileName AppSrvOl

e. Restart the application server.
Enter the following command:

startServer serverl -profileName AppSrvOl
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10. If you changed the host name for the deployment manager, restart the deployment manager to
apply the changes.

a. Stop the deployment manager(from the deployment manager's /bin directory)..

Enter the following command:
stopManager -profileName DMgr01
b. Start the deployment manager.

Enter the following command:
startManager -profileName DMgr01

» Correct the host names for the ports that an application server, node agent, or deployment manager
opens.

If you have to correct the host names of the server ports, then you can make the correction using
command line tools and either the wsadmin scripting tool or the administrative console. You might have
to correct the host names of multiple ports for a particular server. This example shows you how to
correct the host names using the administrative console and command line tools.

1. For the application server, select Servers > Server Types > WebSphere application servers >
application_server > Ports. For the node agent, select System administration > Node agents >
node_agent > Ports. For the deployment manager, select System administration > Deployment
manager > Ports.

2. Select a port whose host name needs changing.
3. Change the host name in the Host field; Click OK.

4. Continue selecting ports and changing host names until you correct each of the host names for the
server ports.

5. Save the changes to the master configuration.

6. If you changed the host names for the application server and node agent, update the node with the
changes.

a. Stop the node agent.
— Select System administration > Node agents.
— Select the node agent that you want to stop.
— Click Stop.
b. Stop the application server.
— Select Servers > Server Types > WebSphere application servers.
— Select the server that you want to stop.
— Click Stop.
c. Synchronize the nodes.
Enter the following command:

syncNode deployment_manager_host deployment_manager_port

d. Restart the node agent.
Enter the following command:
startNode -profileName AppSrvOl
e. Restart the application server.
— Select Servers > Server Types > WebSphere application servers.
— Select the server that you want to restart.
— Click Start.

7. If you changed the host name for the deployment manager, restart the deployment manager to
apply the changes.

a. Stop the deployment manager.
— Select System administration > Deployment manager.
— Click Stop.
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b. Start the deployment manager.

Enter the following command:
startManager -profileName DMgr01

Results
You have changed the host name of the server, the host names of the server ports, or both.
What to do next

You can continue to administer the product by doing such tasks as managing nodes, node agents, and
node groups.

Starting and stopping a node

You can start a node by using the startNode command. You can stop a node by using the stopNode
command. Starting and stopping a node is applicable only if your profile, also known as a node, is added
to a WebSphere Application Server WebSphere Application Server, Network Deployment domain or cell.

Before you begin
Before you can start and stop a node, you must federate the node into a cell.

Start the deployment manager and add the node as a managed node of the deployment manager. Adding
the managed node federates the node.

About this task

Start or stop a node as need in administering your WebSphere Application Server, Network Deployment
environment. Before your environment can service requests, you must have the deployment manager and
node started, and typically an HTTP server.

Procedure
» Start a node.
Use one of these methods to start a node:
— Use the startNode command.
» Stop a node.
Use one of these methods to stop a node:
— Use the stopNode command:
stopNode
— Use the deployment manager administrative console.
To use the deployment manager administrative console to stop a node:

1. Start the deployment manager profile that manages your node.
2. Start the administrative console for the deployment manager.
3. Expand System Administration and click Node Agents.
4. Select the check box for the node that you want to stop.
5. Click Stop.

Results

You have started and stopped a node.
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What to do next

You can deploy applications, create a cluster, and generally administer your WebSphere Application
Server, Network Deployment environment.

Directory conventions

References in product information to app_server_root, profile_root, and other directories imply specific
default directory locations. This article describes the conventions in use for WebSphere Application Server.
Default product locations - z/0S

app_server_root
Refers to the top directory for a WebSphere Application Server node.

The node may be of any type—application server, deployment manager, or unmanaged for
example. Each node has its own app_server_root. Corresponding product variables are
was.install.root and WAS_HOME.

The default varies based on node type. Common defaults are configuration root/AppServer and
configuration_root/DeploymentManager.

configuration_root
Refers to the mount point for the configuration file system (formerly, the configuration HFS) in
WebSphere Application Server for z/OS.

The configuration_root contains the various app_server_root directories and certain symbolic links
associated with them. Each different node type under the configuration_root requires its own
cataloged procedures under z/OS.

The default is /wasv8config/cell_name/node_name.

plug-ins_root
Refers to the installation root directory for Web Server Plug-ins.

profile_root
Refers to the home directory for a particular instantiated WebSphere Application Server profile.

Corresponding product variables are server.root and user.install.root.

In general, this is the same as app_server_root/profiles/profile _name. On z/OS, this will always
be app_server_root/profiles/default because only the profile name "default" is used in
WebSphere Application Server for z/OS.

smpe_root
Refers to the root directory for product code installed with SMP/E or IBM Installation Manager.

The corresponding product variable is smpe.install.root.
The default is /usr/1pp/zWebSphere/V8R5.

Viewing, configuring, creating, and deleting node groups
This task discusses how to create and manage node groups.

Before you begin

Read about if you are unfamiliar with them.

About this task

Your WebSphere Application Server environment has a default node group. However, if you need
additional node groups to manage your Application Server environment, you can create and configure

additional node groups. You can delete a node group as long as it is not a default node group.
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Procedure
* View and configure node groups.
1. Click System Administration > Node groups in the console navigation tree.

2. To view additional information about a particular node group or to further configure a node group,
click on the node group name under Name.

» Create a node group.
1. Click System Administration > Node groups in the console navigation tree.
2. Click New.
3. Specify the node group name and description.
The node group is added to the WebSphere Application Server environment . The name of the node
group appears in the name column of the Node group page.

You can now add nodes to the node group. See [‘Adding, managing, and removing nodes” on page 14|
and|“Viewing, adding, and deleting node group members” on page 3§ for information on how to add the
nodes.

» Delete a node group if the node group is not the default node group.

1. If the node group contains members, delete the members:
a. Click System Administration > Node groups in the console navigation tree.
b. Under Name, click the node group whose members you want to delete.
c. Click Node group members.
d. Select all the node group members.
e. Click Remove.

2. Click System Administration > Node groups.

3. Select an empty node group.

4. Click delete.

Node group collection
Use this page to manage node groups. A node group is a collection of WebSphere Application Server
nodes. A node group defines a boundary for server cluster formation.

Nodes that are organized into a node group should be enough alike in terms of installed software,
available resources, and configuration to enable servers on those nodes to host the same applications as
part of a server cluster. The deployment manager does no validation to guarantee that nodes in a given
node group have anything in common.

Node groups are optional and are established at the discretion of the WebSphere administrator. However,
a node must be a member of a node group. Initially, all Application Server nodes are members of the
default node group. The default node group is DefaultNodeGroup.

A node can be a member of more than one node group.

An Application Server node must be a member of a sysplex node group. Nodes in the same sysplex must
be in the same sysplex node group. A node can only be in one sysplex node group. Sysplex node groups
are special node groups that the system manages.

Nodes on distributed platforms and the IBM i platform cannot be members of a node group that contains a
node on a z/OS platform. However, nodes on distributed platforms and nodes on the IBM i platform can be
members of the same node group.

To delete a node group, the node group must be empty. The default node group cannot be deleted.

To view this administrative console page, click System administration > Node groups.
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Name:

Specifies a name for a node group that is unique within the cell.

Members:

Specifies the number of members or nodes in the node group.

Description:

Specifies a description that you define for the node group.

Node group settings:

Use this page to view or change the configuration or topology settings for a node group instance.

To view this administrative console page, click System administration > Node groups >
node_group_name.

Name:

Specifies a logical name for the node group. The name must be unique within the cell. The name can start
with a number.

Information Value

Data type String
Maximum length 64 characters
Short name:

Specifies the name of a node. The name must contain 1-8 characters, which are either alphanumeric or
national language. It cannot start with a number.

On the z/OS system the short name property is:
* Read-only

* Used only by sysplex node groups

» Defined during installation and customization

Sysplex:

Specifies the name of a node. The name is eight characters, alphanumeric or national language. It cannot
start with a numeric. It is used only by sysplex node groups on the z/OS platform. It is defined during
installation and customization on z/OS platforms only.

The Sysplex property is read only.

Members:

Specifies the number of nodes within the node group.

Information Value
Data type Integer
Description:
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Specifies the description that you define for the node group. The description has no specific maximum
length.

Viewing, adding, and deleting node group members

Use this topic to manage the nodes in your node groups by viewing, adding or deleting the nodes in a
node group.

Before you begin

Read about|Nodes groups| if you are unfamiliar with them.
About this task

Make the nodes that you organize into a node group enough alike in terms of installed software, available
resources, and configuration to enable servers on those nodes to host the same applications as part of a
server cluster.

Node group membership must adhere to the following rules:
* Anode in a node group must be a managed node.

* A managed node must be a member of at least one node group. Initially, all WebSphere Application
Server nodes are members of the default node group named DefaultNodeGroup.

 If the node is on the z/OS platform, the node must be a member of a sysplex node group. The node
can also be a member of other node groups that are not sysplex node groups.

* Nodes on distributed platforms and IBM i platforms cannot be members of a node group that contains a
node on a z/OS platform.

* Nodes that are in different sysplexes must be members of different node groups. Nodes that are in the
same sysplex must belong to the same node group.

Procedure
* View node groups members.

1. Click System Administration > Node groups > node group name > Nodes > Node group
members in the console navigation tree.

2. To view additional information about a particular node group member for this node group, click on
the node group member name under Name.

* Add a node to a node group.

1. Click System Administration > Node groups > node group name > Nodes > Node group
members in the console navigation tree.

2. Click Add.

3. Select the node from a list. The node group member name is the node name.

The node group member is added to the node group specified on the breadcrumb trail. The name of the
node group member appears in the name column of the Node group member page. You can add

additional nodes of similar characteristics to the node group by repeating the steps for adding a node to
a node group.

If the node you add does not satisfy the node group membership rules for the target node group, the
add node operation fails with an error message.

* Remove a node from a node group.

1. Click System Administration > Node groups > node group name > Nodes > Node group
members in the console navigation tree.

2. Select the box next to each node group member that you want to remove from the node group.
3. Click Remove.
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Each node group member that you selected is removed from the node group specified on the
breadcrumb trail.

Node group member collection
Use this page to manage node groups members. A node group member is a WebSphere Application
Server node.

To view this administrative console page, click System administration > Node groups >
node_group_name > Node group members.

Click Add to add node members to the node group. Click Remove to remove node members from the
node group.

Name:

Specifies the name of a node group member.

Node group member settings:

Use this page to view the configuration or topology settings for a node group member.

To view this administrative console page, click System administration > Node groups >
node_group_name > Node group members > node_group_member_name.

Click on the Custom properties link to access a page from which you can define a system configuration
property.

Name:

Specifies a logical name for the node group member. A node group member is a node. The name must be
unique within the cell.

A node group member name typically includes the host name of the computer. The node group member
name is read-only and cannot be edited.

Information Value
Data type String
Maximum length 64 characters

The name must contain alphanumeric or national language characters and can start with a number.

Managing node agents

Node agents are administrative agents that represent a node to your system and manage the servers on
that node. Node agents monitor application servers on a host system and route administrative requests to
servers.

Before you begin

Before you can manage a node agent, you must install the WebSphere Application Server, Network
Deployment product.

If you plan to change the system clock, stop all the application servers, the node agent servers, the
deployment manager server, the administrative agent server, the job manager server, and the location
service daemon first. After you stop the servers and location service daemon, change the system clock,
and then restart the servers and location service daemon. If you change the system clock on one system,
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you must ensure the clocks on all systems that communicate with each other and have WebSphere
Application Server installed are synchronized. Otherwise, you might experience errors, such as security
tokens no longer being valid.

About this task

A node agent is a server that is created automatically when a node is added to a cell. A node agent runs
on every host computer system that participates in the WebSphere Application Server, Network
Deployment product. You can view information about a node agent, stop and start the processing of a
node agent, stop and restart application servers on the node that is managed by the node agent, and so
on.

A node agent is purely an administrative agent and is not involved in application serving functions. A node
agent also hosts other important administrative functions, such as file transfer services, configuration
synchronization, and performance monitoring.

You can manage nodes through the wsadmin scripting tool, through the Java application programming
interfaces (APIs), or through the administrative console. Perform the following tasks to manage nodes on
an application server through the administrative console.

Procedure

* View information about a node agent. Click System Administration > Node agents in the console
navigation tree. To view additional information about a particular node agent or to further configure a
node agent, click the node agent name under Name.

+ Stop and then restart all of the application servers on the node that is managed by the node agent. On
the [Node agents page| select the check box beside the node agent that manages the node with servers
that you want to restart, and click Restart all servers on node.

Clicking Restart all servers on node also stops and then restarts the node agent. Servers that were
stopped when you clicked Restart all Servers on Node remain stopped.

Tip: The node agent for the node must be processing to restart application servers on the node.

+ Stop the processing of a node agent. On the [Node agents page] select the check box beside the node
agent that you want to stop processing; click Stop.

Results

Depending on the steps that you completed, you have viewed information about a node agent, stopped
and started the processing of a node agent, and stopped and restarted application servers on the node
that is managed by the node agent.

What to do next

You can administer other aspects of the WebSphere Application Server, Network Deployment environment,
such as the deployment manager, nodes, and cells.

Node agent collection

Use this page to view information about node agents. Node agents are administrative agents that monitor
application servers on a host system and route administrative requests to servers. A node agent is the
running server that represents a node in a Network Deployment environment.

To view this administrative console page, click System administration > Node agents.

You must initially start a node agent outside the administrative console. For information on how to initially
start a node agent, see the addNode command and the startNode command.

Name:
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Specifies a logical name for the node agent server.
Node:
Specifies a name for the node. The node name is unique within the cell.

A node name usually is identical to the host name for the computer. That is, a node usually corresponds to
a physical computer system with a distinct IP host address.

However, the node name is a purely logical name for a group of servers. You can name the node anything
you please. The node name does not have to be the host name.

Version:
Specifies the product version of the node.

The product version is the version of a WebSphere Application Server node agent and Application Servers
that run on the node.

Host Name:

Specifies the IP address, the full domain name system (DNS) host name with a domain name suffix, or the
short DNS host name for the node agent.

Status:

Indicates whether the node agent server is started or stopped.

Table 4. Node agent server status. Shows whether the node agent is running.

Button Status Description
=b Started The node agent is running.
. 4 Stopped The node agent is not running.

Node agent server settings:

Use this page to view information about and to configure a node agent. A node agent coordinates
administrative requests and event notifications among servers on a machine. A node agent is the running
server that represents a node in a WebSphere Application Server, Network Deployment environment.

To view this administrative console page, click System administration > Node agents > node_agent.
A node agent must be started on each node for the deployment manager node to collect and control
servers that are configured on that node. If you use configuration synchronization support, a node agent
coordinates with the deployment manager server to synchronize the configuration data of the node with
the master copy that the deployment manager manages.

You must initially start a node agent outside the administrative console. For information on how to initially
start a node agent, see the addNode command and the startNode command.

The Runtime tab displays only when a node agent runs.
Name:

Specifies a logical name for the node agent server.
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Information Value
Data type String

Node:

Specifies the name of the node for the node agent server.

Information Value
Data type String
Short name:

Specifies the short name of the node agent server.

The server short name must be unique within a cell. The short name identifies the server to the native
facilities of the operating system, such as Workload Manager (WLM), Automatic Restart Manager, System
Authorization Facility (SAF) (for example, Resource Access Control Facility (RACF®)), started task control,
and others.

The name can be 1-8 alphanumeric or national language characters and cannot start with a numeric.

The system assigns a cell-unique, default short name.

Unique ID:

Specifies the unique ID of this node agent server.

The unique ID property is read only. The system automatically generates the value.

Run in 64 bit JVM mode:

Specifies whether to run the node agent in 64-bit addressing mode to obtain more than the virtual memory
that is available to the node agent when the node agent runs in 31-bit addressing mode, which is 2

gigabytes (GB).

Note: You should eventually convert all of your servers to run in 64-bit addressing mode because support
for running servers in 31-bit addressing mode is deprecated.

Information Value
Default true (checked)

Start components as needed: Select this property if you want the server components started as they are
needed for applications that run on this server.

When this property is not selected, all of the server components are started during the startup process.
Therefore, selecting this property usually results in improved startup time because fewer components are
started during the startup process.

gotcha: If you are running other WebSphere products on top of the this product, make sure that those
other products support this functionality before you select this property.

Process ID:

Specifies a string identifying the process.
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Information Value
Data type String

Cell name:

Specifies the name of the cell for the node agent server.

Information Value

Data type String

Default host_nameNetwork
Node name:

Specifies the name of the node for the node agent server.

Information Value
Data type String
State:

Indicates whether the node agent server is started or stopped.

Information Value
Data type String
Default Started

Current heap size:
Indicates the current heap size that the server Java virtual machine (JVM) uses, in megabytes.
Maximum heap size:

Indicates the maximum heap size that the server JVM can use, in megabytes.

Configuring remote file services

Configuration data for the WebSphere Application Server product resides in files. Two services help you
reconfigure and otherwise manage these files: the file transfer service and file synchronization service.

About this task

By default, the file transfer service is always configured and enabled at a node agent, so you do not need
to take additional steps to configure this service. However, you might need to configure the file
synchronization service.

Procedure

1. Goto the|FiIe Synchronization Service page|. Click System Administration > Node agents in the
console navigation tree. Then, click the node agent for which you want to configure a synchronization
server and click File synchronization service.

2. On the File Synchronization Service page, customize the service that helps make configuration data
consistent across a cell by moving updated configuration files from the deployment manager to the
node. Change the values for [properties on the File Synchronization Service pagel The file
synchronization service is always started, but you can control how it runs by changing the values.
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3. By default if node synchronization fails five times consecutively, automatic synchronization is disabled.
To keep automatic synchronization enabled, specify a custom property on the Java virtual machine
(JVM) of node agent using the administrative console.

a. Click System Administration > Node Agents > nodeagent. Click on the node agent for which
you want to configure the optional custom property.
b. Under Server Infrastructure, expand Java and Process Management then click Process
Definition > Java Virtual Machine > Custom Properties.
c. Click New.
d. Specify a name and value for the custom property.
The com.ibm.websphere.management.sync.allowfailure custom property:
To keep automatic synchronization enabled, specify this custom property with a value of true.
Information Value
Property com.ibm.websphere.management.sync.allowfailure
Data type Boolean
Default False

4. Optionally add a custom property for file synchronization on the file synchronization service page.

a. Click System Administration > Node Agents > nodeagent. Click on the node agent for which
you want to configure the optional custom property.
b. Under Additional Properties, click File synchronization service
c. Under Additional Properties, click Custom Properties
d. Click New.
e. Specify a name and value for the custom property.
The com.ibm.websphere.management.application.expand.wto custom property:
Specify this custom property with a value of true if you want to display Enterprise Archive (EAR)
file expansion errors on thez/OS operating system console. When the errors display, the operator
can take appropriate corrective action for the failure.
Information Value
Property com.ibm.websphere.management.application.expand.wto
Data type Boolean
Default False

File transfer service settings
Use this page to configure the service that transfers files from the deployment manager to individual
remote nodes.

To view this administrative console page, click System Administration > Node agents >
node_agent_name > File transfer service.

Enable service at server startup:

Specifies whether the server attempts to start the specified service. Some services are always enabled
and disregard this property if set. This setting is enabled by default.

Information Value
Data type Boolean
Default true

Retries count:
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Specifies the number of times you want the file transfer service to retry sending or receiving a file after a
communication failure occurs.

Information
Data type
Default

Value
Integer
3

If the retries count setting is blank, the file transfer service
sets the default to 3. If the retries count setting is 0, the
file transfer service does not retry. The default is the
recommended value.

Retry wait time:

Specifies the number of seconds that the file transfer service waits before it retries a failed file transfer.

Information
Data type
Default

Value
Integer
10

If the retry wait time setting is blank, the code sets the
default to 10. If the retry wait time setting is 0, the file
transfer service does not wait between retries. The default
is the recommended value.

File synchronization service settings
Use this page to specify that a file set on one node matches that on the central deployment manager node
and to ensure consistent configuration data across a cell.

You can synchronize files on individual nodes or throughout your system.

Note: If your installation includes mixed release cells, a large numbers of nodes, and runs a large number
of applications, you might want to use the Generic JVM Arguments field, on the Java Virtual
Machine Settings page of the administrative console, to enable the hot restart sync feature of the
synchronization service. This feature indicates to the synchronization service that the installation is
running in an environment where configuration updates are not made when the deployment
manager is not active. Therefore, the service does not have to perform a complete repository
comparison when the deployment manager or node agent servers restart. For more information,
see the Generic JVM arguments in the Java virtual machine settings documentation.

Important:

Do not routinely disable the synchronization process as various portions of the application
server run time depend on synchronization. For example, the security run time depends on
node synchronization to propagate updated certificates during automated replacement
processes. Also, the security runtime also depends on it for Lightweight Third Party
Authentication (LTPA) key changes. Other portions of the run time are dependent on
synchronization. However, a complete list is not available. If you permanently disable
synchronization, nodes might not be synchronized and an outage will result. The only
exception is the configuration save operation. To avoid synchronizing the configuration when
the configuration repository is being updated by a save operation, it might be beneficial to
temporarily disable the synchronization process, save the configuration, and then re-enable
the synchronization process. This process ensures that changes are fully committed to the
configuration repository before the node synchronization.

To view this administrative console page, click System administration > Node agents >
node_agent_name > File synchronization service.
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Enable service at server startup:

Specifies whether the server attempts to start the file synchronization service. This setting does not cause
a file synchronization operation to start. This setting is enabled by default.

Important: Disabling synchronization is not recommended. Various portions of the run time have
dependencies on synchronization being enabled. For example, in a multiple-server product,
the security environment depends on node synchronization to propagate updated certificates
during automated replacement and for LTPA key changes. If synchronization is disabled, the
nodes might get out of synchronization, resulting in an outage.

Information Value
Data type Boolean
Default true

Synchronization interval:

Specifies the number of minutes that elapse between synchronizations. Increase the time interval to
synchronize files less often. Decrease the time interval to synchronize files more often.

Information Value
Data type Integer
Units Minutes
Default 10

The minimum value that the application server uses is 1. If
you specify a value of 0, the application server ignores the
value and uses the default of 1.

Important: You can change the node synchronization
interval to a greater number of minutes. However, before
you make the change, carefully consider the impact
because some functions critically depend on node
synchronization. Before changing the value to any value
other than the default value, it is advisable that you
complete careful, large-scale testing in your environment.

Automatic synchronization:

Specifies whether to synchronize files automatically after a designated interval. When this setting is
enabled, the node agent automatically contacts the deployment manager every synchronization interval to
attempt to synchronize the node's configuration repository with the master repository owned by the
deployment manager.

If the Automatic synchronization setting is enabled, the node agent attempts file synchronization when it
establishes contact with the deployment manager. The node agent waits the synchronization interval
before it attempts the next synchronization.

Remove the check mark from the check box if you want to control when files are sent to the node.

Information Value
Data type Boolean
Default true

Startup synchronization:
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Specifies whether the node agent attempts to synchronize the node configuration with the latest
configurations in the master repository prior to starting an application server.

The default is to not synchronize files prior to starting an application server. Enabling the setting ensures
that the node agent has the latest configuration but increases the amount of time it takes to start the
application server.

Note that this setting has no effect on the startServer command. The startServer command launches a
server directly and does not use the node agent.

Information Value
Data type Boolean
Default false
Exclusions:

Specifies files or patterns that should not be part of the synchronization of configuration data. Files in this
list are not copied from the master configuration repository to the node, and are not deleted from the
repository at the node.

The default is to have no files specified.

To specify a file, use a complete name or a name with a leading or trailing asterisk (*) for a wildcard. For
example:

Name Information

cells/cell name/nodes/node name/file name Excludes this specific file

*/file name Excludes files named file name in any context
dirname/* Excludes the subtree under dirname

Press Enter at the end of each entry. Each file name appears on a separate line.

Since these strings represent logical document locations and not actual file paths, only forward slashes are
needed no matter the platform.

Changes to the exclusion list are picked up when the node agent is restarted.

Information Value
Data type String
Units File names or patterns

Working with cells - groups of nodes

When you create a deployment manager profile, a cell is created. A cell provides a way to group one or
more nodes of the product. You can configure the cell. After configuring a cell, you probably do not need to
configure the cell again.

Configuring cells

This topic describes how to change the cell protocol information, define custom properties for the cell, and
add additional nodes.

Chapter 3. Administering nodes and resources 45



Before you begin

Before you can configure cells, you must install the WebSphere Application Server, Network Deployment
product.

About this task

When you create a deployment manager profile, a cell is created. A cell provides a way to group one or
more nodes of your WebSphere Application Server, Network Deployment product. You define the nodes
that make up a cell, according to the specific criteria that make sense in your organizational environment.
You probably do not need to configure the cell again.

Administrative configuration data is stored in XML files. A cell retains master configuration files for each
server in every node in the cell. Each node and server also have their own local configuration files.
Changes to a local node or to a server configuration file are temporary, if the server belongs to the cell.
While in effect, local changes override cell configurations. Changes to the master server and master node
configuration files made at the cell level replace any temporary changes made at the node when the cell
configuration documents are synchronized to the nodes. Synchronization occurs at designated events,
such as when a server starts.

To view information about and to manage a cell, use the [settings page for a cell,

Procedure

1. Access the [settings page for a celll Click System Administration > Cell from the navigation tree of
the administrative console.

2. If the protocol that the cell uses to retrieve information from a network is not appropriate for your
system, select the appropriate protocol. By default, a cell uses Transmission Control Protocol (TCP). If
you want the cell to use User Datagram Protocol, select UDP from the list for Cell discovery protocol
on the settings page for the cell. It is unlikely that you need to change the cell protocol configuration
from TCP.

3. Click Custom Properties and define any name-value pairs that your deployment manager needs.
a. Click New.
b. Specify a name and value for the custom property.

4. When you install the WebSphere Application Server, Network Deployment product, a node may have

been added to the cell. You can add additional nodes on the Click Nodes to access the
Node page, which you use to[manage nodes]|

Results

Depending on which steps you performed, you changed the cell protocol information, defined custom
properties for the cell, and added additional nodes.

What to do next

You can continue to administer your WebSphere Application Server, Network Deployment product by doing
such tasks as managing nodes, node agents, and node groups.

Cell custom properties

You can configure name-value pairs of data, where the name is a property key and the value is a string
value that you can use to set configuration properties for a cell. Defining a new custom property for a cell
enables you to configure a setting beyond that which is available in the administrative console. This topic
lists custom properties that are available to configure a cell.

To specify a custom property for a cell:

46 Setting up the application serving environment



1. In the administrative console, click System administration > Cell > Custom properties.
2. On the Custom properties page, click New.

3. On the settings page, enter the name of the custom property that you want to configure in the Name
field and the value that you want to set it to in the Value field.

4. Click Apply or OK, and then click Save to save your configuration changes.
5. Restart the server on which the cell resides.

The following custom properties are provided with the product:
. “com.ibm.websphere.management.Iauncher.options”|
. “com.ibm.websphere.process.terminator.deletepid’1

* [‘enableAdminAuthorizationCache” on page 48|
« [IBM_CLUSTER_CALLBACK_TIMEOUT” on page 4§|

» [1BM_CLUSTER_CUSTOM_ADVISOR_THREAD_POOL_SIZE” on page 48]

« [IBM_CLUSTER_ENABLE_ACS_DELAY_POSTING” on page 48|
[1BM_CLUSTER_ENABLE_CAR_DELAY_ POSTING” on page 49|
[1BM_CLUSTER_ENABLE_PRELOAD” on page 49
[1IBM_CLUSTER_ENABLE_NON_DEFAULT COOKIE_NAMES” on page 49|
[1BM_CLUSTER_ENABLE_SERVLET30_NON_DEFAULT COOKIE_NAMES” on page 50
[1BM_CLUSTER_PURGE_NOTIFICATIONS” on page 50|
[1IBM_CLUSTER_RIPPLESTART_NOTIFICATION_TIMEOUT” on page 50|
[BM_CLUSTER_USE_LEGACY_COMPRESSOR” on page 51|
[1BM_CLUSTER_WBI_SUPPORT” on page 51|

com.ibm.websphere.management.launcher.options: Specify a value of displayServerInFront to
display the name of the cell, node, and server in front of the output for the ps -ef command. Use of this
property is intended to help you identify the process ID of a server. The property has no impact on the
server process.

Information Value

Property com.ibm.websphere.management.launcher.options
Data type String

Default none

com.ibm.websphere.process.terminator.deletepid: By default, the autoRestart attribute for the server
monitoring policy is set to false because the Automatic Restart Management (ARM) is typically used to
manage automatic restarts of the application servers. The autoRestart attribute for the server monitoring
policy is defined in the server.xml file.

If set the autoRestart attribute to true because you do not want to use ARM to manage your server
automatic restarts, you must also add the com.ibm.websphere.process.terminator.deletepid cell custom
property to your cell configuration and set this custom property to true. If you change only the setting on
the autoRestart attribute, the servers in the cell keep restarting in response to a stoplmmediate command.

Information Value

Property com.ibm.websphere.process.terminator.deletepid
Data type Boolean

Default false
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enableAdminAuthorizationCache: By default, caching for authorization is disabled. Caching can be
enabled by setting this property value to true.

{

wsadmin> set ¢ [$AdminConfig Tist Cell]

wsadmin> $AdminConfig create Property $c {{name enableAdminAuthorizationCache}{value true}}

}
When this property is set, there should be a lower number of RACF authorizations.

IBM_CLUSTER_CALLBACK_TIMEOUT: Specifies, in milliseconds, the length of time the node agent
waits for cluster data to be gathered after a client submits the first request for that cluster. You do not need
to specify a value for this property if the IBM_CLUSTER_ENABLE_PRELOAD custom property is set to
true, because in that situation, the data is preloaded during the server startup process.

If the amount of time specified for this property is not sufficient for the amount of cluster data that needs to
be gathered, NO_IMPLEMENT: No Cluster Data Available exceptions might still occur the first few times a
client sends requests to a cluster. Specifying an appropriate length of time for this property or specifying a

value of 0, which eliminates the timeouts completely prevents the NO_IMPLEMENT: No Cluster Data
Available exceptions from occurring because the cluster data is gathered within the specified length of

time.

Information Value

Property IBM_CLUSTER_CALLBACK_TIMEOUT
Data type Integer

Default 180000, which is equivalent to 3 minutes

IBM_CLUSTER_CUSTOM_ADVISOR_THREAD_POOL_SIZE: Specifies the number of threads in the
thread pool that are used to run the custom advisors.

There is one thread pool that is used to run all the custom advisors configured on a proxy server. If there
are more custom advisors configured than there are threads in the pool, and the polling interval and other
circumstances are such that more custom advisors should be running at the same time than there are
threads in the pool, some custom advisors get queued up and run as soon as a thread becomes available.

Information Value

Property IBM_CLUSTER_CUSTOM_ADVISOR_THREAD_POOL_SIZE
Data type Integer

Range 1-50

Default 5

IBM_CLUSTER_ENABLE_ACS_DELAY POSTING: Specifies whether publishing of updates to the
ActiveClusterSet is delayed. Enabling this custom property provides a performance improvement in large
SIBus topologies and configured destinations, which results in a reduction of Messaging Engine Start and

Stop times.

When this property is set to true, publishing of updates is delayed.

When this property is set to false, updates are published immediately.

Information Value
Property IBM_CLUSTER_ENABLE_ACS_DELAY_POSTING
Data type Boolean
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Information Value

Default true

IBM_CLUSTER_ENABLE_CAR_DELAY_POSTING: Specifies whether publishing of updates to the
ClusterDescription is delayed. Enabling this custom property provides a performance improvement in large
service integration bus (SIBus) topologies and configured destinations, which results in a reduction of
messaging engine start and stop times.

When this property is set to true, publishing of updates is delayed.

When this property is set to false, updates are published immediately.

Information Value

Property IBM_CLUSTER_ENABLE_CAR_DELAY_POSTING
Data type Boolean

Default true

IBM_CLUSTER_ENABLE_PRELOAD: Specifies whether the preload logic runs at server startup on the
node agent. Without preload, a node agent only loads the data for a cluster after the node agent receives
the first request for that cluster.

When this property is set to true, cluster data is loaded on the node agent at startup, and does not have
to be created and propagated at run time.

When this property is set to false, the cluster data is created and propagated the first time there is a
request to a cluster, which sometimes causes NO_IMPLEMENT: No Cluster Data Available exceptions the
first few times a client sends requests to a cluster.

Information Value

Property IBM_CLUSTER_ENABLE_PRELOAD
Data type Boolean

Default false

IBM_CLUSTER _ENABLE_NON_DEFAULT_COOKIE_NAMES: Specify this custom property with a value
of true to override the cookie name at the server, application, or module level so that the proxy server can
maintain session affinity with multiple applications on different clusters. The proxy server can maintain the
session affinity since it can recognize session cookies other than JSSESSIONID.

If you change any session management configuration, wait until all members of the cluster have been
updated with the new configuration before doing a ripple start of the cluster. Otherwise, session failover
might not work.

If you change the application or module session management configuration, wait until all members of the
cluster have been updated with the new configuration before stopping and then restarting the application.
Otherwise, session failover might not work.

Information Value

Property IBM_CLUSTER_ENABLE_NON_DEFAULT_COOKIE_NAMES
Data type Boolean

Default false

Chapter 3. Administering nodes and resources 49



IBM_CLUSTER_ENABLE_SERVLET30_NON_DEFAULT_COOKIE_NAMES: Specify this custom
property with a value of true to indicate that a cookie name is specified in a web.xm1 file or in a
ServletContextListener instance so that the proxy server can maintain session affinity with multiple
applications on different clusters. The proxy server can maintain the session affinity since it can recognize
Servlet 3.0 session cookies other than JSSESSIONID.

If you configure both Servlet 3.0 non-default cookies and non-default cookies at the server, application, or
module level, the Servlet 3.0 cookies have the highest precedence.

If you change any session management configuration, wait until all members of the cluster have been
updated with the new configuration before doing a ripple start of the cluster. Otherwise, session failover
might not work.

If you change the application or module session management configuration, wait until all members of the
cluster have been updated with the new configuration before stopping and then restarting the application.
Otherwise, session failover might not work.

Information Value

Property IBM_CLUSTER_ENABLE_SERVLET30_NON_DEFAULT_COOKIE_NAMES
Data type Boolean

Default false

IBM_CLUSTER_PURGE_NOTIFICATIONS: Specifies whether references to identities are deleted when
there are no ClusterObservers registered for notifications on those identities. When an identity is deleted,
all related posts on the BulletinBoard about that identity are cleared. Setting this property to true enables
the references to identities that do not have any ClusterObservers registered on them to be deleted.

Typically there are many destinations defined in a Service Integration Bus (SIB) hierarchical scenario. If
this property is set to false, and a product, such as the WebSphere Process Server is installed on top of
WebSphere Application Server, the Workload Management (WLM) does not properly allow data stored on
the Bulletin Board to be garbage collected. This situation can cause a slow memory leak if certain tasks,
such as the installing and uninstalling applications, are repeated without restarting the process. If the
process is restarted all posts associated with that server are automatically removed, thus preventing the
memory leaks.

Information Value

Property IBM_CLUSTER_PURGE_NOTIFICATIONS
Data type Boolean

Default false

IBM_CLUSTER_RIPPLESTART_NOTIFICATION_TIMEOUT: Specify a value, in milliseconds, to indicate
the amount of time the ripplestart function waits for processes to shut down before restarting them. If you

attempt a ripplestart and the processes have not shutdown before the start operation begins, one or more
of the processes will not restart.

Information Value

Property IBM_CLUSTER_RIPPLESTART_NOTIFICATION_TIMEOUT
Data type Integer

Default 300000 milliseconds (5 minutes)
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IBM_CLUSTER _USE_LEGACY_COMPRESSOR: Starting with Version 6.1.0.37, Workload management
(WLM) uses a new procedure for compressing and extracting data being sent between processes. This
procedure reduces compression overhead in large WebSphere Process Server and service integration bus
topologies, that have 2,000 or more destinations. This procedure also prevents compressed data from
being lost if a series of bytes to be compressed could not actually be compressed because every byte is
unique. This situation could potentially cause a loss of data because of how WLM previously handled the
uncompressed data.

This optimized compression and decompression procedure is appropriate for most environments. However,
if this procedure causes problems in your environment, add the
IBM_CLUSTER_USE_LEGACY_COMPRESSOR custom property to your cell settings, and set it to true.
When you set this property to true, WLM handles data compression and decompression the same way
that it did before Version 6.1.0.37 or later was installed.

If you add this custom property to your cell settings, you must synchronize the nodes, and restart all the
processes in the cell before this change goes into effect.

Information Value

Property IBM_CLUSTER_USE_LEGACY_COMPRESSOR
Data type Boolean

Default false

IBM_CLUSTER_WBI_SUPPORT: Specifies whether your system supports interaction with either
WebSphere Business Integration Version 5.1 clients or WebSphere Process Server for Multiplatforms
Version 5.0.2 clients. If WebSphere Business Integration Version 5.1 clients, or WebSphere Process
Server for Multiplatforms Version 5.0.2 clients need to send data to your system you must set this property
to true. When this property is not included in your cell configuration settings, or if it is set to false, there is
an interoperability issue where the data stream being passed back and forth becomes corrupted, which
results in the following exception:

Exception stack trace: javax.naming.NamingException:

Error during resolve. Root exception is rg.omg.CORBA.NO_IMPLEMENT:Trace from server:
server_name at host host_name

gotcha: This property can also be specified as an application server custom property. However, if this
property is specified at both levels, the value specified for the property at the server level takes
precedence over the value specified for this property at the cell level. To enable the property at
the server level, in the administrative console click Servers > Server Type > WebSphere
application servers, and then under Server Infrastructure, click Administration > Custom

properties.
Information Value
Property IBM_CLUSTER_WBI_SUPPORT
Data type Boolean
Default false

Cell settings for deployment managers

Use this page to set the discovery protocol and address end point for an existing cell. A cell is a
configuration concept, a way for an administrator to logically associate nodes according to whatever
criteria make sense in the administrator's organizational environment.

To view this administrative console page, click System administration > Cell.

Name:
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Specifies the name of the existing cell.

A cell name must be unique in any circumstance in which the product is running on the same physical
machine or cluster of machines, such as a sysplex. Additionally, a cell name must be unique in any
circumstance in which network connectivity between entities is required either between the cells or from a
client that must communicate with each of the cells. Cell names must also be unique if their namespaces
are federated. Otherwise, you might encounter symptoms such as a
javax.naming.NameNotFoundException error, in which case, create uniquely named cells.

Short Name:

Specifies the short name of the cell. The name is 1-8 characters, alphanumeric or national language. It
cannot start with a numeric.

The short name property is read only. It was defined during installation and customization.
Cell Discovery Protocol:
Specifies the protocol that the nodes use to contact and discover the deployment manager in the cell.

Select one of these protocol options:
UDP  User Datagram Protocol (UDP)
TCP  Transmission Control Protocol (TCP)

Information Value
Default TCP

Deleting the Internet Protocol Version 4 or the Internet Protocol
Version 6 multicast port

This topic describes how to delete the Internet Protocol Version 4 (IPv4) or the Internet Protocol Version 6
(IPv6) for multicast ports so that the node agent runs more efficiently.

Before you begin

You must install the WebSphere Application Server, Network Deployment product before you can delete a
multicast port.

About this task

To allow node installation to run out-of-the box, both IPv4 and IPv6 are initially defined in the node agent
configuration. To make the node agent run more efficiently, delete the multicast port that the node is not
using.

Procedure

1. Click System administration > Node agentsnode_agent > Ports.
2. On the Ports page, delete a multicast port.

3. Click Delete.

Results
What to do next

You can continue to administer your WebSphere Application Server, Network Deployment product by doing
such tasks as managing nodes, node agents, and node groups.
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Working with deployment managers - centralized cell management

A deployment manager is an administration application that is created when you add a cell or deployment
manager management profile to a Network Deployment product. With the deployment manager, you can
administer multiple nodes.

Configuring deployment managers

Configure deployment managers for a single, central point of administrative control for all elements in a
WebSphere Application Server distributed cell.

Before you begin

If you plan to change the system clock, stop all the application servers, the node agent servers, the
deployment manager server, the administrative agent server, the job manager server, and the location
service daemon first. After you stop the servers and location service daemon, change the system clock,
and then restart the servers and location service daemon. If you change the system clock on one system,
you must ensure the clocks on all systems that communicate with each other and have WebSphere
Application Server installed are synchronized. Otherwise, you might experience errors, such as security
tokens no longer being valid.

About this task

Deployment managers are administrative agents that provide a centralized management view for all nodes
in a cell, as well as management of clusters and workload balancing of application servers across one or
several nodes in some editions. Each cell contains one deployment manager.

WebSphere Application Server for z/OS uses workload management (WLM) as the primary vehicle for
workload balancing.

A deployment manager hosts the administrative console.

The Java virtual machine (JVM) for the deployment manager runs in 64-bit addressing mode by default.
The maximum amount of virtual memory available to each JVM on the z/OS operating system in 31-bit
addressing mode is 2 gigabytes (GB). However, because of product requirements, the amount of virtual
memory that is available to each JVM is somewhat less. To obtain more virtual memory for the deployment
manager server, or any other server, run the server in 64-bit addressing mode. If you have applications
that require large amounts of virtual memory, the applications might need to run on servers configured for
64-bit addressing mode.

Note: You should eventually convert all of your servers to run in 64-bit addressing mode because support
for running servers in 31-bit addressing mode is deprecated.

When you create a deployment manager profile, a deployment manager is created. You can run the
deployment manager with its default settings. However, you can change the deployment manager
configuration settings, such as the ports that the process uses, custom services, logging and tracing
settings, and so on. To view information about managing a deployment manager, use the |settings page for|
la deployment manager|

Procedure

1. Click System administration > Deployment manager from the navigation tree of the administrative
console to access the settings page for a deployment manager.

2. Configure the deployment manager by clicking a property, such as Custom services, and specifying
settings.

3. If you specify the server short name as eight characters, follow the directions to convert the default
seven-character short name to eight characters.
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4. Optionally register or unregister the deployment manager with the job manager.

A job manager allows you to submit administrative jobs asynchronously for deployment managers and
for application servers registered to administrative agents. Click System administration >
Deployment manager. Under Additional Properties, click Job managers > Register/unregister with
job manager.

Results

You configured a deployment manager with options that you selected.
What to do next

You can continue to administer your product by doing such tasks as configuring cells and managing
nodes, node agents, and node groups.

You can use the deployment manager Diagnostic Provider to test connectivity between the deployment
manager and the node agents. Click Troubleshooting > Diagnostic Provider > Tests > dmgr >
DeploymentManagerDP > ping.-* from the navigation of the administrative console. After running the
diagnostic provider, click on the message text to get to the detail page that shows the node agent status. If
the value field of the node agent is j2ee.state.stopped, the value usually means that the node agent is
stopped. However, it can also mean that the deployment manager has lost network connectivity with the
node agent. The deployment manager cannot distinguish between these two cases.

Deployment manager settings

Use this page to stop the deployment manager, and to link to other pages that you can use to define
additional properties for the deployment manager. A deployment manager provides a single, central point
of administrative control for all of the elements in the WebSphere Application Server distributed cell.

To view this administrative console page, click System administration > Deployment manager.

Name:

Specifies a logical name for the deployment manager. The name must be unique within the cell.

Information Value
Data type String
Short name:

Specifies the short name of the deployment manager server.

The server short name must be unique within a cell. The short name identifies the server to the native
facilities of the operating system, such as workload manager (WLM), Automatic Restart Manager, System
Authorization Facility (SAF) (for example, Resource Access Control Facility (RACF)), started task control,
and others.

The name can be 1-8 alphanumeric or national language characters and cannot start with a numeric.
The system assigns a cell-unique, default short name.

Note: If you change a 7-character deployment manager short name to an 8-character short name, you

must update the start command arguments for the servant to use the new 8-character short name.
See Converting a 7-character server short name to 8 characters.
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Information Value
Data type String

Unique ID:

Specifies the unique ID of this deployment manager server.

The unique ID property is read only. The system automatically generates the value.

Information Value
Data type String

Run in 64 bit JVYM mode:

Specifies whether to run the deployment manager in 64-bit addressing mode to obtain more than the
virtual memory that is available to the deployment manager when the deployment manager runs in 31-bit
addressing mode, which is 2 gigabytes (GB).

Note: You should eventually convert all of your servers to run in 64-bit addressing mode because support
for running servers in 31-bit addressing mode is deprecated.

Information Value
Default true (checked)

Start components as needed: Select this property if you want the server components started as they
are needed for applications that run on this server.

When this property is not selected, all of the server components are started during the startup process.
Therefore, selecting this property usually results in improved startup time because fewer components are
started during the startup process.

gotcha: If you are running other WebSphere products on top of the this product, make sure that those
other products support this functionality before you select this property.

Process ID:

Specifies a string that identifies the process.

Information Value
Data type String
Default None
Cell name:

Specifies the name of the cell for the deployment manager. The default is the name of the host computer
on which the deployment manager is installed with Ce11## appended, where ## is a two-digit number.

Information Value

Data type String

Default host_nameCellO1
Node name:
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Specifies the name of the node for the deployment manager. The default is the name of the host computer
on which the deployment manager is installed with Cel1Manager## appended, where ## is a two-digit
number.

Information Value

Data type String

Default host_nameCellManager01
State:

Indicates the state of the deployment manager. The state is Started when the deployment manager is
running and Stopped when the deployment manager is not running.

Information Value
Data type String
Default Started

Renaming deployment manager nodes
This topic describes how to rename a deployment manager node by modifying the setupCmdLine file for
the node.

Before you begin

Make sure that you create a backup of the deployment manager configuration including its node
configurations. For more information, see the documentation about the backupConfig command.

About this task

You can use the renameNode command to modify managed nodes. However, the rename command does
not modify the node name information within the deployment manager configuration. If you use the
renameNode command to modify a deployment manager node, the deployment manager does not restart.
This task resolves the problem by modifying the setupCmdLine file so that it references the new node
name.

Procedure
1. Start the deployment manager.

2. Start the wsadmin scripting tool within the deployment manager profile. For more information, see the
documentation about starting the wsadmin scripting client.

3. Use the renameNode command in the interactive mode to rename the managed node.
» Using Jacl:
$AdminTask renameNode {-interactive}
» Using Jython string:
AdminTask.renameNode ('[-interactive]')
* Using Jython list:
AdminTask.renameNode (['-interactive'])

4. Save the configuration changes. For more information, see the documentation about saving
configuration changes with the wsadmin tool.

At this point, the renameNode command renames the managed node, but does not modify the
deployment manager node configuration. Thus, the deployment manager does not restart.

5. Modify the WAS_NODE variable in the deployment_manager_name/bin/setupCmdLine file so
that it references the new managed node name.
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Results

After you save the setupCmdLine file, the deployment manager starts successfully.

Starting and stopping the deployment manager

The deployment manager is an administration application that runs in a special application server, which is
created when you install the WebSphere Application Server, Network Deployment product or when you
create a management profile using the deployment manager profile template. With the deployment
manager, you can administer multiple WebSphere Application Server nodes. This topic describes how you
start and stop the deployment manager.

Before you begin

Before you can start or stop the deployment manager, you must first install the WebSphere Application
Server, Network Deployment product.

About this task

Start the deployment manager so that you can manage all the elements of the WebSphere Application
Server cell. Stop the deployment manager as needed, such as when migrating to a new version of the
WebSphere Application Server, Network Deployment product, when uninstalling the product, and so on.

Procedure
» Start the deployment manager.
Use one of these methods to start a deployment manager:

— Use the startManager command:
startManager

For more information, see the startManager command topic in the Administering applications and
their environment PDF.

» Stop the deployment manager.
Use one of these methods to stop a deployment manager:
— Use the stopManager command:
stopManager

For more information, see the stopManager command topic in the Administering applications and
their environment PDF.

— Use the WebSphere Application Server, Network Deployment deployment manager administrative
console.

To stop the deployment manager from the administrative console:
1. Click System administration > Deployment manager.
2. On the Configuration tab of the deployment manager settings, click Stop.

Results

You have started the deployment manager and have optionally stopped it.

What to do next

After you start a deployment manager, run the startNode command to start federated application server

nodes of the deployment manager. After the deployment manager and nodes are running, you can
administer servers and applications on the nodes.
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After you stop a deployment manager, run the stopNode command to stop federated application server
nodes if they are running. After you stop product processes, the product is no longer running.

Directory conventions
References in product information to app_server _root, profile_root, and other directories imply specific
default directory locations. This article describes the conventions in use for WebSphere Application Server.

Default product locations - z/0S

app_server_root
Refers to the top directory for a WebSphere Application Server node.

The node may be of any type—application server, deployment manager, or unmanaged for
example. Each node has its own app_server_root. Corresponding product variables are
was.install.root and WAS_HOME.

The default varies based on node type. Common defaults are configuration_root/AppServer and
configuration_root/DeploymentManager.

configuration_root
Refers to the mount point for the configuration file system (formerly, the configuration HFS) in
WebSphere Application Server for z/OS.

The configuration_root contains the various app_server_root directories and certain symbolic links
associated with them. Each different node type under the configuration_root requires its own
cataloged procedures under z/OS.

The default is /wasv8config/cell_name/node_name.

plug-ins_root
Refers to the installation root directory for Web Server Plug-ins.

profile_root
Refers to the home directory for a particular instantiated WebSphere Application Server profile.

Corresponding product variables are server.root and user.install.root.

In general, this is the same as app_server_root/profiles/profile_name. On z/OS, this will always
be app_server_root/profiles/default because only the profile name "default" is used in
WebSphere Application Server for z/OS.

smpe_root
Refers to the root directory for product code installed with SMP/E or IBM Installation Manager.

The corresponding product variable is smpe.install.root.
The default is /usr/1pp/zWebSphere/V8R5.

Administering stand-alone nodes using the administrative agent

You can configure an administrative agent, view or change stand-alone application server nodes registered
to the administrative agent, and view or change job manager configurations for a registered node. An
administrative agent provides a single interface to administer application servers in, development, unit test,
or server farm environments, for example.

Before you begin

Install the WebSphere Application Server product.
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About this task

The administrative agent provides a single interface to administer multiple unfederated (stand-alone)
application server nodes in, for example, development, unit test, or server farm environments. By using a
single interface to administer your application servers, you reduce the overhead of running administrative
services in every application server.

You can use the administrative console of the administrative agent to configure the administrative agent,
view and change properties for nodes registered to the administrative agent, register and unregister
application server nodes with job managers, and view and change job manager configurations for a
registered node. A job manager allows you to asynchronously submit and administer jobs for a node
registered to the administrative agent when the node is also registered to the job manager.

Procedure
Set up the administrative agent environment.

Create an administrative agent profile and one or more stand-alone application server profiles, called
nodes, on the same computer and then register the node profiles with the administrative agent.

« [Start and stop the administrative agent| as needed.

The administrative agent must be running to check for jobs for its registered stand-alone application
server nodes.

* View and change properties for the administrative agent.

1. Click System Administration > Administrative agent from the navigation of the administrative
agent administrative console.

— Optionally view the administrative agent properties on the Configuration tab and the Runtime tab.

— Optionally select Start components as needed on the Configuration tab. Click Apply, and then
click OK.

Selecting the setting allows administrative agent components to start dynamically as needed for
applications.

* View and change properties for a node registered to the administrative agent.
1. Click System Administration > Administrative agent > Nodes.
— You can view the nodes registered to the administrative agent.

— Optionally click Register with Job manager to register an application server node with a job
manager.

— Optionally click Unregister from a Job Manager to unregister an application server node from a
job manager.

2. Click System Administration > Administrative agent > Nodes > node_name.

— Optionally select Poll jobs from job manager to have the administrative agent retrieve jobs from
the job manager for this node.

— To change other properties for the node, click the links under Additional Properties.
* View and change job manager configurations for a registered node.

1. Click System Administration > Administrative agent > Nodes > node_name > Job managers to
view the job managers to which the node is registered.

2. Click System Administration > Administrative agent > Nodes > node_name > Job managers >
job_manager_UUID to change job manager-related properties for the registered node.

— Optionally change the polling interval by entering an integer value.

The administrative agent uses the polling interval to check for jobs from the job manager for this
registered node.

— Optionally change the web address of the job manager that the administrative agent polls for this
registered node.

+ |Unregister a stand-alone application server node| from the administrative agent.
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Unregister nodes if you no longer need the node in the administrative agent environment or if you
intend to delete the stand-alone application server node profile. Run the deregisterNode command to
unregister a node.

Results

Depending on the tasks that you completed, you might have configured the administrative agent,
registered and unregistered application server nodes with job managers, viewed or changed properties for
a node registered to the administrative agent, or viewed and changed the job manager configuration for a
registered node.

What to do next

You can continue to administer registered nodes from the administrative agent. You can further configure
the administrative agent using the links on the configuration tab of the administrative agent panel. You can
register more nodes with the administrative agent using the registerNode command. You can unregister
nodes from the administrative agent using the deregisterNode command.

You can register and unregister nodes with a job manager.

If you plan to change the system clock, stop all the application servers, the node agent servers, the
deployment manager server, the administrative agent server, the job manager server, and the location
service daemon first. After you stop the servers and location service daemon, change the system clock,
and then restart the servers and location service daemon. If you change the system clock on one system,
you must ensure the clocks on all systems that communicate with each other and have WebSphere
Application Server installed are synchronized. Otherwise, you might experience errors, such as security
tokens no longer being valid.

Administrative agent

An administrative agent provides a single interface to administer multiple unfederated application server
nodes in environments such as development, unit test or that portion of a server farm that resides on a
single machine.

The administrative agent and application servers must be on the same sysplex, but you can connect to the
sysplex from a browser or the wsadmin tool on another machine.

Multiple customers administer application servers in their development, test, and production environments
by federating the application server nodes into a cell and administering the application servers from the
deployment manager. However, if you have development and unit test environments, then you might prefer
to run application servers whose nodes have not been federated. These application servers have some
administrative disadvantages. The application servers lack a common administrative interface. Remote
administration is limited to installing applications and changing application server configurations. As an
alternative, you can register these application servers with an administrative agent to administer
application servers from a single interface and to more fully administer application servers remotely.

You can register an application server node with the administrative agent or federate the node with a
deployment manager, but not both.

gotcha: Registered nodes must have the same products as the administrative agent, and the products
must be at the same version levels on the registered node and the administrative agent. This
requirement is enforced because the administrative agent must have a matching environment in
order to handle all of the administrative capabilities of the registered node. A node is not allowed
to register with an administrative agent unless that node has an identical set of products and
versions.
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transition: If you were previously running on Version 7.0.0.11 or earlier, and have an administrative agent
with a managed node that has mismatched products or versions, when you when you migrate
to Version 8.0, that administrative agent will not be able to start the subsystem for any
mismatched nodes. You must update these nodes to have the same products and versions as
the administrative agents, restart the servers on the node and then restart the administrative
agent, before the administrative agent can resume managing these registered nodes

An administrative agent can monitor and control multiple application servers on one or more nodes. Use
the application servers only to run your applications. By using a single interface to administer your
application servers, you reduce the overhead of running administrative services in every application server.

You can use the administrative agent to install applications on application servers, change application
server configurations, stop and restart application servers, and create additional application servers.

You can start the administrative agent on any logical partitions (LPAR) if the administrative agent
configuration is on a shared file system.

Example topology of multiple application servers managed by an administrative agent

The following example topology shows machine A with an administrative agent and two application
servers, ProfileO1 and Profile02, that are registered with the administrative agent. The application servers
on machine A each communicate with a remote web server on machine B through the web server plug-in.
Firewalls provide additional security for the machines. Read the topic on planning to install WebSphere
Application Server for further information on the topology.
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Administrative jobs for application servers registered to an administrative agent and for
deployment managers

You can use a job manager to submit administrative jobs asynchronously for application servers registered
to an administrative agent and for deployment managers. To make application servers registered to an
administrative agent and deployment managers known to the job manager, you must register them with
the job manager. Many of the management tasks that you can perform with the job manager are tasks that
you can already perform with the product, such as application management, server management, and
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node management. However, with the job manager, you can aggregate tasks and perform those tasks
across multiple application servers or deployment managers.

Administrative agent security

In a flexible management environment, a user ID must have the required authorization to use the
administrative agent and to work with registered nodes.

Required security roles

You need the following roles to use the administrative agent:

Table 5. Required security roles for administrative agent tasks. Roles include administrator and roles required for the
operation or node.

Administrative tasks Required security roles

Register or unregister a base (stand-alone) node with | administrator
the administrative agent

Work with the administrative agent: Administrative roles required for the operation being
performed
Work with the administrative subsystem, such as Administrative roles required for the registered base node

registered nodes

Same security domain configuration

The administrative agent supports a security configuration where all the cells in the topology share the
same user registry, and therefore, the same security domain.

For the administrative agent topology, when a user logs in to the JMX connector port of an administrative
subsystem, or chooses the registered node from the administrative console, the authorization table for the
chosen node is used.

For example, suppose two stand-alone application servers, Node1 and Node2, are registered with an
administrative agent. User1 is authorized as administrator for Node1, but is not authorized for Node2.
User2 is authorized as configurator for Node2, but is not authorized for Node1. User1 can administer,
operate and configure Node1 and its resources. User2 can monitor and configure Node2 and its
resources. Only User1 can register or unregister a node, Node1, with the administrative agent.

Do not use DMZ proxy

A DMZ proxy does not work with the administrative agent when security is enabled. Keep security enabled
and do not use the administrative agent in a DMZ proxy environment.

Setting up the administrative agent environment
An administrative agent environment consists of an administrative agent and the stand-alone application

servers that it manages. Setting up an administrative agent environment involves creating an
administrative agent profile and one or more stand-alone application server profiles, called nodes, on the
same computer and then registering the node profiles with the administrative agent.

Before you begin

Install the WebSphere Application Server product.

Make sure that the nodes that you want the administrative agent to manage have the same products as
the administrative agent, and the products are at the same version levels on these nodes and the
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administrative agent. This requirement is enforced because the administrative agent must have a matching
environment to handle all the administrative capabilities of the registered node. A node cannot register with
an administrative agent unless that node has an identical set of products and versions.

A DMZ proxy does not work with the administrative agent when security is enabled. Keep security enabled
and do not use the administrative agent in a DMZ proxy environment.

transition: If you were previously running on Version 8.0 or earlier, and have an administrative agent with
a managed node that has mismatched products or versions, when you migrate to Version 8.5,
that administrative agent will not be able to start the subsystem for any mismatched nodes.
You must update these nodes to have the same products and versions as the administrative
agents, restart the servers on the node and then restart the administrative agent, before the
administrative agent can resume managing these registered nodes.

About this task

You can use an administrative agent to manage base (stand-alone) application servers that are on the
same computer.

Administrative agents and the managed nodes are part of the flexible management environment.

To add an administrative agent to your environment, create an administrative agent profile using the
manageprofiles command or the Profile Management Tool. To add a node, create a stand-alone
application server profile and then register the stand-alone application server with the administrative agent.

The node must be on the same computer as the administrative agent.

On a Network Deployment product, you also can add job managers to your flexible management
environment. A job manager is a single management server from which you can remotely manage multiple
administrative agents, deployment managers, and stand-alone application servers. From an administrative
agent, you can register stand-alone application server nodes with a job manager. Nodes that register with
a job manager maintain their own administrative capabilities. Additionally, the nodes periodically poll the
job managers to determine whether there are jobs posted there that require action. The advantage to a job
manager configuration is the ability to coordinate management actions across multiple varied
environments.

Ensure that the profiles in the flexible management environment either all have security enabled or all
have security disabled.

Procedure
1. Determine the topology for your administrative agent environment.

Determine which computers, stand-alone application server nodes, and node resources such as
applications that you want to use.

To manage stand-alone application servers, use an administrative agent on each computer where the
stand-alone application servers reside. For more information, see Scenarios 5 in the Planning to install
WebSphere Application Server topic.

2. Determine the security roles needed for your administrative agent environment.
For an administrative agent environment, you typically have one administrative agent profile and one or
more stand-alone application server profiles on the same computer. The stand-alone application server
nodes are registered to the administrative agent. Profiles in the environment must either all have
security enabled or all have security disabled. When you create the profiles, you can specify security
options, user names, and passwords.
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You must have security roles that authorize you to work with an administrative agent and to manage
registered nodes and resources on those nodes. For more information, see the administrative agent
security topic.

3. Create a management profile for the administrative agent.
You can use the Profile Management Tool or the manageprofiles command.
For example, in the Profile Management Tool, select the Management environment and click Next,
select the Administrative agent server type, and select options that create the profile. By default, an
administrative agent has its own administrative console, administrative security is enabled, and the
console port is 9065. To disable administrative security, to specify a security certificate, or to change
the default ports, use the advanced profile creation option when creating the administrative agent
profile.
By default, the first administrative agent profile in a product installation is named AdminAgent01 and its
server name is adminagent.
For more information, see the topic on creating management profiles for administrative agents.
For manageprofiles examples, see the topic on the manageprofiles command. For -templatePath,
specify the management template. For -serverType, specify ADMIN_AGENT.

4. Create profiles for the stand-alone application server nodes that you intend to have in your flexible
management environment.

Create profiles for one or more stand-alone application server nodes that reside on the same computer
as the administrative agent profile. You can use the Profile Management Tool or the manageprofiles
command.

For example, in the Profile Management Tool, select the Application server environment and click
Next, and then select options that create the profile. By default, an application server has its own
administrative console, administrative security is enabled, and the console port is 9060. To disable
administrative security, to specify a security certificate, to specify to install sample application, or to
change the default ports, select the advanced profile creation option when creating the application
server profile.

By default, the first application server profile in a product installation is named AppSrv01 and its server
name is serverl.

For more information, see the topic on creating application server profiles.

For manageprofiles examples, see the topic on the manageprofiles command. For -templatePath,
specify the default template. Do not specify a -serverType parameter.

5. Start the administrative agent server.
* Run the startServer command.

For example, suppose the AdminAgent01 profile has the server name adminagent. Run the following
command from the bin directory of the AdminAgent01 profile:
startServer adminagent

* Use the START command to start the administrative agent.

START administrative_agent_proc_name ,JOBNAME=server_short_name,
ENV=cell_short_name.node_short_name.server_short_name

If the administrative agent starts successfully, the open for e-business message displays and is
written to the administrative agent startServer.1og file:

Server Taunched. Waiting for initialization status.
Server adminagent open for e-business; process id is 1932.

For more information, see the topic on starting and stopping the administrative agent.
6. Register the stand-alone application server nodes with the administrative agent.
Run the registerNode command of the administrative agent.

When you run the registerNode command, you can optionally specify parameters such as -node to
assign a node name and -port to assign an administrative agent connector port. If security is enabled
for the node that you are registering and the node user name and node password are different than
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those used for the administrative agent, specify values for -nodeusername and -nodepassword. For more
information, see the topic on the registerNode command.

To register the AppSrv01 profile with the administrative agent, run the following command from the bin
directory of the administrative agent profile:

registerNode.sh -profilePath app_server_root/profiles/default
For more information, see the topic on the registerNode command.
7. Verify that the nodes have been registered to the administrative agent.

You can use the administrative agent console or wsadmin scripting commands to see a list of nodes
that are registered with the administrative agent.

» Use the administrative agent console to see a list of managed nodes.
a. Start the administrative agent console.

b. On the opening page of the administrative agent console, select to administer the administrative
agent. The administrative agent has a name such as host_nameAANode01.

c. Log in to the administrative agent console.

d. Examine the Nodes page.
1) Click System administration > Administrative agent.
2) On the Configuration tab of the Administrative agent page, click Nodes.

e. Ensure that the Nodes page lists nodes that have been registered with the administrative agent.

» Use the AdminConfig 1ist command to see a list of managed nodes. Run the following wsadmin
scripting commands from the administrative agent bin directory.

— To use the Jython scripting language, enter the following two commands in succession:
wsadmin -lang jython
print AdminConfig.list('ManagedNode')

— To use the Jacl scripting language, enter the following two commands in succession:
wsadmin
$AdminConfig 1ist ManagedNode

After you verify that the stand-alone application server nodes are registered with the administrative
agent, enter quit to exit the wsadmin scripting tool.

8. Start the stand-alone application server nodes.
Run the startServer command.
startServer serverl

If the server starts successfully, the open for e-business message displays and is written to the
startServer.log file.

For more information, see topics on the startServer command and on starting application servers.
Results
The administrative agent environment is set up and the nodes are running.
What to do next
Use the administrative agent to monitor and configure the stand-alone application server nodes. For
example, after a stand-alone application server is registered with an administrative agent, you must use
the administrative agent console to work with the stand-alone application server. On the login page of the
administrative agent console, select the stand-alone application server node to access the application

server console.

From the administrative agent, you can register the stand-alone application server nodes with a job
manager. After the nodes are registered with a job manager, you can remotely manage the administrative
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agent and the stand-alone application servers. The nodes periodically poll the job manager to determine
whether there are jobs posted that pertain to the nodes.

You can use the administrative agent console to register a stand-alone application server node with a job
manager:

1. Click System administration > Administrative agent.
2. On the Configuration tab of the Administrative agent page, click Nodes.

3. On the Nodes page, select the node to register with the job manager and click Register with Job
Manager.

4. On the Register with Job Manager page, specify a node name, specify a job manager administrative
console port number, optionally specify other parameters such as the job manager user name and
password, and click OK.

Note: For Port, if security is not enabled, specify 9960 for an unsecure job manager administrative
console port. If no port number is specified, the default secure port number 9943 is used.

To unregister a node later, you can use the same Nodes page, except click Unregister with Job
Manager.

Instead of using the administrative agent console to register and unregister with a job manager, you also
can use the ManagedNodeAgent registerWithJobManager wsadmin command. To unregister a node, use
the ManagedNodeAgent unregisterWithJobManager wsadmin command.

If you plan to change the system clock, stop all the application servers, the node agent servers, the
deployment manager server, the administrative agent server, the job manager server, and the location
service daemon first. After you stop the servers and location service daemon, change the system clock,
and then restart the servers and location service daemon. If you change the system clock on one system,
you must ensure the clocks on all systems that communicate with each other and have WebSphere
Application Server installed are synchronized. Otherwise, you might experience errors, such as security
tokens no longer being valid.

Starting and stopping the administrative agent

In your flexible management environment, you can start the administrative agent by using the startServer
command. You can stop the administrative agent by using the stopServer command.

Before you begin

Before you can start or stop the administrative agent, you must first install the product.
About this task

Start the administrative agent so that you can manage multiple application servers. Stop the administrative
agent as needed, such as when migrating to a new version of the product, when uninstalling the product,
and so on.

Procedure
+ Start the administrative agent.
Use one of these methods to start the administrative agent:
— Use the startServer command:
startServer <administrative_agent>
where administrative_agent is name of the administrative agent that you want to start.
» Stop the administrative agent.
Use one of these methods to stop the administrative agent:
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— Use the stopServer command:
stopServer <administrative_agent>
where administrative_agent is name of the administrative agent that you want to stop.

Results
You have started the administrative agent and have optionally stopped it.
What to do next

Administer application servers using the administrative agent. You can do such tasks as configure the
administrative agent, view or change properties for a node registered to the administrative agent, or view
and change the job manager configuration for a registered node.

Directory conventions

References in product information to app_server_root, profile_root, and other directories imply specific
default directory locations. This article describes the conventions in use for WebSphere Application Server.
Default product locations - z/0OS

app_server_root
Refers to the top directory for a WebSphere Application Server node.

The node may be of any type—application server, deployment manager, or unmanaged for
example. Each node has its own app_server_root. Corresponding product variables are
was.install.root and WAS_HOME.

The default varies based on node type. Common defaults are configuration root/AppServer and
configuration_root/DeploymentManager.

configuration_root
Refers to the mount point for the configuration file system (formerly, the configuration HFS) in
WebSphere Application Server for z/OS.

The configuration_root contains the various app_server_root directories and certain symbolic links
associated with them. Each different node type under the configuration_root requires its own
cataloged procedures under z/OS.

The default is /wasv8config/cell_name/node_name.

plug-ins_root
Refers to the installation root directory for Web Server Plug-ins.

profile_root
Refers to the home directory for a particular instantiated WebSphere Application Server profile.

Corresponding product variables are server.root and user.install.root.

In general, this is the same as app_server_root/profiles/profile_name. On z/OS, this will always
be app_server_root/profiles/default because only the profile name "default" is used in
WebSphere Application Server for z/OS.

smpe_root
Refers to the root directory for product code installed with SMP/E or IBM Installation Manager.

The corresponding product variable is smpe.install.root.
The default is /usr/1pp/zWebSphere/V8R5.

Administrative agent settings
Use this page to configure the administrative agent and view its properties.
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To view this page in the administrative agent console, click System administration > Administrative
agent.

Name
Specifies the administrative agent server name. The name is read-only.

Node

Specifies a name for the administrative agent node. The node name is unique within the cell. The node
name is read-only.

By default, a node name is the hostname appended with Node01. For example, a nhode on a computer
with the host name of MyComputer is named MyComputerNodeO1 by default.

However, the node name is a purely logical name for a group of servers. The node name does not have to
contain the host name.

Short name
Specifies the short name of the administrative agent server.

The server short name must be unique within a cell. The short name identifies the server to the native
facilities of the operating system, such as workload manager (WLM), Automatic Restart Manager, System
Authorization Facility (SAF), for example, Resource Access Control Facility (RACF), started task control,
and others.

The name can be 1-8 alphanumeric or national language characters and cannot start with a numeral.

The system assigns a cell-unique, default short name.

Information Value
Data type String
Unique ID

Specifies the unique ID of this administrative agent server.

The unique ID property is read-only. The system automatically generates the value.

Information Value
Data type String

Start components as needed
Select this property if you want the server components started as they are needed for applications that run
on this server.

When this property is not selected, all of the server components are started during the startup process.
Therefore, selecting this property usually results in improved startup time because fewer components are
started during the startup process.

gotcha: If you are running other WebSphere products on top of this product, make sure that those other
products support this functionality before you select this property.

Process ID
Specifies the read-only process ID of the administrative agent.

Cell name
Specifies the read-only cell name of the administrative agent.
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Node name
Specifies the read-only node name of the administrative agent.

State
Specifies the read-only state of the administrative agent, such as started or stopped.

Node collection for the administrative agent

Use this page to view the application server nodes that are registered to the administrative agent. The
administrative agent provides a single interface to the registered nodes.

To view this administrative console page, click System administration > Administrative agent > Nodes.

On multiple-server products, application server nodes already registered to an administrative agent also
can be registered to job managers. Job managers enable you to asynchronously submit and administer
jobs for large numbers of unfederated application servers, deployment managers, and host computers over
a geographically dispersed area.

Table 6. Button descriptions. Use the buttons to register and unregister nodes with a job manager.

Button Resulting action
Register with Job Registers the selected node with a job manager. The node must already be registered
Manager with an administrative agent. Also, the node must be at an equal or lesser version

number than the job manager. A Version 8 job manager can manage Version 8 and 7
nodes. A Version 7 job manager can manage Version 7 nodes. The fix pack portion of
the version number does not matter; for example, a Version 7.0.0.3 job manager can

manage a node at Version 7.0.0.9, which is Version 7 with fix pack 9 installed.

Unregister from a Job Unregisters the selected node from a job manager.
Manager

Name
Specifies a name for an application server node that is registered to the administrative agent. The name is
read-only.

Unique ID
Specifies the unique ID of this application server.

The unique ID property is read-only. The system automatically generates the value.
Information Value

Data type String

Registered nodes settings
Use this page to view properties for a node registered to the administrative agent. The properties are
name, unique ID, and poll jobs from job manager.

To view this administrative console page, click System administration > Administrative agent > Nodes
> node_name.

Name: Specifies the name of an application server registered to the administrative agent. The name is
read-only.

Unique ID:

Specifies the unique ID of this application server.
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The unique ID property is read only. The system automatically generates the value.

Information Value
Data type String

Poll jobs from job manager: Select the option so that the administrative agent retrieves jobs from the
job manager for this node. The jobs start when the administrative agent retrieves them. The polling interval
is defined on the Job manager page of the administrative console for the administrative agent and controls
how often the administrative agent checks for new jobs. The default is to retrieve the jobs.

Unregistering nodes of the administrative agent

You can unregister application server nodes so that they are no longer registered to an administrative
agent. Unregister nodes if you no longer need the node in the administrative agent environment or if you
intend to delete the application server node profile. After you unregister a node from an administrative
agent, you can use the node stand-alone, register the node with another administrative agent, or delete
the application server node profile.

Before you begin

The application server node that you want to remove from the administration agent environment must be
registered with the administrative agent. Start the administrative agent if it is not running already.

If the application server node is registered with a job manager, unregister the node from the job manager.
You can use the administrative agent console or wsadmin commands to unregister the node:

» Use the administrative agent console to unregister the stand-alone application server node from a job
manager.

1. Log in to the administrative agent console. The administrative agent name resembles
host _nameAANodeO1.

2. Click System administration > Administrative agent.
On the Configuration tab of the Administrative agent page, click Nodes.

4. On the Nodes page, select the node to unregister from the job manager and click Unregister from
a Job Manager.

5. On the Unregister from a Job Manager page, specify a node name, specify a job manager
administrative console port number, optionally specify other parameters such as the job manager
user name and password, and click OK.

For Port, if security is not enabled, specify 9960 for an unsecure job manager administrative console
port. If no port number is specified, the default secure port number 9943 is used.

* Run the wsadmin unregisterWithJobManager command in the ManagedNodeAgent command group to
unregister the stand-alone application server node from a job manager.

When you run the unregisterWithJobManager command, specify the name of the stand-alone
application server node that is managed by the job manager for the required -managedNodeName
parameter. Other parameters are optional.

AdminTask.unregisterWithJobManager (' [-host myJobMgrHostname -port 8989
-managedNodeName myAppServerNodeName] ')

The default value for the -host parameter is Tocalhost.

The default value for the -port parameter is 9943, the job manager administrative console secure port
number. If security is disabled, specify 9960, the default unsecure port number.

For more information about the unregisterWithJobManager command and parameters, see the topic on
the ManagedNodeAgent command group for the AdminTask object.

If the system fails when unregistering a stand-alone application server from a job manager, run the

cleanupTarget command in the JobManagerNode group to clean up job manager registration
information. See the topic on the JobManagerNode command group for the AdminTask object.

w
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About this task

To unregister a node, run the deregisterNode command from the bin directory of the administrative agent.
Step 1| describes how to run the deregisterNode command.

When you unregister a node, the node configuration is retained, but is marked as not registered with the
administrative agent. If the node that you unregister had the administrative console or management
Enterprise JavaBeans (EJB) applications installed before registering the node, they are re-enabled.

Running the deregisterNode command might result in a null pointer exception if the application server
node profile is corrupted or unusable. If you receive the null pointer exception, the process to unregister
the application server from the administrative agent failed. You receive ADMUOQO116l, ADMUOQ128lI,
ADMU0211l, ADMUO113E, and ADMU12111 messages in the error log. describes how to remove a
node and related end points if there is a null pointer exception.

If the application server node profile is deleted before the node is unregistered, running the
deregisterNode command is ineffective. Because the profile no longer exists, the administrative agent
does not recognize the profile. Complete to remove the node and related end points from the
administrative agent environment.

Procedure
1. Unregister a node using the deregisterNode command.

If the node that you want to unregister exists, run the deregisterNode command, specifying the profile
path of the node to unregister:

deregisterNode -profilePath profile_root/profile_name

For example, to unregister the AppSrv02 profile from the administrative agent environment, run the
following command:

deregisterNode -profilePath profile root/AppSrv02
See the topic on the deregisterNode command for information about command parameters.

2. If a null pointer exception results from running the deregisterNode command or if the node profile has
been deleted, run wsadmin commands that remove the registered node and related end points.

a. On a command line, run a command to start the wsadmin scripting tool from the administrative
agent bin directory.

To use the Jython scripting language, enter:
wsadmin -lang jython

To use the Jacl scripting language, enter:
wsadmin

b. If you do not know the name of the node to remove, run the AdminConfig 1ist command to list
nodes that are registered with the administrative agent and find the node to remove in the list.

For Jython:

print AdminConfig.list('ManagedNode')

For Jacl:

$AdminConfig 1ist ManagedNode

The list of registered nodes that is displayed resembles the following:

nodeA(cells/myAACe1101/managednodes/nodeA|managednode.xml#ManagedNode 1239121412703)
nodeB(cel1s/myAACe1101/managednodes/nodeB|managednode.xml#ManagedNode 1239121498500)

This list shows that nodeA and nodeB are registered nodes of the myAACe1101 administrative agent.
c. Issue wsadmin commands that remove the node.

To remove nodeA and save the changes, run the following commands in succession.

For Jython:
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mn = AdminConfig.getid('/ManagedNode:nodeA/")
AdminConfig.remove(mn)

AdminConfig.save()
For Jacl:
set mn [$AdminConfig getid /ManagedNode:nodeA/]

$AdminConfig remove $mn

$AdminConfig save

d. Run wsadmin commands that remove end points that were generated for the subsystem when the
node profile was registered.

Run the following commands sequentially to remove end points for nodeA. The for command in
Jython and the foreach command in Jacl are one-line commands that are shown on multiple lines
for publication.

For Jython:
import java.lang.System as System
lineSeparator = System.getProperty("Tine.separator")
neps = AdminConfig.list("NamedEndPoint").split(1ineSeparator)
for nep in neps:
set name = AdminConfig.showAttribute(nep, "endPointName")
if (name.endswith("nodeA") == 1):
AdminConfig.remove (nep)

AdminConfig.save()

quit
For Jacl:
set neps [$AdminConfig Tist NamedEndPoint]

foreach nep $neps {set name [$AdminConfig showAttribute $nep endPointName];
if {[string last "nodeA" $name] != -1} {$AdminConfig remove $nep}}

$AdminConfig save

quit
e. Restart the administrative agent.

To restart an administrative agent named adminagent, run the following commands from a
command prompt at the bin directory of the administrative agent profile:

stopServer adminagent

startServer adminagent
f.  Verify that the node is no longer registered with the administrative agent.

Results
The application server node is no longer registered with the administrative agent.

What to do next

You can use the unregistered node stand-alone or register the node with another administrative agent.
Optionally, use the manageprofiles command to delete the application server profile.
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Register or unregister with job manager settings

Use this page to either register a node to a job manager or unregister a node from a job manager. The
node can be a deployment manager or a node registered to an administrative agent.

You can use the administrative agent administrative console to register or unregister a node with the job
manager. The node that you register with the job manager is already registered to the administrative
agent. For example, click System administration > Administrative agent > Nodes. Select Register with
Job Manager to register a node with a job manager or Unregister from a Job Manager to unregister a
node from a job manager.

You can use the deployment manager administrative console to register or unregister a deployment
manager with the job manager. Click System administration > Deployment manager > Job managers.
Select Register with Job Manager to register a deployment manager with a job manager or Unregister
from a Job Manager to unregister a deployment manager from a job manager.

To see what nodes are registered with a job manager, view the Targets page on a job manager console or
deployment manager console. Click Jobs > Targets.

Managed node name
A required setting that specifies the name of the managed node. For a deployment manager, the managed
node name is the name of the deployment manager node, usually host_nameCel1Manager01.

Alias
An optional setting that specifies the alias of the managed node to enroll. Specify an alias if the managed
node name is in use by another node.

Host name
An optional setting that specifies the host name to use to identify the job manager. The default value is
localhost.

Port

An optional setting that specifies the port number for the administrative console from which you want to
run jobs. If security is enabled, use the secure port number. If security is disabled, use the unsecure port
number. The default is 9943, the default secure port number for a job manager administrative console. The
default unsecure port number for a job manager console is 9960. If no port number is specified, 9943 is
used.

If you want to use the Jobs choices in a job manager console, specify a secure or unsecure port number
for the job manager console. For example, if the URL for the job manager console is http://myhost:9961/
ibm/console/, then specify 9961.

If you are registering a deployment manager with a job manager and want to use Jobs menu choices in
the deployment manager console, specify a secure or unsecure port number for the deployment manager
console. For example, specify the port number that is currently shown in the URL for your browser, which
is displaying the deployment manager administrative console. If the URL is http://myhost:9065/1bm/
console/, then specify 9065.

User name
Specifies the user name to log into the job manager when security is enabled.

Password
Specifies the password to log into the job manager. This setting is required when the user name setting is
required.

Chapter 3. Administering nodes and resources 73



Confirm password
Specifies the password a second time. This setting is required when a user name and a password are
required.

Job manager collection

Use this page to view the job managers to which this node is registered. The job managers enable you to
asynchronously submit and administer jobs, such as manage applications, for this node.

To view this page on the administrative agent administrative console, click System administration >
Administrative agent > Nodes > node_name > Job managers.

To view this page on the deployment manager administrative console, click System administration >
Deployment manager > Job managers.

uuiD

Specifies the Universal Unique Identifier (UUID), which uniquely identifies the job manager to which the
administrative agent or deployment manager connects.

URL

Specifies the web address of the job manager to which the node is registered.

Job manager settings

Use this page to view the Universal Unique Identifier (UUID) of the job manager, specify the polling
interval to check for jobs on the job manager, and specify the web address of the job manager.

To view this page on the administrative agent administrative console, click System administration >
Administrative agent > Nodes > node_name > Job managers > job_manager_UUID.

To view this page on the deployment manager administrative console, click System administration >
Deployment manager. Under Additional Properties click Job managers > job_manager_UUID.

UuID:
Specifies a Universal Unique Identifier (UUID), which uniquely identifies the job manager.

In an administrative agent console, the UUID identifies the job manager to which the administrative agent
connects.

In a deployment manager console, the UUID identifies the job manager to which the deployment manager
connects.

The UUID is read-only.
Polling interval:
Specifies in seconds the time that elapses during a polling interval.

In an administrative agent console, the administrative agent uses the polling interval to determine how
often to poll a job manager for new jobs for the registered node.

In a deployment manager console, the deployment manager uses the polling interval to determine how
often to poll a job manager for new jobs.

The default value is 30 seconds.

URL:
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Specifies a web address that is used to connect to the job manager.

In an administrative agent console, the URL specifies the web address that the administrative agent uses
to connect to the job manager.

In a deployment manager console, the URL specifies the web address that the deployment manager uses
to connect to the job manager.

The formats are http://host:port/otis/OMADMServiet or https://host:port/otis/OMADMServlet, where
host is the host name of the job manager and port is the port of the job manager.

Administering nodes remotely using the job manager

In a flexible management environment, you can asynchronously submit and administer jobs for large
numbers of stand-alone application servers, deployment managers, and host computers over a
geographically dispersed area. At the remote machines, you can use jobs to manage applications, modify
the product configuration, or do general purpose tasks such as run a script.

Before you begin
Install the WebSphere Application Server product.

About this task

A job manager is a single management server from which you can remotely manage multiple
administrative agents, deployment managers, stand-alone (unfederated) application servers, and host
computers.

In a flexible management environment, the job manager enables you to asynchronously submit and
administer jobs for large numbers of stand-alone application servers, deployment managers, and host
computers over a geographically dispersed area. Many of the management tasks that you can perform
with the job manager are tasks that you can already perform with the product, such as application
management, server management, and node management. However, with the job manager, you can
aggregate the tasks and perform the tasks across multiple application servers, deployment managers, or
host computers.

In contrast to a deployment manager, the job manager does not exclusively inherit the administrative
functions of its registered targets. Targets that register with a job manager maintain their own
administrative capabilities. Additionally, the targets periodically poll the job managers to determine whether
there are jobs posted there that require action. You can administer all registered targets separately from
the job manager. The advantage to a job manager is that you can administer targets in multiple varied
environments.

To administer targets, you submit jobs using the job manager. You can submit jobs for individual targets or
for groups of targets that you define. After you submit a job, you can check the job status, check the status
of targets, and check the status of target resources. The status of managed resources is not necessarily
up-to-date. Status in the job manager administrative console is updated only when a status job or an
inventory job for the target containing the resource completes successfully. You can view target resources
for targets and groups of targets that you administer. You can configure the job manager and view its
properties.

Procedure
Set up the job manager environment]

Create a job manager profile and any other profiles that are needed for the environment, synchronizing
the clocks on all environment computers, and then registering the target profiles with the job manager.

Chapter 3. Administering nodes and resources 75



You can register stand-alone application servers that are already registered with an administrative agent
or deployment manager profiles. You can also add remote host computers as targets.

[Start and stop the job manager| as needed.
The job manager must be running to submit jobs and to enable targets to poll the job manager for jobs.
[Configure job managers.|

You can specify settings such as the default job expiration, the job manager web address, and the mail
provider Java Naming and Directory Interface (JNDI) name for the job manager. You can view job
manager properties such as the process ID and the state of the job manager.

+ |View information on targets using a job manager|

You can view targets with their version numbers based on the results of the Find option and view target
resources for targets that you select. You can also view the properties and property values for a
particular target.

« |View information on target resources.|

You can view server, application, node, and cluster resources that are associated with targets and
groups of targets registered to the job manager. You can also view the status of specific resources at
each target and view properties for a particular target resource as a name-value pair.

[Submit jobs to administer servers, files, and applications|

You can submit jobs to remote targets to manage applications, modify the product configuration on
remote machines, or do general purpose tasks such as run a script. You can specify when the jobs
start, whether they are recurring, and when they are no longer available for submission.

[Check the status of jobs.|

You can check the status of jobs, the status of jobs at their targets, and the job history of targets. You
can suspend, resume, or delete jobs on the Job status collection page.

« [Administer groups of targets using a job manager)

You can create, modify, delete, and view groups of targets. Groups of targets make job submission
simpler because you can submit a job for a group of targets instead of entering multiple target names
for a job submission.

[Change the polling interval |

You can increase or decrease the polling interval that a target uses to poll the job manager for jobs. The
default polling interval is 30 seconds.

Results

Depending on the tasks that you completed, you might have submitted jobs, checked the status of jobs,
viewed targets and target resources, or administered groups of targets.

What to do next

If you no longer need a target, unregister the target. You can unregister targets from a job manager in the
following ways:

» To deregister application servers or deployment managers, run the wsadmin unregisterWithJobManager
command in the ManagedNodeAgent command group or click Unregister from a Job Manager on the
Register or unregister with job manager settings page of a deployment manager or administrative agent
console.

» To deregister hosts, run the wsadmin unregisterHost command in the JobManagerNode command
group or click Delete Host on the Targets page of a job manager or deployment manager console.

Use a deployment manager to unregister the deployment manager from a job manager. Use an
administrative agent to unregister a stand-alone application server. To fully remove a stand-alone
application server from the flexible management environment, you must first unregister the stand-alone
application server from a job manager and then unregister it from an administrative agent.

76 Setting up the application serving environment



Note: Unregister a node before deleting its profile. For example, AppSrv02 is a stand-alone application
server that is registered as nodeB. Use the administrative agent to unregister nodeB before deleting
profile AppSrv02. For more information, see the topic on unregistering nodes of the administrative
agent.

If the system fails when unregistering a target from a job manager, run the cleanupTarget
command in the JobManagerNode group to clean up job manager registration information. The
command does not remove the job history of the node that you are unregistering. Jobs in progress
continue to run, but new jobs do not start for the node. See the topic on the JobManagerNode
command group for the AdminTask object.

Job manager

In a flexible management environment, a job manager allows you to submit administrative jobs
asynchronously for application servers registered to administrative agents, for deployment managers, and
for host computers. You can submit these jobs to a large number of servers over a geographically
dispersed area.

You can register stand-alone application servers that are registered to administrative agents, deployment
managers, and host computers with the job manager. After you register stand-alone application servers,
deployment managers, or host computers as targets, you can queue administrative jobs directed at the
targets through the job manager.

To register application server nodes and deployment managers with the job manager, use an
administrative console or the wsadmin registerWithJobManager command. The command is in the
ManagedNodeAgent command group.

To register hosts with the job manager, use an administrative console or the registerHost command. The
command is in the JobManagerNode command group.

You can complete job manager actions and run jobs from a deployment manager. The deployment
manager administrative console has Jobs navigation tree choices similar to those in the job manager
administrative console.

Use the job manager to asynchronously administer job submissions. You can complete the following tasks:
+ Set the job submission to take effect at a specified time.

» Set the job submission to expire at a specified time.

» Specify that the job submission occur at a specified time interval.

* Notify the administrator through email that the job has completed.

Each application server, deployment manager, or host registered with the job manager is known as a
target to the job manager. Groups of targets are those groups that you create so that you can make job
submission easier. You can submit a job for a group of targets instead of entering multiple target names
for a job.

Many of the management tasks that you can perform with the job manager are tasks that you can already
perform with the product, such as application management, server management, and node management.
However, with the job manager, you can aggregate tasks and perform those tasks across multiple targets.

Example uses of job manager

The following hypothetical company environments are examples of situations where a job manager is
useful:
Branch office environment

A business has a thousand stores geographically dispersed across the continent. Each store

Chapter 3. Administering nodes and resources 77



contains either a few application servers, or a small WebSphere Application Server, Network
Deployment cell consisting of two or three machines. Each store is managed locally for daily
operations. However, each store is also connected to the data center at the company
headquarters, potentially thousands of miles away. Some connections to the headquarters are at
modem speeds. The headquarters uses the job manager to periodically submit administrative jobs
for the stores.

Environment consisting of hundreds of application servers
An administrator sets up hundreds of low-cost machines running identical clones of an application
server. Each application server node, which is registered with an administrative agent, is registered
with the job manager. The administrator uses the job manager to aggregate administration
commands across all the application servers, for example, to create a new server, or to install or
update an application.

Environment consisting of dozens of deployment manager cells

An administrator sets up hundreds of application servers, which are divided into thirty different
groups. Each group is configured within a cell. The cells are geographically distributed over five
regions, consisting of three to seven cells per region. Each cell is used to support one to fifteen
member institutions, with a total of 230 institutions supported. Each cell contains approximately
thirty applications, each running on a cluster of two for failover purposes, resulting in a total of
1800 application servers. The administrator uses the job manager to aggregate administration
commands across all the cells, for example, to start and stop servers, or to install or update an
application.

Example topology

The following example topology shows a deployment manager and a federated node that is managed by
the deployment manager on machine A; two application servers, Profile01 and Profile 02, registered with
an administrative agent on machine C, a job manager on machine D, and a web server on machine B.
Firewalls provide additional security for the machines. The administrative agent and the deployment
manager are registered to the job manager. The administrative agent and deployment manager
periodically poll the job manager to determine whether the job manager posted jobs that require action.
Read the topic on planning to install WebSphere Application Server for further information on the topology.
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Job manager security
In a flexible management environment, a user ID must have the required authorization to use the job
manager and to work with registered nodes.

Required security roles

You need the following roles to use the job manager:

Table 7. Required security roles for job manager tasks. Roles include administrator, operator, configurator, and
monitor.

Administrative tasks Required security roles
Register or unregister with the job manager administrator

Submit a job operator

Change the job manager configuration configurator

Read the job manager configuration or job history monitor

If base (stand-alone) application server nodes that are managed by an administrative agent are registered
to a job manager, you need the following roles to use the administrative agent and manage its nodes:

Table 8. Required security roles for administrative agent tasks. Roles include administrator and roles required for the
operation or node.
Administrative tasks Required security roles

Register or unregister a base (stand-alone) node with the |administrator
administrative agent

Work with the administrative agent: Administrative roles required for the operation being
performed

Work with the administrative subsystem, such as Administrative roles required for the registered base

registered nodes node

When a job runs on a target, the user must have privileges that include the role required for that job. For
example, a job to create an application server requires a minimum configurator role on either the base
node or WebSphere Application Server, Network Deployment cell.

Security for Installation Manager or Liberty profile jobs on remote hosts

When access to a remote host such as an Installation Manager or Liberty profile requires a user name and
password, you must provide a valid operating system user name and password for a job to run on the
remote host. You can provide the following types of authorization:

Operating system user name and password
The user name and password are the login values for the host. If the host does not require a
password, then you do not need to provide a password when submitting a job.

Sudo If you want a substitute user to perform commands on the host, you can use sudo to change
users before a job runs, and then specify the user name and password for the substitute user as
needed. sudo means “substitute user do”. If the host does not require a password, then you do not
need to provide a password when submitting a job.

Public-private key authentication
You can use public-private key authentication. When submitting a job, you specify the full path to
the keystore and, if required for the keystore, the passphrase. A Secure Shell (SSH) private key
enables an administrator to run a job at the remote host under a specific user name. The key is
password encrypted to prevent use by a different user.
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For Liberty profile servers, the type of authorization that you use depends upon the user names that are
configured for each host:

Single user name
If each host uses only one user name, then you only must ensure that the directories to install
Liberty profile resources are writable by the user. To support job submission to different hosts,
ensure that the same user name is configured on each host or use an SSH key to authenticate as
a different user name for each host.

Switching to single user name
If hosts support multiple user names, you can submit jobs under different user names, but use
sudo to switch to a single common user name. Only the common user name can manage Liberty
profile resources. Often this user name is configured to disable login.

Different user names
In some configurations, you can install each Liberty profile resource under a different operating
system user name. For example, shared resources might be installed under one or more user
names, and made globally read only, or read-only to a specific operating system group.
Non-shared working resources might be created exclusively for different user names.

You can control who can install Liberty profile resources by controlling the file permissions of the
root directory for each resource. If you set the directory to be writable by only one user, then only
one user can install to that directory. If you set the directory to be writable by a group of users,
then users belonging to that group can install resources under the root directory. If you set the
directory to be globally writable, then any user can install to that directory.

During installation, you can set file permissions that prevent other users from modifying the
resources. For example, you can pre-create ${WLP_WORKING DIR}/projectl with file permissions
such that it is only writable by a specific user, or a specific group. After the user installs a new
Liberty profile, such as server1, you can configure ${WLP_WORKING DIR}/projectl/serverl such
that it cannot be changed by a different user.

When multiple users can access resources, you must set variables or job parameters that enable
an inventory job to find all available resources:

* You must define the WLP_ADDITIONAL_DIRS variable so that all relevant paths are searched
for resources; or

* You must ensure that all resources are readable by the user name that is used to run the
inventory job. The resources must be created globally readable, the resources must be
operating system group readable with the user name belonging to the group, or the root user
name must be used to run the inventory job.

Basic security configuration

The administrative agent and job manager support two different basic security configurations:

* Same security domain
In this configuration, all the cells in the topology share the same user registry, and therefore, the same
security domain. The same is true of the administrative agent and its registered base nodes, and also
any job manager or WebSphere Application Server, Network Deployment cells in the topology.

 Different security domains

In this configuration, all the cells are configured with different user registries, and therefore different
security domains.

For the administrative agent topology, when a user logs in to the JMX connector port of an administrative

subsystem, or chooses the registered node from the administrative console, the authorization table for the
base node is used.
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For example, suppose User1 is authorized as administrator for the first base node, but is not authorized
for the second node. User2 is authorized as configurator for the second node, but is not authorized for the
first node. The Same user registry figure illustrates this example:

—> Base Node
D B— Administrative <« user1: administrator
Job Manager — Agent
4_
user1: operator

user2: operator —> Base Node
user3: operator

user4: operator .
user2: configurator

Deployment Authorization
Manager Group
user3: deployer user4: operator

Further suppose User1 can log in to job manager as an operator with a user name and password. User1
can also log in to the deployment manager as a monitor with a user name and password. The Different
user registry figure illustrates this example:

—> Base Node
D — Administrative «— user1@jmgr: administrator
Job Manager «—— Agent @jmg
4_
user1@jmgr: operator

user2@jmgr: operator —> Base Node
user3@jmgr: operator

user4@jmgr: operator user2@jmgr: configurator

Deployment Authorization
- Manager Group
user1: monitor user4@jmgr: operator

Although User1 has the same user name for both the job manager and the deployment manager, User1
might as likely have different user names and passwords.

Transfer of security information

When the product transfers a job from the job manager to the administrative agent, deployment manager
or host computer, the product also transfers security information about the job submitter. This transfer
authenticates and authorizes the user while running the job. The following user security information might
be passed with a submitted job:

* User name and password

When submitting a job, the user might specify a user name and password. When the job reaches the
administrative subsystem or the deployment manager, the user name and password are used to log in.
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For the same user registry configuration, if John submits a job against the first base node, he can
specify his user name and password as part of the job. The user name and password are used to log in
against the first administrative subsystem, and the job runs. If John submits a job against the
deployment manager cell or the second base node, the job fails because John is not authorized.

For the different user registry configuration, John can submit a job against the deployment manager cell,
specifying his user name and password for the deployment manager cell. When the job reaches the
deployment manager, login succeeds, and the job runs. If John submits a job against the base nodes,
access is denied, and the job fails.

Security token

If the user does not specify the user name and password with a job, the credential of the user is
automatically persisted as a security token in the job database. The token contains the user security
attributes, including groups. When a job is fetched, the token is used to authenticate and authorize
against the administrative subsystem or the deployment manager.

For the same user registry configuration, John can submit a job against the first base node without
specifying user name and password. The job runs because John's credential is automatically
propagated as a security token to the administrative subsystem, and used to authenticate and authorize
him for the job. If John submits a job against the second base node or the deployment manager cell,
the job fails because his security token is not authorized in these two environments.

For the different user registry configuration, a user's security token does not automatically allow the
submitted job to run against the administrative subsystem or the deployment manager. To enable a user
token for a different realm, you must use the multiple security domain feature. First, you must establish
the job manager realm as a trusted realm for the registered base nodes and the deployment manager
cell. In addition, you must import the access ID of the user from the job manager into the local
authorization table and give the access ID a role. Then, the user can submit a job without passing user
name and password.

Suppose John is an operator on the job manager, but his access ID is imported as an administrator in
administrative authorization table of the first base node. Although John does not exist in the user
registry of the base node, by passing the security token and the administrative authorization table
definition, John is authorized as an administrator on the base node. John can submit a job for the first
base node without having to specify a user name or password.

If John submits a job against the deployment manager, the job fails. John's security token is from the
job manager realm, and John's access ID has not been authorized for the deployment manager. In this
case, the administrator can export John's access ID from the job manager and import it to the
deployment manager. Or, John can submit a job passing user name and password that he had with the
deployment manager, which enables John to run jobs with monitor role.

The same mechanism works if the fine grained security feature is in use. You must be authorized in the
authorization table for a new authorization group. The authorization table might also contain an external
access ID.

Mixed registries configuration

In a more complex topology, where some cells share the same user registry and some cell do not, the
following rules apply:

You can always specify a user name and password during job submission if the target node or
deployment manager recognizes your user name and password.

If the job manager and the target node or deployment manager have the same user registry, then job
submission does not require a user name and password. However, you must be authorized for the
target node or deployment manager.

If the job manager and the target node or deployment manager have different user registries, trusted
realms have been established, and the access ID of the job submitter has been imported into the
administrative authorization table of the target node or deployment manager, then job submission does
not require a user name and password.
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Job manager targets

Job manager targets can include stand-alone application servers, deployment managers that have a
federated node, and remote hosts. Before a job manager can access and run jobs on a target, you must
register the target with the job manager.

Stand-alone application servers

Stand-alone application servers are also called unfederated or base application servers. They are not
managed by a deployment manager. Stand-alone application servers typically have a profile name such as
AppSvr01. You must register stand-alone application servers with an administrative agent before you can
register the stand-alone application servers with the job manager. The administrative agent must be on the
same computer as its stand-alone nodes. Registering the stand-alone nodes with the administrative agent
enables the administrative agent to manage the nodes. Registering stand-alone nodes with a job manager
enables the job manager to administer stand-alone application server nodes.

Deployment managers

Deployment managers are available in the Network Deployment product. A deployment manager can have
a Version 8, Version 7, or Version 6 federated node. A deployment manager that is registered with a job
manager can manage a mixed version cell. Using the job manager, you can submit jobs that manage any
resources in the mixed version cell, including resources on a Version 6 federated node.

Remote hosts

Remote hosts are host computers. The computer on which a WebSphere Application Server product is
installed can be a remote host. However, a remote host target is not required to have any WebSphere
Application Server products installed. Further, any computer that uses a supported operating system can
be a remote host. There are no software requirements for a host beyond its operating system.

To work with Liberty profile resources, at least one host must be registered with the job manager as a
target.

Job manager resources

A job manager stores minimal information about its targets. However, it stores information about known
resources on its targets. For targets that are stand-alone application server nodes, the resources include
applications, servers, and their status. For targets that are deployment manager federated nodes, the
resources include applications, servers, nodes, clusters, and their status. For targets that are remote
hosts, the resources can include projects, binary files, applications, command files, software development
kits, or other resources on the host and their status.

Each resource has a resource type. For example, application, server, or cluster.

Each resource also has a resource ID. For example:

» applications/appl

* nodes/nodel/servers/serverl

* clusters/clusterl

e InstallationManager/IM1

» InstallationManager/IM1/PackageGoups/WebSphereNetworkDeployment8.0/. ..

The resource ID implies the scoping of resources. For example, a server is scoped within a node.

One or more properties are associated with each resource. For example, the properties for an application
might be name=appl and status=running. After you submit a job to a target or a target group, the job
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parameter might identify a resource. For example, a job to start an application server that you submit to a
federated node target might use the parameter nodes/nodel/servers/serverl.

Liberty profile resources

Supported Liberty profile resources can include project, runtime, profile server, application binary, and
software development kit (SDK) files. These resources are packaged into a compressed file for
deployment. The grouping of the resources within the compressed file affects the scope and sharing of the
resources.

Descriptions of Liberty profile resources follow:

project
An optional container for resources. You can group related resources under the same project for
ease of management and to avoid name conflicts with resources from other projects.

runtime
The runtime binaries, which include the bin, 1ib, and lafiles directories.

liberty_server
A directory that contains server definitions. There are three variations of the directory:

» A self-contained directory including server.env, jvm.options, server.xml, other configuration
files, and working directories

» Atemplate directory containing just the server.xml and other configuration files. This allows one
set of configuration file to be standardized and referred to from multiple other server instances.

» Alocalized directory containing only server.env, jvm.options, working directory, and pointer to
a template directory. The localization contains only host specific information, such as the host
name, the location of the software development kit (SDK), a pointer to the server template
directory, and the location of one or more applications.

application_binary
An archive or a directory that contains the application. The application binary is optionally
deployed to a Liberty profile server.

sdk  The Java software development kit that runs the Liberty profile servers.
Resources grouped in an image

A liberty image is a compressed zip file that contains one or more types of resources of the liberty
environment, depending on the topology being deployed. If you package these zip files, you can unzip
them by hand, or use your own tooling to deploy them to one or more computers. Or you can use the job
manager to deploy these images.

You can unpack and run different variations of compressed files to deploy Liberty profile resources. The

simplest situation is where all resources are stored in a zip file. But there are also environments where

some resources are stored read-only for sharing. If deployed on a single host, the shared resources can
be used by multiple servers on that host. If deployed to a shared disk, they can be shared by servers on
multiple hosts.

Sample image topology

In this topology, all the resources are grouped under a project resource named projectl. The resources
have the following identifier and properties:
* project
— resource ID: project/projectl
— resource properties: name
e runtime
— resource ID: project/projectl/runtime/rt0
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— resource properties: name, location

 liberty_server
— resource ID: project/projectl/runtime/rt0/1iberty server/serverl
— resource properties: name, location, status
» application_binary
— resource ID: project/projectl/runtime/rt0/1iberty server/serverl/application_binary/appl.war
— resource properties: name, location

» sdk
— resource ID: project/projectl/sdk/java
— resource properties: name, version, Tocation

As the Liberty image is deployed, the resources and their properties in the image are discovered and
reported to the job manager.

In this self-contained topology, the runtime resource is scoped within the project1 project resource. The
liberty_server resource is scoped within the runtime resource, while the application_binary resource is
scoped within the liberty_server resource. The resource ID accommodates this scoping because it is built
as a path name. For example, the resource ID for a liberty_server is project/projectl/runtime/rt0/
Tiberty_server/serverl.

A variation for this topology is to not scope the liberty_server resource within a Liberty runtime resource,
and use a resource ID such as project/projectl/Tiberty server/serverl.

Another variation for this topology is to place the application in a shared directory under the runtime
resource, such as /working/projectl/rt0/usr/shared/apps/webcontainer/app2.war. If more than one
Liberty server is scoped within the Liberty run time, servers can share the application binary file. In this
example, the resource ID for the application binary is project/projectl/runtime/rt0/
application_binary/usr_shared_apps_webcontainer_ app2.war.

A third variation for this topology is to preinstall the SDK as part of the operating system, or install it using
external installation program.

Setting up a job manager environment

A job manager environment consists of a job manager and the targets that it manages. The job manager
targets can be deployment managers, stand-alone application server nodes that are managed by
administrative agents, and host computers. Setting up a job manager environment involves creating a job
manager profile and any other profiles that are needed for the environment, synchronizing the clocks on all
environment computers, and then registering the targets with the job manager.

Before you begin
Install the WebSphere Application Server product.

About this task

Before you use the job manager, you must create a job manager profile and a profile for each target node
that you want managed by the job manager.

Job managers are part of the flexible management environment. Job managers can manage stand-alone

application server nodes that are registered to an administrative agent. Those nodes and administrative
agents are also part of the flexible management environment.
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Ensure that the profiles in the flexible management environment either all have security enabled or all
have security disabled. Depending on your environment, you might need profiles for administrative agents,
the nodes registered to the administrative agents, deployment managers, and the nodes federated with the
deployment manager.

Job managers can manage Version 8 and Version 7 target nodes. A job manager can manage a node at
an equal or lesser version number than the job manager. For example, a Version 8 job manager can
manage Version 8 and 7 nodes. A Version 7 job manager can manage Version 7 nodes. The fix pack
portion of the version number does not matter; for example, a Version 7.0.0.3 job manager can manage a
node at Version 7.0.0.9, which is Version 7 with fix pack 9 installed.

Further, a job manager can manage a Version 8 or Version 7 deployment manager that has a Version 8,
Version 7, or Version 6 federated node. A deployment manager that is registered with a job manager can
manage a mixed version cell. Using the job manager, you can submit jobs that manage any resources in
the mixed version cell, including resources on a Version 6 federated node.

Procedure

1. Determine the topology for your flexible management environment. Flexible management
encompasses administrative agents and job managers.

Determine which machines, targets, and target resources such as servers and applications to be in
the flexible management environment.

To manage stand-alone application servers, use an administrative agent on each computer where the
stand-alone application servers reside. For more information, see topics on the administrative agent
and Scenarios 5 in the Planning to install WebSphere Application Server topic.

To collectively manage deployment managers and stand-alone application servers on the same or
different computers, use a job manager. The stand-alone application servers must be registered with
an administrative agent before you can manage them using a job manager. For more information, see
Scenarios 5 and 10 in the Planning to install WebSphere Application Server topic.

2. Determine the security roles needed for your flexible management environment.
Depending on your environment, you might need profiles for administrative agents, the nodes
registered to the administrative agents, deployment managers, the nodes federated with the
deployment manager, and job managers. Profiles in the flexible management environment must either
all have security enabled or all have security disabled. When you create the profiles, you can specify
security options, user names, and passwords.

You must have security roles that authorize you to work with a job manager and to manage
registered targets and resources on those targets. If the environment includes stand-alone application
server target nodes, then you must be authorized to work with an administrative agent and its nodes.

For more information, see the job manager security topic.
3. Create a management profile for the job manager.
You can use the Profile Management Tool or the manageprofiles command.

For example, in the Profile Management Tool, select the Management environment and click Next,
select the Job manager server type, and select options that create the profile. By default, a job
manager has its own administrative console, administrative security is enabled, and the console port
is 9960. To disable administrative security, to specify a security certificate, or to change the default
ports, use the advanced profile creation option when creating the job manager profile.

By default, the first administrative agent profile in a product installation is named JobMgr01 and its
server name is jobmgr.

For more information, see the topic on creating management profiles for job managers.

For manageprofiles examples, see the topic on the manageprofiles command. For -templatePath,
specify the management template. For -serverType, specify JOB_MANAGER.
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10.

Create profiles for any administrative agents and stand-alone application server nodes that you intend
to have in your flexible management environment. Then, register the stand-alone application server
nodes with the administrative agent.

Stand-alone nodes are also called unfederated or base application servers. They are not managed by
a deployment manager. Stand-alone application servers typically have a profile name such as
AppSvr01. An administrative agent must be on the same computer as its stand-alone nodes.
Registering the stand-alone nodes with the administrative agent enables the administrative agent to
manage the nodes.

Note: You must register stand-alone application servers with an administrative agent before you can
register the stand-alone application servers with the job manager.

For details on creating the profiles and registering with an administrative agent, see the topic on

setting up the administrative agent environment.

Create profiles for any deployment managers and federated nodes that you intend to have in your

flexible management environment.

Federated nodes are managed by a deployment manager. Federated application servers typically

have a profile name such as AppSvr01, however you cannot administer them individually. You must

administer federated nodes using the deployment manager.

See topics on creating cell profiles, management profiles for deployment managers, or the

manageprofiles command.

Synchronize the clocks on all involved systems.
If you plan to change the system clock, stop all the application servers, the node agent servers, the
deployment manager server, the administrative agent server, the job manager server, and the location
service daemon first. After you stop the servers and location service daemon, change the system
clock, and then restart the servers and location service daemon. If you change the system clock on
one system, you must ensure the clocks on all systems that communicate with each other and have
WebSphere Application Server installed are synchronized. Otherwise, you might experience errors,
such as security tokens no longer being valid.
Start the job manager server.
* Run the startServer command.
For example, suppose the JobMgrO1 profile has the server name jobmgr. Run the following
command from the bin directory of the JobMgr01 profile:
startServer jobmgr
* Use the START command to start the job manager:

START job_manager_proc_name ,JOBNAME=server_short_name,
ENV=cell_short_name.node_short_name.server_short_name

If the job manager starts successfully, the message open for e-business displays and is written to
the job manager startServer.1og file:

Server Tlaunched. Waiting for initialization status.
Server jobmgr open for e-business; process id is 1932.

For more information, see the topic on starting and stopping the job manager.
[Register stand-alone application server target nodes with a job managen

Registering stand-alone nodes with a job manager enables the job manager to administer stand-alone
application server nodes.

[Register deployment managers with the job managen

Registering a deployment manager with a job manager enables you to run job manager jobs from a
deployment manager console and enables the job manager to administer federated nodes of the
deployment manager and their resources.

[Register host computers with the job manager|
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A remote host target is not required to have any WebSphere Application Server products installed.
There are no software requirements for this host beyond its operating system. Registering a remote
host with a job manager enables the job manager to access applications, command files, and other
resources on the host computer.

To register Liberty profile with a job manager, use a procedure for registering a target with a host.
11. Verify that the targets are registered with the job manager.

You can use an administrative console or wsadmin scripting commands to see a list of targets that
are registered with the job manager.

* In the job manager console or deployment manager console, click Jobs > Targets. The Targets
page lists targets that are registered with the job manager.

* Run the AdminConfig 1ist command to see a list of managed targets. Run the following wsadmin
scripting commands from the administrative agent bin directory to list stand-alone application
server targets or from the deployment manager bin directory to list other targets.

— To use the Jython scripting language, enter the following two commands in succession:
wsadmin -lang jython
print AdminConfig.list('JobManagerRegistration"')

— To use the Jacl scripting language, enter the following two commands in succession:
wsadmin

$AdminConfig Tist JobManagerRegistration

After you verify that the targets are registered with the job manager, enter quit to exit the wsadmin
scripting tool.

12. Ensure that the servers in your flexible management environment are running.

In the job manager console or deployment manager console, click Jobs > Target resources >
server_name. On the Target resource page, a server status of Started shows that the server is
running.

Results
The flexible management environment is set up and the job manager is configured.
What to do next

Submit jobs using the job manager.

Registering stand-alone application servers with job managers

After a stand-alone application server is registered with an administrative agent, you must register the
application server with a job manager to enable the job manager to administer the application server and
its resources.

Before you begin

Before you can register the stand-alone application server nodes with the job manager, the stand-alone
application servers must be registered with an administrative agent. Ensure that the administrative agent
version number (excluding fix pack level) is not higher than any job manager with which you are

registering the administrative agent. For details on registering stand-alone application servers with an
administrative agent, see the topic on setting up the administrative agent environment.

About this task

To register stand-alone nodes with a job manager, you can use the administrative agent console or the
wsadmin registerWithJobManager command.
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Procedure
* Use the administrative agent console to register stand-alone application server nodes.

1.
2.
3.

Click System administration > Administrative agent.
On the Configuration tab of the Administrative agent page, click Nodes.

On the Nodes page, select the node to register with the job manager and click Register with Job
Manager.

On the Register with Job Manager page, specify a node name, specify a job manager administrative
console port number, optionally specify other parameters such as the job manager user name and
password, and click OK.

Note: For Port, specify the job manager administrative console port. If security is not enabled,
specify the unsecure job manager administrative console port; the default is 9960 for an
unsecure job manager administrative console port. If no port number is specified, the default
secure port number 9943 is used.

* Use the wsadmin registerWithJobManager command to register stand-alone application server nodes.
The command is in the ManagedNodeAgent command group.

1.
2.

3.

Open a command window on the bin directory of the administrative agent profile.

Run a wsadmin command to start the wsadmin tool, connect the wsadmin tool to the administrative
agent process.
For example, connect to the administrative agent process adminagent and use the Jython language:

wsadmin -profileName adminagent -lang jython

Run the registerWithJobManager command to make a stand-alone application server a managed
node of the job manager.

AdminTask.registerWithJobManager (' [-host jobmgr_host -port jobmgr_console_port -managedNodeName application_server_node_name]')

jobmgr_host is the host name of the job manager. The default value is Tocalhost.

jobmgr_console_port specifies the job manager administrative console port number. If security is
disabled, the default unsecure port number is 9960. If security is enabled, optionally specify the
secure port number. The default secure port number is 9943. If no port number is specified, 9943 is
used.

application_server_node_name is the host name of the stand-alone application server, for example,
myHostNode0O1.
Alternatively, you can run the registerWithJobManager command in interactive mode:

AdminTask.registerWithJobManager('-interactive')

If the command is successful, wsadmin displays the unique ID (UUID) of the job manager. For
example:

'JobMgr1-J0B_MANAGER-74cddadc-686-4970-a959-66800b9f22d "
For more information, see the topic on registering target nodes with the job manager using scripting.

What to do next

Verify that the application server target is registered with the job manager.

Registering deployment managers with job managers

Before a job manager can administer federated nodes of a deployment manager and their resources, you
must register the deployment manager with the job manager. Registering a deployment manager with a
job manager also enables you to run job manager jobs from a deployment manager console.

Before you begin

Ensure that the deployment manager version number must not be higher than the version number of any
job manager with which you are registering the deployment manager.
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About this task

To register deployment managers, you can use the deployment manager console or the wsadmin
registerWithJobManager command.

Procedure
» Use the deployment manager administrative console to register deployment managers.

1.

Click System administration > Deployment manager > Job managers > Register with Job
Manager.

On the Register with Job Manager page, specify the deployment manager node name, optionally
specify other parameters such as a user name and password, and click OK.

The value that you specify for Port depends upon whether you want to run jobs on the deployment
manager from Jobs menu choices in the deployment manager console or a separate job manager
console. The default is 9943, the default port for a job manager secure administrative console.
Unless you want to use the Jobs choices in a separate secure job manager console, you must
specify a different port number.
— To use the Jobs choices in the deployment manager console, specify a secure or unsecure port
number for the deployment manager console.
For example, specify the port number that is currently shown in the URL for your browser, which
is displaying the deployment manager administrative console. If the URL is http://myhost:9065/
ibm/console/, then specify 9065.
— To use the Jobs choices in a job manager console, specify a secure or unsecure port number for
the job manager console.
For example, if the URL for the job manager console is http://myhost:9961/ibm/console/, then
specify 9961.

* Use the wsadmin registerWithJobManager command to register deployment managers. The command
is in the ManagedNodeAgent command group.

1.
2.

3.

Open a command window on the bin directory of the deployment manager profile.
Run the wsadmin command to start the wsadmin tool and, optionally, use the Jython language.
wsadmin -lang jython

Run the registerWithJobManager command to make the deployment manager a managed target
node of the job manager.

AdminTask.registerWithJobManager (' [-host jobmgr_host -port console_port -managedNodeName deployment_manager _node_name] ')

jobmgr_host is the host name of the job manager. The default value is Tocalhost.

console_port specifies the deployment manager administrative console port number or the job
manager administrative console port number. The value that you specify for console_port depends
upon whether you want to run jobs on deployment manager nodes from the job manager function
available in a deployment manager or from a separate job manager.

deployment_manager_node_name is the host name of the deployment manager. The host name
typically is the node name.

For example, to run jobs on deployment manager nodes from the job manager function available in
a deployment manager, where the deployment manager console port is 9065 and the deployment
manager node name is MyHostCelIManager02, specify the following command:

AdminTask.registerWithJobManager('[-host localhost -port 9065 -managedNodeName MyHostCellManager02]')

To run jobs on deployment manager nodes from a job manager console, where the job manager
console port is 9961 and the deployment manager node name is MyHostCel1Manager02, specify the
following command:

AdminTask.registerWithJobManager('[-host Tocalhost -port 9961 -managedNodeName MyHostCellManager02]')

For this example, the job manager profile is in the same installation as the deployment manager
profile. Thus, the host value can be Tocalhost.
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Alternatively, you can run the registerWithJobManager command in interactive mode:
AdminTask.registerWithJobManager('-interactive')
If the command is successful, wsadmin displays the unique ID (UUID) of the job manager. For example:
' JobMgr01-J0B_MANAGER-74cdda0c-68f6-4970-a959-6f6800b9f22d"
For more information, see the topic on registering targets with the job manager using scripting.

What to do next

Verify that the deployment manager target is registered with the job manager and that its federated nodes
are listed among target resources.

If you specified a deployment manager console port to run jobs from a deployment manager console, click
Jobs > Targets in the deployment manager console. If you specified a job manager console port to run
jobs from a job manager console, click Jobs > Targets in the job manager console.

If the deployment manager registered successfully, the deployment manager node name is in the list of
target names.

Registering host computers with job managers
You must register a remote host computer with a job manager to enable the job manager to access
applications, command files, and other resources on the host computer.

Before you begin
Create a job manager profile and start the job manager.
About this task

A remote host target is not required to have any WebSphere Application Server products installed. There
are no software requirements for this host beyond its operating system. To register remote hosts, you can
use the Targets page of an administrative console or the wsadmin registerHost command.

To register Liberty profile servers with a job manager, use a procedure for registering a target with a host.
You can set variables for Liberty profile servers in a registerHost command.

Procedure
» Use the Targets page of the job manager console or the deployment manager console to register hosts.
1. Click Jobs > Targets > New Host.

2. On the New target page, specify parameters that identify the remote host and specify security
information.

a. Specify the host computer name in one of the following formats:
— Fully qualified domain name servers (DNS) host name string, such as
xmachine.manhattan.ibm.com
— Default short DNS host name string, such as xmachine
— Numeric IP address, such as 127.1.255.3

The host can be the same computer on which the product is installed or a different computer.

Specify the administrative user name for the host.

Specify the password or private key file for the administrative user so that the job manager can
access and run jobs on the host. If the host does not require a password, you can specify a null
String value of "".

d. Specify other parameters as needed.
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best-practices: Select Save security information and you will not need to enter the user

e. Click OK.

name and password for every job manager action on the host.

* Use the wsadmin registerHost command to register hosts. The command is in the JobManagerNode

command group.

1. Open a command window on the bin directory of the job manager profile.

2. Run the wsadmin command to start the wsadmin tool and, optionally, use the Jython language.
wsadmin -lang jython

3. Run the registerHost command to make the host computer a target of the job manager.

AdminTask.registerHost (' [-host host_computer -hostProps [ [osType operating_system]
[username administrative_user][privateKeyFile key file path]
[passphrase passphrase] [saveSecurity true] ]1')

host is the computer name of the host that you want to register with the job manager. You must
specify a host value.

hostProps specifies properties of the host.

Table 9. registerHost

-hostProps defined properties. You can specify one or more defined properties for the

registerHost command, or specify undefined properties for the command.

Property name

Property description

osType

The operating system type. Specify osType to enable the command to complete faster. This optional property determines
the means for connecting with the host. Valid values are:

e aix

¢ hpux

* 0s400

* linux

* solaris

* windows

* 0s390

username

A user with authority to log in to the host. This property is required.

password

The password for the given username. A value for password or privateKeyFile must be specified. If the host does not
require a password, you can specify a null String value of "".

privateKeyFile

The path to the private keyfile. If you do not specify a value for password, then you must specify a value for privateKeyFile.

passphrase A passphrase for the privateKeyFile, if needed.

saveSecurity Specifies whether to store security properties (username, password, privateKeyFile, passphrase) with the host and used as
default values for job submissions. If this property is given a value of true, then the security properties are stored with the
host and used for subsequent job submissions to this host.

imDatalLocations The fully qualified path of one or more Installation Manager data locations. Separate multiple paths by a semicolon. This

property is useful if you have non-default Installation Manager data locations on your targets. If an invalid data location is
specified, it will not be saved. If the specified data location can be detected by the inventory job, it will not be saved. You
can use the find data location job to search for data locations on the system. The find data location job automatically
updates this property.

AdminTask.registerHost('[-host hostname -hostProps [

[imDataLocations datalocationl; datalocation2]

[password #xxx] [saveSecurity true] [username username] ]]')

This property is optional.

property_name

A user-defined target property name and value, specified with the format:

[property_name pr‘operty_value]

You can specify paths for Liberty profile variables; for example:

[WLP_WORKING_DIR /working]
[WLP_SHARED DIR /shared]
[WLP_ADDITIONAL_DIRS /add1]

This example defines three properties.

This property is optional.

Alternatively, you can run the registerHost command in interactive mode:

AdminTask.registerHost('-interactive')
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Results

After the host is registered with the job manager, the console or wsadmin displays the unique ID (UUID) of
the host.

Example

You can set variables for Liberty profiles in the host properties when registering a host with the
registerHost command. The variables specify the root directories to which to install Liberty profile
resources and specify search paths for finding resources.

1. Open a command prompt at the bin directory of the job manager profile.

2. Start the wsadmin tool and use the Jython scripting language.
wsadmin -Tang jython

3. Run an AdminTask registerHost command that specifies the variable name and value.
For example, set the WLP_WORKING_DIR variable to use the C:\1iberty directory:

AdminTask.registerHost('-host host_name -hostProps [[username admin] [password password]
[saveSecurity true] [WLP_WORKING DIR C:/1iberty]]")

What to do next

Verify that the host is registered with the job manager and that the job manager can list the target
resources.

Starting and stopping the job manager

In your flexible management environment, you can start the job manager by using the startServer
command. You can stop the job manager by using the stopServer command.

Before you begin
Before you can start or stop the job manager, you must first install the product.

About this task

Start the job manager so that you can administer jobs for large numbers of unfederated application servers
and deployment managers. Stop the job manager as needed, such as when migrating to a new version of
the product, when uninstalling the product, and so on.

Procedure
+ Start the job manager.
Use one of these methods to start the job manager:
— Use the startServer command:
startServer <job_manager>
where job_manager is name of the job manager that you want to start.
— Use the START command to start the job manager:

START job_manager_proc_name ,JOBNAME=server_short_name,
ENV=cell_short_name.node_short_name.server_short_name

» Stop the job manager.
Use one of these methods to stop the job manager:

— Use the Job manager administrative console.
1. Click System Administration > Job manager.
2. Click Stop on the Configuration tab.

— Use the stopServer command:

Chapter 3. Administering nodes and resources 93



stopServer <job_manager>
where job_manager is name of the job manager that you want to stop.

Results
You have started the job manager and have optionally stopped it.
What to do next

Administer jobs using the job manager. You can do such tasks as submit jobs, check the status of jobs,
view nodes and node resources, or administer node groups.

Configuring job managers

In a flexible management environment, you can specify settings such as the default job expiration, the job
manager web address, and the mail provider Java Naming and Directory Interface (JNDI) name for the job
manager. You can view job manager properties such as the process ID and the state of the job manager.

Before you begin
Before you can configure the job manager, you must have started the job manager.

If you plan to change the system clock, stop all the application servers, the node agent servers, the
deployment manager server, the administrative agent server, the job manager server, and the location
service daemon first. After you stop the servers and location service daemon, change the system clock,
and then restart the servers and location service daemon. If you change the system clock on one system,
you must ensure the clocks on all systems that communicate with each other and have WebSphere
Application Server installed are synchronized. Otherwise, you might experience errors, such as security
tokens no longer being valid.

About this task

When you create a job manager profile, a job manager is created. You can run the job manager with its
default settings. However, you can change the job manager configuration settings, such as the expiration
time of jobs, the maximum number of database results to display, and so on.

Procedure

1. Click System administration > Job manager from the navigation tree of the job manager
administrative console to access the settings page for a job manager.

2. Configure the job manager by clicking a property and specifying settings.
a. Optionally change the default job expiration by specifying an integer value.

b. Optionally change the maximum number of rows that a query can return to the job manager by
specifying an integer value on the Maximum database results setting.

c. Optionally change the web address of the job manager that the administrative agent uses to
retrieve jobs by specifying a web address for the Job manager URL setting.

The web address is used only when the job manager is configured as a proxy server.
d. Optionally specify an email address on the email sender's address setting.

The email address that you specify is the email address of the sender of the notification message
that the job manager provides when jobs have completed.

e. Optionally select the Start components as needed setting to start components dynamically as
needed for applications.

f. Optionally stop the job manager by clicking Stop.
Selecting this option stops the job manager and its console.
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3. If you changed any of the settings, click Apply, and then OK.
Results

You configured the job manager with options that you selected.
What to do next

You can do other job management tasks such as administer node groups, view nodes, submit jobs, and
view node resources.

Job manager settings

Use this page to configure the job manager server and view its properties. You can specify the default job
expiration, the job manager web address, and the mail session Java Naming and Directory Interface
(JNDI) name.

To view this administrative console page, click System administration > Job manager.

Name:

Specifies the job manager server name. The name is read-only.

Default job expiration:

Specifies the default job expiration time in days.

Information Value
Data type Integer
Default 60

Maximum database results:

Specifies the maximum number of records that can be retrieved during a job manager find operation. Find
operations might be for records on jobs, nodes, and node resources.

This maximum number of records can be reduced by the maximum results setting on a find operation. For
example, assume that you specify the maximum results to display for finding nodes at 50, but maximum
database results is set to 10000. If you have 20000 jobs, the find operation finds 50 nodes.

Information Value
Data type Integer
Default 10000

Job manager URL:
Specifies the web address of the job manager that the administrative agent uses to fetch jobs.

The web address that you specify is used only when the job manager is configured as a proxy server. The
web address overrides the default web address. If you modify the web address, you must reregister the
nodes with the job manager. The change affects only the nodes previously registered.

Information Value
Data type String
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Information Value
Default http://host.port/otisfOMADMServlet

The host and port are those of the job manager unless you use a web server.
In that case, change the host and port to that of the web server.

Mail session JNDI name:

Specifies an optional mail session JNDI name to be used for email notifications on job completion.

Information Value
Data type String
Default None

Email sender's address: Specifies the email address of the sender of the notification message that the
job manager provides when jobs have completed. This setting is required if you specify a JNDI malil
session on the Mail session JNDI name setting.

Start components as needed:

Specifies whether to start the server components as they are needed for applications that run on this
server.

Select this property if you want the server components started as they are needed.
When this property is not selected, all the server components are started during the startup process.
Therefore, selecting this property typically results in improved startup time because fewer components are

started during the startup process.

gotcha: If you are running other WebSphere products on top of this product, make sure that those other
products support this functionality prior to selecting this property.

Process ID:

Specifies the read-only process ID of the job manager.
Cell name:

Specifies the read-only cell name of the job manager.
Node name:

Specifies the read-only node name of the job manager.
State:

Specifies the read-only state of the job manager, such as started or stopped.

Viewing target information using the job manager

In a flexible management environment, you can view targets with their version numbers based on the
results of the Find option, and view target resources for targets that you select. You can also view the
properties and property values for a particular target.
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Before you begin

Before you can view information about targets, you must have registered at least one target with the job
manager.

To display resources for selected targets, your ID must be authorized for the monitor role.
About this task

The first time you access the Target collection page, no targets are listed. You must enter parameters for
the Find option to obtain a list of targets based on the parameter information that you provide. The next
time you select Jobs > Targets, a list of targets are displayed based on the parameters you last specified
on the Find option for this administrative console page. You can then optionally modify the Find option
criteria to display a different set of targets. After at least one target is displayed, you can view information
about the targets. You can display all targets by setting the string for the target name on the Find option to
*

The Target collection page is in the administrative console for a job manager and for a deployment
manager.

Procedure
» Optionally use the Find option to display a set of targets.

If no targets are displayed, you must use the Find option to display targets based on the parameter
information that you enter.

1. Click Jobs > Targets in the administrative console navigation.

2. If you want to run the Find operation on specific parameters, specify a valid operator and a text
string. You can use the asterisk (*) character on the target name, job type, and unique identifier
parameters to represent unspecified characters in conjunction with the characters that you specify.
The target Find option has some advanced Find options that you can view by selecting the plus (+)
character. You can enter partial search strings for the advanced find options as well.

3. Click Find.

The list of targets along with their version number is displayed in the collection table.
» Optionally display resources for selected targets.

1. Click Jobs > Targets in the administrative console navigation.

2. Select the check box next to targets for which you want to display resources.

3. Click Display resources.

4. Choose the type of resources to display.

The resources are displayed for the targets that you selected.

« Optionally display properties and property values for a particular target by clicking Jobs > Targets >
target_name in an administrative console.

Results

Depending on the tasks that you completed, you might have viewed targets with their version numbers
based on the results of the Find option, viewed target resources for targets that you selected, or viewed
the properties and property values for a particular target.

What to do next

You can continue to view targets and do other job management tasks such as submit jobs, create target
groups for job submission, and view target resources.
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Target collection for Find results
Use this page to find targets for jobs. The page displays target names and version numbers based on the
results of the Find option. You can additionally display target resources for targets that you select.

To view this administrative console page, click Jobs > Targets.

Table 10. Button descriptions. Select a button to register a remote target host with a job manager, to display
information about target resources, or to unregister a host.

Button

Description

New Host

Displays a page that you can use to register a remote
target host with a job manager. To register a host, you
must be authorized for the administrator role.

Display Resources

Displays the available resources of selected targets.
Example values are All, Application, Server, and
Cluster. The choices in the list depend on the targets
that are registered. For example, if you do not have a
deployment manager registered to a job manager,
clusters are not in the list. To display target resources,
you must be authorized for the monitor role.

Delete Host

Unregisters a target host from the job manager. You must
be authorized for the administrator role.

Find:

Use the Find option to determine the targets to display. By default, the product searches all targets. After
you click Find, the results are displayed in the table. The table follows the Find and Preferences options.
Click Reset to assign the parameters the default values.

Table 11. Find parameters. Specify Find parameters to limit the search for targets.

Parameter name

Operators

Search strings

Target type

Valid operators include A11, Host, and
Node. By default, all target types are
searched.

Not applicable
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Table 11. Find parameters (continued). Specify Find parameters to limit the search for targets.

Parameter name

Operators

Search strings

Target name

Valid operators are = (equal to) and
= (not equal to). The default operator
is =.

Job type

Unique identifier

Advanced find options

Lists searchable target properties,
such as username, host, password,
and Operating system.

Valid operators are = (equal to), !=
(not equal to), is null, and is not
null. The default operator is =.

The search string specifies the string
or partial string of a parameter.

A partial string is designated using an
asterisk (*). For example, to find all
jobs with a target name that starts
with Node, set the target name
parameter to Nodex.

To search for an exact match for
multiple items, include
comma-separated items. For
example, to search on two target
names, specify Nodel, Node2.

When you search for more than one
item, you cannot use the asterisk.

Example: If the targets are
AppSvr01, AppSvr02, AppSvr03, and
Test01, you can specify the =
operator and the App* search string
for the Target name parameter, then
click Find. The target names
displayed are AppSvr01, AppSvr02,
and AppSvr03.
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Table 11. Find parameters (continued). Specify Find parameters to limit the search for targets.

Parameter name

Operators

Search strings

Resources

Enables you to further narrow the list
of targets to find targets that do or do
not have specific resources. For
example, to find targets that have a
server named serverl.

Specify query conditions to find
resources.

1. Specify With (button shows With |
Without), or click the button to
toggle to Without (button shows
With | Without). The button
specifies whether to search for
resources that meet the query
conditions (With), or do not meet
the query conditions (Without).

2. Select a resource type, such as
application, server, cluster,
Installation Manager, Package,
or Profile. The list of resource
types depends upon whether the
registered targets are stand-alone
application servers, deployment
managers, or hosts.

3. Select a property for the specified
resource type.

4. Select an operator. Valid
operators are = (equal to), != (not
equal to), < (less than), > (greater
than), <= (less than or equal to),
>= (greater than or equal to), is
null, and is not null. The
default operator is =.

5. Specify a value for the resource
property; for example, an asterisk

(*).
To add more conditions to the first

query, click 4r , the Add icon. If you

click 5F you cannot change the
With | Without toggle button. Click

o , the Delete icon, to remove an
added condition.

To narrow the search and add a
query that changes the With |

Without toggle button, click &l', the
Add Search Clause icon following the
With | Without toggle button. In the
dialog that opens, select Perform
subset search to perform a subset
search that refines the results of the
first query and click OK. If you want
the query to simply use a different
With | Without selection and not
perform a subset search, then do not
select Perform subset search. Then,
specify another query condition.

The value that you specify for the
resource property is like a search
string. You can use an asterisk (*) to
designate a partial string. You can
also specify comma-separated items
to search on multiple values. When
you search for more than one item,
do not use the asterisk.

Example: To find targets that have
stopped applications, specify the
following query conditions:

1. With

2. application resource type

3. status resource property

4. = (equal to) operator

5. STOPPED property value

Then click Find. The table lists
targets that have stopped
applications.

To narrow the search to targets that
have stopped applications and that do
not have a server named serverl,
specify the previous query. Then, click

&1, the Add Search Clause icon
following the With | Without button. In
the dialog that opens, select Perform
subset search and click OK. Another
query row is displayed, with
parentheses around the With |
Without button. The parentheses
indicate the query is a subset search;
only the targets resulting from the
previous query are searched. In the
new query row, specify the following
query conditions:

Without

Server resource type

serverName resource property

= (equal to) operator

serverl property value

akrwh =

Click Find.
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Table 11. Find parameters (continued). Specify Find parameters to limit the search for targets.

Parameter name Operators Search strings

Maximum results Not applicable The search string specifies the
number of records that the find
operation displays. Enter a value
between one and the maximum
number of records that can be
retrieved as defined in the job
manager configuration. The default
value is 50.

Target name: Specifies the names of targets that are found as a result of the Find option.
Version:

Specifies the name and version number of the product on which the target runs.

The product version is the version of a WebSphere Application Server.

The base edition of WebSphere Application Server (base) is listed in the version column as Base. The
WebSphere Application Server, Network Deployment product is listed in the version column as ND.

The product in the version column indicates the product that you used to create the profile, not the type of
profile that you installed. For example, if you use the WebSphere Application Server, Network Deployment
product to install a profile type of application server, the version column indicates ND.

New target settings:

Use this page to register a remote computer as a target with the job manager. To register a target with the
job manager, you must be authorized for the administrator role.

To view this administrative console page, click Jobs > Targets > New Host.

Host name: Specifies the name of the computer that you want to register as a target with the job
manager. The target host must be a remote computer.

Specify the host name value in one of the following formats:

» Fully qualified domain name servers (DNS) host name string, such as xmachine.manhattan.ibm.com
» Default short DNS host name string, such as xmachine

* Numeric IP address, such as 127.1.255.3

Operating system: Specifies the operating system of the target host. The default value is Any for any
operating system. Other supported values are AIX, HPUX, IBM i, IBM zOS, Linux, Solaris, and
Windows. Specifying the correct operating system value enables operations to run faster.

Administrative user with install authority: Specifies a user name that provides access to the target host.
The user must have the authority to log in to the target host.

Password authentication: Specifies the password for the user name on the target host. Specify the same
password for the Password and Confirm password fields.

If the target host does not require a password, leave the fields blank.
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Use sudo: Specifies whether a substitute user can perform commands on the target host. sudo means
“substitute user do”. Select this option to change users before a job runs. If you select Use sudo, specify
the user name and password for the substitute user as needed. The following selection combinations are
valid:

» Select Use sudo, and leave the user name and sudo password blank. These selections use the default
user that is set in the /etc/sudoers file and use the password of the connection user.

» Select Use sudo, specify a user name, and leave the sudo password blank. These selections use the
specified user and use the password of the connection user.

» Select Use sudo, specify a user name, and specify a sudo password. These selection use the specified
user and sudo password.

» Use the same password for the Sudo password and Confirm sudo password fields. If the target host
does not require a password, leave the password fields blank.

The default is not to use sudo. The sudo option is supported on AIX, HP-UX, Linux, and Solaris operating
systems only.

Public-private key authentication: Specifies the full path to the keystore and, if required for the keystore,
the passphrase.

To use public-private key authentication, first generate a pair of keys using a key generation tool such as
ssh-keygen. Next, add the public key to the authorized_keys file of the user on the target host. Then, on
this page, specify the user name, fully qualified private key file, and optionally the fully qualified
passphase.

Save security information: Specifies whether to save the security information that is entered on this page.
The host uses any saved properties as defaults for subsequent job submissions to the host.

The default is not to save security information.

Installation Manager data location path(s): Specifies one or more paths on the host to use as the
Installation Manager data location. The default is not to specify a data location path.

Enter the fully qualified path of the Installation Manager data locations. You can enter multiple paths
separated by a semi-colon. This property is useful if you have non-default Installation Manager data
locations on your targets. For example, if you specified data locations when installing Installation Manager,
the inventory job might not find the non-default data locations. Therefore, you might need to specify
additional data locations when registering a host. If an unsupported data location is specified, it is not
saved. If the specified data location can be detected by the inventory job, it is not saved.

Note: Ensure that the path is not longer than 256 characters. If the path is longer than 256 characters,
the product truncates the path. The product does not warn you if the path is longer than 256
characters. You must check the length of the path. Truncated paths are not valid and, after
validation checking, are removed from this field.

You can use the find data location job to search for data locations on the system. The find data location
job automatically updates this property. For example:
AdminTask.registerHost('[-host hostname -hostProps [[imDatalocations datalocationl; datalocation2]

[password ##*x][saveSecurity true] [username username]]]')

Target properties: Specifies property names and values for the target host.

To specify a property, type a property name for Name and a property value for Value. To add another
property, click New. To remove a property, select a row and click Delete.

Target property settings:
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Use this page to view and change the properties and property values for a particular target.
To view this administrative console page, click Jobs > Targets > managed_target_name.
Use the New, Edit, and Delete buttons to add, change, or remove target properties.

Target name: Specifies the target name that you selected from the target collection.

Name: Specifies the name of each property for the target. The list of names varies from one runtime
environment to another and is read-only.

Value: Specifies a value of the specified name. The value is read-only.

Viewing target resource information using the job manager

In a flexible management environment, you can view server, application, cluster, and host resources
associated with targets and target groups registered to the job manager. You can also view the status of
specific resources at each target, and view properties for a particular target resource as a hame-value pair.

Before you begin

Before you can view information about target resources, you must have registered at least one target with
the job manager.

About this task

The type of resources you can view depends on your topology. For example, you cannot view clusters if a
deployment manager that you registered to the job manager does not have a defined cluster.

The first time you access the Target resource collection page, no target resources are listed. You must
enter parameters for the Find option to obtain a list of target resources based on the parameter
information that you provide. The next time you select Jobs > Target resources, a list of target resources
are displayed based on the parameters you last specified on the Find option for this console page. You
can then optionally modify the Find option criteria to display a different set of target resources. After at
least one target resource displays, you can view information about the target resources.

The Target resource collection page is in the administrative console for a job manager and for a
deployment manager.

Procedure
» Optionally use the Find option to display a set of target resources.

If no target resources are displayed, you must use the Find option to display target resources based on
the parameter information that you enter.

1. Click Jobs > Target resources in the administrative console navigation.

2. Choose the resource type in the Type list.

3. If you want to do a Find operation on specific parameters, specify a valid operator and a text string.
4. Click Find.

The list of target resources along with the number of target resources for a given target resource in the
list and the target for the resource are displayed.

» Optionally display the status of specific target resources for each target.
1. Click Jobs > Target resources > resource in an administrative console.
The resource ID, target name, and resource status are displayed.

» Optionally display the properties of a target resource by clicking Jobs > Target resources > resource
> resource_ID in an administrative console.
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Results

Depending on the tasks that you completed, you might have viewed server, application, and cluster
resources associated with targets and target groups registered to the job manager. You might have also
viewed the status of specific resources at each target, and viewed properties for a particular target
resource as a hame-value pair.

What to do next

You can continue to view target resources and do other job management tasks such as submit jobs,
create target groups for job submission, and view targets.

Target resources collection
Use this page to display resources on targets or target groups such as servers, applications, cluster, and
profiles.

To view this administrative console page, click Jobs > Target resources.
Find:

You can use the Find option to determine the resources to display. After you click Find, the Find results
are displayed in the table that follows the Find and Preference options. Click Reset to assign the
parameters the default values.

Table 12. Find results. Specify Find parameters to limit the search for target resources.

Parameter
names Operators Search strings
Type For target nodes, valid operators include A11, Application, Not applicable

Server, and Cluster.
Specifies the
type of resource. | For target hosts, valid operators include A11, Installation
Manager, Package, Profile and Package Group.
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Table 12. Find results (continued). Specify Find parameters to limit the search for target resources.

Parameter
names

Operators

Search strings

Resource name

Specifies the
name of an
instance of a
resource type.
For example, a
server resource
could have a
resource name
of servert.

Status

Specifies the
status of the
resource. Valid
values for the
status vary
because
different
resources have
different status.
Examples of
status for a
server are
started and
stopped.

Valid operators include = (equal to), != (not equal to), is null,
and is not null.

Target name

Specifies the
name of the
target on which
the resource
resides.

Valid operators include = (equal to) and != (not equal to).

Group name

Specifies the
name of the
target group.

The valid operator is = (equal to).

Context

Specifies
topology
information of
the resource,
such as
cell/application.

Valid operators include = (equal to) and != (not equal to).

Specifies the string or partial string of a parameter. A partial
string is designated using an asterisk (*). You can search for an
exact match for multiple items by including comma-separated
items. When you search on more than one item, you cannot
use the asterisk.

Example: If the resource names are server1, server2,
application01, and application03, you can select the != operator
for the resource name parameter and a resource name of
serverx for the search string. The results of the find operation
display the application01 and application03 resource
information.

Maximum
results

The maximum
number of
results that
display after the
find option
completes.

Not applicable

Specifies the number of records that the find operation displays.
Enter a value between one and the maximum number of
records that can be retrieved as defined in the job manager
configuration. The default is 50.

Resources:

Specifies the ID of the resource.

Quantity: Specifies the number of targets with the same resource name.

Target name: Specifies the name of the target for the resource. When the resource is defined on
multiple targets, the target name is displayed as multiple, and the quantity is greater than one. When you
click on the resource name, you can see the details of the targets where this resource resides.

Target resources for targets collection:
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Use this page to display the status of specific resources at each target, and includes the resource ID, the
name of the target, and the resource status.

To view this administrative console page, click Jobs > Target resources > resource_ID.

Resource ID: Specifies a unique identifier for the resource in the form of context and values. For
example, servers display as

* server/server_name for targets registered with an administrative agent
* node/node_name/server/server_name for targets that are deployment managers

Target name: Specifies the target on which the resource is located.

Status: Specifies the status of the resource. Valid values for the status vary because different resources
have different status. Examples of status for a server are started and stopped. Status on Jobs > Status
administrative console pages is updated only when a status job or an inventory job for the target
containing the resource completes successfully. The status is not updated on every polling interval. You
can view up-to-date resource status in the deployment manager console or the administrative agent
console for the target that you want to view.

Target resource properties:

Use this page to display a read-only view of the properties for a particular target resource as a name-value
pair. Updates that you make to the target resource properties must be done at the administrative agent.

To view this administrative console page, click Jobs > Target resources > resource_ID > resource_ID.

Name:

Specifies the name of the property. The property name is unique.
Value:

Specifies the value paired with the specified name.

Submitting jobs

In a flexible management environment, you can submit jobs to remote targets to manage applications,
modify the product configuration on remote machines, or do a general purpose task such as run a script.
You can specify when the jobs start, whether they are recurring, and when they expire.

Before you begin

Before you can submit a job, you must have registered at least one target with the job manager. A target
can be an application server node that was first registered with an administrative agent, a deployment
manager node, or a host computer.

Start the job manager and the targets. If a target is a stand-alone application server, also start the
administrative agent.

Your ID for the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. If you do not provide a user name and password in the job
parameters, the credentials for the job submitter at the job manager are used for this purpose. When you
submit a job to multiple targets, the user name and password or the credentials for the submitter must
apply to all the job targets.
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You can simplify administration of multiple targets by submitting jobs against groups of targets. Each group
of targets represents a group of targets. Before you can submit a job for a group of targets, you must have
created the group of targets.

Job manager functionality exists in a job manager and in a deployment manager. For simplicity, this
documentation refers to the functionality as the job manager.

About this task

You can use the administrative console of the job manager or deployment manager to submit jobs to do
tasks such as manage applications, modify the product configuration on remote workstations, or do
general-purpose tasks such as run a script. To complete the job submission, choose the type of job,
choose the targets on which you want the job to run, specify the job parameters that are specific to the job
type, schedule the job, review the summary, and submit the job.

The topics in this section describe how to submit jobs using a job manager console or a deployment
manager console. Instead of using a console, you can submit jobs from the command line using the
wsadmin submitJob command in AdministrativeJobs command group. See the topic on administrative job
types.

Procedure
1. Click Jobs > Submit from the navigation tree of the job manager console or deployment manager
console.

2. Choose the job type.
a. Select the job type from the list.

The list of job types varies based on the targets that you have registered with the job manager.
The values displayed in the list are retrieved from the getJobTypes and getJobTypeMetadata
commands of the AdminTask object. You can have job types that manage applications, modify the
product configuration on remote machines, or do general-purpose tasks such as run a script.

The following job types exist:
* [Collect file
+ [Configure properties|

« [Create application server|
* [Create cluster

+ [Create cluster member]

« [Create proxy server

- |Delete application server]|
+ [Delete clusted

+ [Delete cluster member]

« [Delete proxy server

- [Distribute file]

* |Add or search for Installation Manager agent data Iocation§|
* |Install application

* [Install IBM Installation Manager

* Manage offerings
* [Manage profiles
* [Generate merged plugin configuration for Liberty profile servers|
+ [Remove file|

» [Run command on remote hosf]

+ [Run wsadmin script|
 |Start application

o [Start clusted
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o [Start serveFl

 [Start Liberty profile server|
* [Status]

- |Stop application|

* [Stop cluster|

» [Stop Liberty profile served
» |Stop server
« [Test connection|

« |Uninstall application|

* [Uninstall IBM Installation Manaqerl
« |Uninstall Liberty profile resources|

+ |Update application|

« [Update IBM Installation Manager|

b. Optionally specify a description of the job.

The description is a string that can be up to 256 characters. The default description is the job type.
You can change or add to the default description. The description is useful when using the Find
option to view existing jobs.

c. Click Next.

3. Choose the job targets.
You are determining the targets on which you want the job to run.
a. Select a group of targets from the list, or select Target name.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
groups of targets.

b. If you selected Target name, then enter a target name, and click Add, or generate a list of targets
by using the Find option.

Target name that you enter
If you enter a target name, it must be a target that has been registered to the job manager.
The target name is validated when you click Next.
List of target names
1) Click Find.
The Find targets page is displayed.
2) For Target type, select All, Host, or Node. The default value is All.

3) If you want to run the Find operation on specific keywords, specify a valid operator and
a text string.

The list of keywords is dynamic. Valid operators are = (equal to), != (not equal to), is
null, and is not null. The text string can be complete or partial and can contain an
asterisk (*) to include variable or unknown characters.

4) Click Find.
The results are displayed in the Excluded targets list and are selected.

5) Move targets that you want to target from the Excluded targets list to the Chosen
targets list.

» To move specific targets from the Excluded targets list to the Chosen targets list,
select targets in the Excluded targets list and click >.

+ To move specific targets from the Chosen targets list to the Excluded targets list,
select targets in the Chosen targets list and click <.

6) After you have a list of the wanted targets in the Chosen targets list, click OK.
The targets display on the Choose job targets page.

c. If the target requires authentication, specify a user name and password so that the target can run
the job.
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For example, to access a target host, you typically specify values for User name and Password
authentication. The user name and password are the login values for the host. If the target host
does not require a password, leave the fields blank.

If you want a substitute user to perform commands on the target host, select Use sudo to change
users before a job runs, and then specify the user name and password for the substitute user as
needed. sudo means “substitute user do”. If the target host does not require a password, leave the
password fields blank. The following selection combinations are valid:

» Select Use sudo, and leave the user name and sudo password blank. These selections use the
default user that is set in the /etc/sudoers file and use the password of the connection user.

» Select Use sudo, specify a user name, and leave the sudo password blank. These selections
use the specified user and use the password of the connection user.

» Select Use sudo, specify a user name, and specify a sudo password. These selections use the
specified user and sudo password.

The default is not to use sudo. The sudo option is supported on AlX, HP-UX, Linux, and Solaris
operating systems only.

If you want to use public-private key authentication, select Public-private key authentication and
then specify the full path to the keystore and, if required for the keystore, the passphrase.

best-practices: To use public-private key authentication, first generate a pair of keys using a key

generation tool such as ssh-keygen. Next, add the public key to the
authorized keys file of the user on the target host. Then, on this Choose job
targets page, specify the user name, fully qualified private key file, and optionally
the fully qualified passphase.

d. Click Next.

4. Specify the job parameters.

The list of job parameters is dynamic and based on the job type. For example, if the job type is to

install an application, specify the application name, the location of the application to install, and

optionally the name of the server where the system installs the application.

When you submit a job to multiple targets, the parameter values must apply to all the job targets.

The following table describes the types of parameters.

Parameter Type Description

String You can enter text for the appropriate parameters. The text is not validated until the
job is submitted.

Target resource You can select a target resource. The Find option is available for you to search for the
resource, depending on the job type that you selected in the first step.

a. Optionally click Find if it is available.
The Find target resources page is displayed.

b. If you want to run the Find operation on specific keywords, specify a valid operator and a text
string.
The list of keywords is dynamic. Valid operators are = (equal to), != (not equal to), is null, and is
not null. The text string can be complete or partial and can contain an asterisk (*) to include
variable or unknown characters.

c. Click Find.
The results are displayed in the Available resources common to all selected endpoints list.
d. Click OK to save the results and return to the page on specifying job parameters.
e. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
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a. Optionally specify one or more email addresses where notifications are sent when the job is done.

If you specify multiple email addresses, separate them with commas. The email addresses are
saved in your console preferences. Each email address is validated for format errors.

b. Select when the job is available for submission.
You can submit the job to be available now, or specify a time and date that the job is retrieved from
the job manager.

c. Select the job expiration.
The job expiration is the time at which the job is no longer available for targets to run. You can use
the default expiration, specify a time and date for the job expiration, or specify an amount of time in
which the job expires. The default expiration is defined on the Job manager configuration page.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.
e. Click Next.
6. Review the summary, and submit the job.

a. If you want to change the options, click Previous until you reach the page that you want to
change. Make the correction on that page, and then proceed through the pages until you review
the Summary and submit the job page.

b. When you are satisfied with the options, click Finish to submit the job.

The Job status collection page is displayed where only the status for the job that you submitted is
displayed.

Results

After you submit a job, the job might not be run immediately. The job manager queues submitted jobs. The
administrative agents and deployment managers poll the job manager for jobs when they are online,
based on their configured polling intervals. The default polling interval is 30 seconds. It takes at least two
polling cycles for administrative agents and deployment managers to retrieve jobs and then return results
to the job manager. Depending on how long it takes for the target to process the job, it might take more
cycles to complete the job.

What to do next

After you submit a job, the Job status page shows a unique job ID; for example, 122763380912576341.
You can use the job ID to query, suspend, resume, or delete the job. When you click a job ID, you see the
specific properties of that job, including activation and expiration time of the job and its status. If you click

the job status link, you see the job history for each job target. Click the status refresh icon & to refresh
the displayed status.

You can check the state and status of a job using the job manager console or a wsadmin command.

The job state shows where the job is in the execution process from the job manager perspective. Table 1
lists the job states.

Table 13. Job states. The state indicates whether the job is active.

Job states Description

Pending You submitted the job, but the job is not available yet to be run on the targets.

Active One or more targets have started running the job.

Expired The job has expired. If a target started to run the job before it expired, the job continues running.

After a job expires, a target cannot start running the job.

Suspended The job suspended operation. If a target started to run the job before it is suspended, the job
continues running. After a job is suspended, a target cannot start running the job.
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The job status shows a history of the job processing on a managed target. A typical job history is for the

status to progress

from Distributed to In progress to Succeeded. Table 2 shows the job status values.

Table 14. Job status descriptions. The status indicates whether the job completed successfully.

Job status Description

Not attempted The target has not received the job. The status is NOT_ATTEMPTED.

Distributed The target has received the job. The status is DISTRIBUTED.

In progress The target is running the job concurrently with other jobs. The status is ASYNC_IN_PROGRESS.

Failed The job failed and is no longer running. The status is FAILED.

Rejected The target rejected the job because, for example, the target does not support the job type. The
status is REJECTED.

Succeeded Job completed successfully. The status is SUCCEEDED.

Partially Applies only to startCluster and stopCluster jobs where the cluster has multiple cluster members

succeeded and to startApplication and stopApplication jobs where the application is installed on multiple
targets. If only some cluster members are started or stopped or the application does not start on
all application targets, the status of the job is PARTIALLY_SUCCEEDED.

By default, submitted jobs remain active for one day (24 hours). An active job is a running Java process
that consumes machine resources. Delete jobs that you no longer need. You can use the job manager
console Job status page. Click Jobs > Status, select the jobs, and click Delete.

Submitting jobs to manage servers
In a flexible management environment, you can submit jobs to create and administer servers on managed
targets of the job manager. The servers can be a stand-alone server or a federated node of a deployment

manager.
Before you beg

Before submitting
server, also start t

Your ID at the job

in

a job, start the job manager and the targets. If a target is a stand-alone application
he administrative agent.

manager must be authorized for the administrator role or the operator role to submit

jobs. When you submit a job, you can specify a user name and password for authentication and

authorization at th
password or the ¢

About this task

e target or targets. When you submit a job to multiple targets, the user name and
redentials for the submitter must be applicable to all the job targets.

The topics in this section describe how to create and administer servers by running jobs in the job

manager console

The jobs that you

or the deployment manager console.

can run depend on the jobs supported by managed targets and your security

credentials. To run jobs that administer clusters, a deployment manager target must be registered with the
job manager. To run jobs that administer proxy servers, a target that supports proxy servers must be
registered with the job manager.

Instead of using a console, you can run wsadmin commands in the AdministrativeJobs command group.
See the Administrative job types topic.

Procedure

« [Run the Create application server job]

+ [Run the Create cluster job)
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[Run the Create cluster member job.
[Run the Create proxy server job}
[Run the Configure properties job|to apply properties files to application servers.
+ [Run the Start cluster job}

+ |Run the Start server jobl

« [Run the Stop cluster job}

+ |Run the Stop server job|

+ [Run the Delete application server job}
» [Run the Delete cluster job|

+ [Run the Delete cluster member job]

* |Run the Delete proxy server job|.

What to do next

On the Job status page, click the ID of the job and view the job status. If the job is not successful, view
any error messages that result from running the job, correct the error condition, and submit the job again.

If the job is successful, click Jobs > Target resources to see the server in the list of resources.
Creating application servers using the job manager:

In a flexible management environment, you can submit the Create application server job to create a
server. The job can create an application server on a stand-alone node or on a federated node of a
deployment manager.

Before you begin

Start the job manager and the targets. If a target is a stand-alone application server, also start the
administrative agent.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to create an
application server on one or more managed targets. From the console, choose the Create application
server job, specify server and job options, review the summary, and submit the job.

Instead of using a console, you can run the createApplicationServer job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to create a server.
a. Select the Create application server job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets on which to add the server.
a. Select a group of targets from the list, or select Target names.
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d.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

If user authentication is required, specify a user name, password, or any other authentication
values as needed.

Click Next.

4. Specify parameters for the create server job.

a.

f.

For Server name, specify a server name that is unique on the targets.

To see the names of existing servers on the targets, click Find on the Specify job parameters
page. On the Find node resources page, specify the targets and click Find. For example, suppose
a managed target, nodeA, has one server, serverl. Specify a name that is unique to nodeA:
server2

If the target is in a WebSphere Application Server, Network Deployment cell, for Node name
specify the target name in the cell on which to create the server.

You do not have to specify the target name for a base (stand-alone) node. For example, suppose
the managed node, nodeA, is a federated node in a WebSphere Application Server, Network
Deployment cell. Specify the node name:

nodeA

To use a template other than the default server template, specify the name and location of the
template to use.

To use a specific port number and not use the unique port number generated by the product,
deselect Generate unique ports.

If you are creating a server on a z/OS target, optionally specify short names and bit mode.

If you do not specify values, the product generates unique short names and uses the default bit
mode.

Click Next.

5. Schedule the job.
The times and dates that you specify are relative to the job manager.

a.

e.

Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.

Select when the job is available for submission.

Select the job expiration.

Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

Click Next.

6. Review the summary, and click Finish to submit the job.

Results

The targets run the job and attempt to create the application server.

What to do next

On the Job status page, click the ID of the create application server job and view the job status. Click the
status refresh icon @ to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.
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If the job is successful, click Jobs > Target resources to see the new application server in the list of
resources.

After creating the server, you can run a job that starts the server.
Creating clusters using the job manager:

In a flexible management environment, you can submit the Create cluster job. A cluster is a set of servers
that you manage together to balance workload. The job creates a cluster that runs on a deployment
manager node. The cluster becomes a managed resource of the job manager.

Before you begin

Start the job manager, the deployment manager, and the federated node to which you want to add a
cluster.

If the deployment manager is not a managed node of the job manager, register the deployment manager
with the job manager. Registering enables the job manager to manage the deployment manager and its
federated nodes. To submit the Create cluster job, a deployment manager node must be a managed
node of the job manager.

Determine how you want to configure the cluster:

» Review topics on clusters and workload management, especially the information about setting cluster
weights.

» Determine whether you want a cluster to group application servers, proxy servers, or on-demand
routers.

* Determine the node to which to add the first cluster member. The target node must be a managed node
of the job manager.

» For a cluster of servers that spans multiple systems in a Sysplex and has stateful session beans with
an activation policy of Transaction deployed in them, define the passivation directory on a hierarchical
file system (HFS) that is shared across the multiple systems in the Sysplex.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

About this task

A cluster enables you to manage a group of application servers as a single unit, and distribute client
requests among the application servers that are members of the cluster. You might want to create a cluster
if you need to:

» Balance your client requests across multiple application servers.

» Provide a highly available environment for your applications.

You can use the administrative console of the job manager or the deployment manager to create a cluster
on one or more managed nodes. From the console, choose the Create cluster job, specify job options,
review the summary, and submit the job. This topic describes how to use the job manager console or the
deployment manager console to submit the job.

Instead of using a console, you can run the createCluster job script in the AdministrativeJobs command
group. See the Administrative job types topic.
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Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to create a cluster.

a.
b.
c.

Select the Create cluster job type from the list.
Optionally specify a description of the job.
Click Next.

3. Choose the job targets on which to add the cluster.
Select one or more deployment manager managed nodes to which you can add clusters.

a.
b.

d.

Select a group of targets from the list, or select Target names.

If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

If user authentication is required, specify a user name, password, or any other authentication
values as needed.

Click Next.

4. Specify parameters for the create cluster job.

a.

cluster2

b.

d.

e.

For Cluster name, specify a cluster name that is unique on the targets.

To see the names of existing clusters on the targets, click Jobs > Target resources. The Target
resources page lists the clusters, servers, and applications on managed targets. After you
determine what cluster names are already used, return to the Specify job parameters page and
specify a unique name for the cluster that you want to create. For example, suppose a managed
deployment manager node, myNode01, has one cluster, clusterl. Specify a name that is unique to
myNode01:

For , if you do not want to enable node-scoped routing optimization for the cluster, deselect Prefer
local (false). The default value is selected (true).

When enabled, node-scoped routing optimization routes requests to the target on which the cluster
resides.

For Cluster type, specify the type of server cluster to create.

If you want to create a cluster to group application servers, leave the field empty. The default type
is APPLICATION_SERVER.

Otherwise, specify PROXY_SERVER or ONDEMAND_ROUTER.

If you are creating a cluster on a z/OS target, optionally specify a cluster short name.

If you do not specify a value, the product generates a unique short name.

Optionally, expand Additional job parameters and specify values that further define the cluster.

Table 15. Additional Create cluster job parameters. Specify job parameters as needed.

Parameter name Description

Create domain To create a replication domain with a name set to the name of the new cluster, select

Create domain (true). The product uses the replication domain for HTTP session data
replication. The default value is clear (false).

Server node If you want to convert an existing server to the first member of the cluster, specify the

name of a managed node that has the existing server.

Server name If you want to convert an existing server to the first member of the cluster, specify the

name of the existing server that resides on the node specified for Server node.

Member weight If you want the new cluster member to have a weight value other than 2, the default,

specify a different weight value. A valid value is a number between 0 and 100. The
weight controls the amount of work directed to a server. If the weight is greater than
the weight assigned to other cluster members, the server receives a larger share of the
workload.
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Table 15. Additional Create cluster job parameters (continued). Specify job parameters as needed.

Parameter name Description

Node group If you want all cluster member to belong to a node group, specify the name of the
node group.

Replication entry If Create domain is selected, optionally specify true to create a replicator entry for this
member in the cluster replication domain. The default value is false.

f. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to create a cluster.
What to do next

On the Job status page, click the ID of the create cluster job and view the job status. Click the status
refresh icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, click Jobs > Target resources to see the new cluster in the list of resources. The
status of the cluster is Stopped.

After creating the cluster, you can run a job that creates a cluster member. You cannot start the cluster
unless it has at least one cluster member.

Creating cluster members using the job manager:

In a flexible management environment, you can submit the Create cluster member job to create a server
to add to a cluster. A cluster is a set of servers that you manage together to balance workload. The cluster
can group application servers, proxy servers, or on-demand routers. Each server in the cluster is a cluster
member. The job creates a cluster member that runs on a deployment manager node. The cluster member
becomes a managed resource of the job manager.

Before you begin

Start the job manager, the deployment manager on which the cluster resides, and federated nodes of the
deployment manager. A cluster must exist on a deployment manager node.

Determine how you want to configure the cluster member:
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* Review topics on clusters and workload management, especially the information about setting cluster
weights.

» Determine the target to which to add the first cluster member. The target must be a managed target of
the job manager.

» Determine the appropriate configuration settings for the first cluster member. A copy of the first cluster
member that you create is stored as part of the cluster data and becomes the template for all additional
cluster members that you create.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to create a cluster
member for one or more managed clusters. From the console, choose the Create cluster member job,
select the clusters to which to add members, specify job options, review the summary, and submit the job.

Instead of using a console, you can run the createClusterMember job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to create a cluster member.
a. Select the Create cluster member job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets on which to add the cluster member.
Select one or more managed deployment manager nodes that have the target cluster.
a. Select a group of targets from the list, or select Target names.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.

4. Specify parameters for the create cluster member job.

a. For Cluster name, specify the name of the cluster to which you want to add a member. For
example, suppose a managed deployment manager cell, myCel1manager01, has a managed cluster,
cluster2. Specify the name of the cluster that is managed by the job manager:

cluster2

b. For Member node, specify the name of the node on which the target cluster resides. For example,
suppose the Target resources page shows that the deployment manager node on which cluster2
resides is named myNode01. Specify the member node name:

myNode01

c. For Member name, specify a cluster member name that is unique on the target cluster. For
example, suppose a target cluster, cluster2, has one cluster member, cluster_member_1. Specify a
name that is unique to cluster2:

cluster_member_2

d. If you want the new cluster member to have a Member weight value other than 2, the default,

specify a different weight value.
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A valid weight value is a number between 0 and 100. The weight controls the amount of work
directed to the server. If the weight is greater than the weight assigned to other cluster members,
the server receives a larger share of the workload.

Optionally, specify a universally unique identifier (UUID) for the cluster member.
If you do not specify a value, the product generates a UUID.

If you do not want the product to generate unique port numbers for the cluster member, clear
Generate unique ports.

By default, the product generates unique port numbers for HTTP transports defined in the server.
The default value is selected (true).

If the cluster has a replication domain and you want to create a replicator entry for the new cluster
member in the cluster replication domain, select Replicator entry (true).

The product uses a replication domain for HTTP session data replication. By default, the product
does not create a replicator entry for a cluster member in the cluster replication domain. The
default value is clear (false).

If you are creating a cluster on a z/OS target, optionally specify a cluster member short name.
If you do not specify a value, the product generates a unique short name.

Optionally, expand Additional job parameters and specify values that further define the cluster
member.

Table 16. Additional Create cluster member job parameters. Specify job parameters as needed.

Parameter name Description

Template name If you want to use a specific cluster member template, specify the name of the
template.

Template node name If you want to use an existing cluster member as a template, specify the name of
the node that has a cluster member to use as a template for the new cluster
member.

Template server name If you want to use a specific server as a template for the new cluster member,
specify the server name.

Node group If you want the cluster member to belong to a node group, specify the name of the
node group.

Core group If you want the cluster member to belong to a core group, specify the name of the
core group.

j. Click Next.

5. Schedule the job.
The times and dates that you specify are relative to the job manager.

a.

e.

Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.

Select when the job is available for submission.

Select the job expiration.

Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

Click Next.

6. Review the summary, and click Finish to submit the job.

Results

The targets run the job and attempt to create a cluster member of the target cluster.
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What to do next

On the Job status page, click the ID of the create cluster member job and view the job status. If the job is
not successful, view any error messages that result from running the job, correct the error condition, and
submit the job again.

If the job is successful, click Jobs > Target resources to see the new cluster member in the list of
resources. The status of the member is Stopped.

After creating the cluster member, you can run a job that starts the cluster. Starting the cluster also starts
the cluster member.

Creating proxy servers using the job manager:

In a flexible management environment, you can submit the Create proxy server job. A proxy server routes
requests to application server nodes. The job creates a proxy server that runs on a deployment manager
or stand-alone node. The proxy server becomes a managed resource of the job manager.

Before you begin

Start the job manager. If you are adding the proxy server to a deployment manager node, start the
deployment manager and the target federated node. If you are adding the proxy server to a stand-alone
node, start the stand-alone node and the administrative agent. The target nodes must be managed by the
job manager.

To submit the Create proxy server job, the target must support proxy servers.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to create a proxy
server on one or more managed targets. From the console, choose the Create proxy server job, specify
job options, review the summary, and submit the job. This topic describes how to use the job manager
console to submit the job.

Instead of using a console, you can run the createProxyServer job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to create a proxy server.
a. Select the Create proxy server job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets on which to add the proxy server.

Select one or more managed targets to which you can add proxy servers, such as deployment
manager nodes.

a. Select a group of targets from the list, or select Target names.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
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c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
4. Specify parameters for the create cluster job.

a. For Server name, specify a proxy server name that is unique on the targets. For example,
suppose a managed deployment manager node, myNode01, has one proxy server, proxy_server 1.
Specify a name that is unique to myNode01:

proxy_server_2

b. If you are creating the proxy server on a deployment manager node, for Node name specify the
name of the target node. For example, suppose you want to add proxy_server_2 to a managed
deployment manager node named myNode01, specify the node name:

myNode0O1

c. Click Next.

5. Schedule the job.

The times and dates that you specify are relative to the job manager.

a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to create the proxy server.
What to do next

On the Job status page, click the ID of the create proxy server job and view the job status. Click the status
refresh icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, click Jobs > Target resources to see the new proxy server in the list of
resources. The status of the proxy server is Stopped.

After creating the proxy server, you can run a job that starts the proxy server.
Starting clusters using the job manager:

In a flexible management environment, you can submit the Start cluster job to start a cluster that is on a
managed target of the job manager.

Before you begin
Start the job manager and the managed targets. The cluster that you want to start must be a resource

managed by the job manager. The target cluster must have at least one cluster member. You cannot start
a cluster unless it has a cluster member.
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You might need to synchronize the nodes of the deployment manager to start the cluster successfully. You
can use the Nodes page of the deployment manager administrative console to synchronize the nodes.
Click System administration > Nodes > Synchronize.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to start clusters on
one or more managed targets. From the console, choose the Start cluster job, specify job options, review
the summary, and submit the job.

When you start a cluster, all the application servers that are members of that cluster start automatically.

Instead of using a console, you can run the startCluster job script in the AdministrativeJobs command
group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to start a cluster.
a. Select the Start cluster job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets.
a. Select a group of targets from the list, or select Target names.

b. If you selected Target names, then specify a target on which a cluster resides and click Add, or
click Find and specify the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
4. Specify parameters for the start cluster job.
a. For Cluster name, specify the name of cluster to start.

To see the names of existing clusters on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
a managed target, myCel1Manager0l, has a cluster named cluster2 that you want to start. Specify
the name:

cluster2

b. If you want the cluster start operation to ripple across the cluster one member at a time, select
Ripple start (true).

Otherwise, leave the field empty. The default is clear (false).

c. Optionally, for Timeout in minutes specify the maximum amount of time in minutes to wait for the
cluster to start before returning the state of the cluster.

d. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
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Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to start the clusters and the cluster members.
What to do next

On the Job status page, click the ID of the start server job and view the job status. Click the status refresh
icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job. You might need to
synchronize the nodes of the deployment manager before you can start the cluster successfully. After you
correct the error condition, submit the job again.

If the job is successful, the status on the Target resources page of the cluster is RUNNING. Click Jobs >
Target resources > resource_name to see the resource status.

When a cluster starts, its cluster members also start. If the Target resources page shows that the cluster is
RUNNING but the status of cluster members is Stopped, submit the Status or Inventory job. Both jobs refresh
data on managed resources. If the status of cluster members remains Stopped, submit the Start server job
to start a cluster member.

Starting servers using the job manager:

In a flexible management environment, you can submit the Start server job to start an application server
on a managed target. The job can start a stand-alone server or a server on a federated node of a
deployment manager.

Before you begin

Start the job manager and the targets. If a target is a stand-alone application server, also start the
administrative agent.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all of the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to start application
servers on one or more managed targets. From the console, choose the Start server job, specify server
and job options, review the summary, and submit the job.

gotcha: You cannot start or stop the deployment manager or any node agent by using the job manager
console with the submit job option. Performing such a start/stop job submission for the
deployment manager or any node agent results in an error message similar to the following.

CWWSYO334E: Unable to locate node agent MBean when processing
job startServer for server dmgr on node CellManager
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The deployment manager or any node agent is unaffected by this action.

This topic describes how to run the Start server job using the job manager console or the deployment
manager console. Instead of using a console, you can run the startServer job script in the
AdministrativeJobs command group. See the Administrative job types topic.

Procedure
Click Jobs > Submit from the navigation tree of the administrative console.
Choose a job to start a server.

1.
2.

6.

a.
b.
c.

Select the Start server job type from the list.
Optionally specify a description of the job.
Click Next.

Choose the job targets.

a.

d.

Select a group of targets from the list, or select Target names.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

If user authentication is required, specify a user name, password, or any other authentication
values as needed.

Click Next.

Specify parameters for the start server job.

a.

C.

For Server name, specify the name of server to start.

To see the names of existing servers on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
a managed node, nodeA, has a server named server2 that you want to start. Specify the name:
server2

If the target node is in a WebSphere Application Server, Network Deployment cell, specify the node
name in the cell.

You do not have to specify the node name for a base (stand-alone) node. For example, suppose
the managed node, nodeA, is a federated node in a WebSphere Application Server, Network
Deployment cell. Specify the node name:

nodeA

Click Next.

Schedule the job.
The times and dates that you specify are relative to the job manager.

a.

e.

Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.

Select when the job is available for submission.

Select the job expiration.

Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

Click Next.

Review the summary, and click Finish to submit the job.

Results

The targets run the job and attempt to start the application server.
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What to do next

On the Job status page, click the ID of the start server job and view the job status. Click the status refresh
icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, the status on the Target resources page of the server is RUNNING. Click Jobs >
Target resources > resource_name to see the resource status.

After starting the server, you can run the following jobs:
* Install application

* Update application

» Uninstall application

» Stop server

Stopping servers using the job manager:

In a flexible management environment, you can submit the Stop server job to stop an application server
on a managed target. The job can stop a stand-alone server or a federated node of a deployment
manager.

Before you begin

Start the job manager if it is not already running. The target application server must also be running. If a
target is a stand-alone application server, also start the administrative agent.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to stop application
servers on one or more managed targets. From the console, choose the Stop server job, specify server
and job options, review the summary, and submit the job.

Instead of using a console, you can run the stopServer job script in the AdministrativeJobs command
group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to stop a server.
a. Select the Stop server job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets.
a. Select a group of targets from the list, or select Target nhames.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
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c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
4. Specify parameters for the stop server job.
a. For Server name, specify the name of server to stop.

To see the names of existing servers on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
a managed target, nodeA, has a server named server? that you want to stop. Specify the name:

server2

b. If the target node is in a WebSphere Application Server, Network Deployment cell, specify the node
name in the cell.

You do not have to specify the target name for a base (stand-alone) target. For example, suppose
the managed target, nodeA, is a federated node in a WebSphere Application Server, Network
Deployment cell. Specify the node name:

nodeA

c. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to stop the application server.
What to do next

On the Job status page, click the ID of the stop server job and view the job status. Click the status refresh
icon @ to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, the status on the Target resources page of the server is Stoppped. Click Jobs >
Target resources > resource_name to see the resource status.

After stopping the server, you can run the following jobs:
» Start server
* Delete application server

Stopping clusters using the job manager:

In a flexible management environment, you can submit the Stop cluster job to stop a running cluster that
is on a managed target of the job manager.
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Before you begin

Start the job manager if it is not running already.

To submit the Stop cluster job, the deployment manager node on which the cluster resides must be a
managed target of the job manager. The cluster must be running.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to stop clusters on
one or more managed targets. From the console, choose the Stop cluster job, specify job options, review
the summary, and submit the job.

Instead of using a console, you can run the stopCluster job script in the AdministrativeJobs command
group. See the Administrative job types topic.

Procedure

1.
2.

Click Jobs > Submit from the navigation tree of the administrative console.
Choose a job to stop a cluster.

a. Select the Stop cluster job type from the list.

b. Optionally specify a description of the job.

c. Click Next.

Choose the job targets.

a. Select a group of targets from the list, or select Target names.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
Specify parameters for the stop cluster job.
a. For Cluster name, specify the name of cluster to stop.

To see the names of existing clusters on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
a managed target, myNode01, has a cluster named cluster2 that you want to stop. Specify the
name:

cluster2

b. Optionally, for Timeout in minutes specify the maximum number of minutes to wait for the cluster
to stop before returning the cluster state.

c. Click Next.

Schedule the job.

The times and dates that you specify are relative to the job manager.

a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.

b. Select when the job is available for submission.
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c. Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to stop the cluster.
What to do next

On the Job status page, click the ID of the stop cluster job and view the job status. Click the status refresh
icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, the status on the Target resources page of the cluster is Stopped. Click Jobs >
Target resources > resource_name to see the resource status.

After stopping the cluster, you can run the following jobs:
+ Start cluster
» Delete cluster

Applying properties files to configure servers using the job manager:

In a flexible management environment, you can submit the Configure properties job to apply properties
files to application servers managed by the job manager. After you edit a properties file that is intended for
a managed application server target, use the job manager to distribute the properties file to the managed
target and apply the changed file to update the application server configuration.

Before you begin

Properties files provide a way to query and change the product configuration. The files list the most
commonly used properties in name and value pairs.

Before you can submit a job to apply a properties file, do the following:

1. Start the job manager. If you are applying the properties file to a deployment manager target, start the
deployment manager and the federated node of the deployment manager. If you are applying the
properties file to a stand-alone application server target, start the administrative agent. The targets
must be managed by the job manager.

2. Use the extractConfigProperties command in the PropertiesBasedConfiguration command group for the
AdminTask object to extract a properties file of an application server that is managed by the job
manager. You must run the extractConfigProperties command locally or run a wsadmin script that
extracts the properties file in a Run wsadmin script job. The job manager does not have a job that
specifically extracts a properties file.

For example, suppose you want to extract the server configuration of an application server target that
has a server named serverl and a profile named AppSrv02. Run the following wsadmin commands
from the bin directory of the AppSrv02 profile:

wsadmin -Tang jython

AdminTask.extractConfigProperties('[-propertiesFileName server.props -configData Server=serverl ]')

The product extracts the server configuration to a file named server.props in the bin directory of the
AppSrv02 profile.

Chapter 3. Administering nodes and resources 127



3. Open an editor on the properties file, change the value of one or more properties, and save the file.

Important: The properties file must be in UTF-8. The generated file is in UTF-8 automatically. Ensure
that the file remains in UTF-8 after any edits. Use an editor that handles UTF-8, or
US-ASCII if the file does not have characters outside the 7-bit US-ASCII character set.

4. Copy the properties file to the /config/temp/JobManager directory of the job manager profile.

If the JobManager directory does not exist, create the JobManager directory in the job manager profile
/config/temp directory. To create and access the directory, you must have the appropriate authority.

If the properties file exists on a managed target, you can run the Collect file job to copy the properties
file from the managed target to the job_manager _profile/config/temp/JobManager/jobToken/
targetName directory. See the topic on the collect file job.

5. Run the Distribute file job to distribute the properties file from the job manager to one or more
application server targets. Remember any value that you specify for Destination because you use that
location for the job that applies the properties file.

Note: You must distribute the properties file to the targets before you can run the Configure
properties job. The distribute file job copies the properties file in the /config/temp/JobManager
directory of the job manager profile to the targets. The name of the properties file on the targets
becomes whatever value that you specify for the destination when distributing the file. See the
topic on the distribute file job.

6. If the properties file uses a variable map file, run the Distribute file job to distribute the variable map
file. Remember any value that you specify for Destination.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to submit a job
that applies a properties file and configures an application server. From the console, choose the
Configure properties job, specify the properties file to apply, specify job options, schedule the job, review
the summary, and submit the job.

The job makes the following changes to an application server configuration:

» Sets the attribute corresponding to each property specified in the properties file to the new value.

 If an attribute corresponding to the specified property does not exist in the configuration, creates an
attribute in the configuration.

 If a configuration object specified in the properties file does not exist in the configuration, creates a
configuration object.

Optionally, you can specify that the job manager use variables that are set in a variable map file when
applying the properties file. Specify the location of a variable map file to include with the properties file.

This topic describes how to use the job manager console or the deployment manager to submit the job.
Instead of using a console, you can submit the job by running the configProperties command in the
AdministrativeJobs command group to configure the properties for the application server target. See the
Administrative job types topic.

The configure properties job uses the applyConfigProperties command in the

PropertiesBasedConfiguration command group for the AdminTask object to configure the properties for the
target.
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Procedure

1.
2.

6.

Click Jobs > Submit from the navigation tree of the administrative console.
Choose a job to apply a properties file to one or more application server targets.
a. Select the Configure properties job type from the list.

b. Optionally describe the job.

c. Click Next.

For the job target, choose the application server targets that you want to configure by applying a
properties file.

a. Select Target names.

b. Specify the target names to which you previously distributed the properties file and click Add, or
click Find and specify the application server targets as chosen targets on the Find targets page.

c. Click Next.

d. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

e. Click Next.
Specify parameters for the configure properties job.
a. Specify the location of the properties file that you want to apply.
The properties file location is the destination value that you specified for the Distribute file job.
b. If the properties file uses a variable map file, specify the location of the variable map file.
Use the destination value that you specified for the Distribute file job.
c. Click Next.
Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job is done.

If you specify multiple email addresses, separate them by commas. The email addresses are
saved in your console preferences. Each email address is validated for format errors.

b. Select when the job is available for submission.

You can submit the job to be available now, or specify a time and date that the job is retrieved from
the job manager.

c. Select the job expiration.
The job expiration is the time at which the job will no longer be available for targets to run. You can
use the default expiration, specify a time and date for the job expiration, or specify an amount of
time in which the job expires. The default expiration is defined on the Job manager configuration
page.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
Review the summary, and click Finish to submit the job.

Results

The job manager performs the following operations:
* Makes the Configure properties job available to the targets.
* Reports on the status of the job at each target.
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What to do next

On the Job status page, click the job ID and view the job status. Click the status refresh icon & to refresh
the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job status is Succeeded, check a target to ensure that the properties file was applied.
Deleting application servers using the job manager:

You can submit the Delete application server job to remove a server from the flexible management
environment. The job can delete a stand-alone server or a server on a federated node of a deployment
manager.

Before you begin
Each server that you want to delete must be on a managed target of the job manager.

Start the job manager. If the server that you want to delete is on a federated node of a deployment
manager, also start the deployment manager and the federated node. If the target is a stand-alone
application server, also start the administrative agent.

About this task

You can use the administrative console of the job manager or the deployment manager to delete an
application server from one or more managed targets. From the console, choose the Delete application
server job, specify server and job options, review the summary, and submit the job.

Instead of using a console, you can run the deleteApplicationServer job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to delete a server.
a. Select the Delete application server job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets from which to delete a server.
a. Select a group of targets from the list, or select Target names.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
4. Specify parameters for the delete server job.
a. For Server name, specify the name of the server to delete.

To see the names of existing servers on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
a managed target, nodeA, has a server named server2 that you want to delete. Specify the server
name:
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server2

b. If the target is in a WebSphere Application Server, Network Deployment cell, specify the node
name in the cell from which to delete the server.

You do not have to specify the node name for a base (stand-alone) node. For example, suppose
the managed target, nodeA, is a federated node in a WebSphere Application Server, Network
Deployment cell. Specify the node name:
nodeA

c. Click Next.

5. Schedule the job.

a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to delete the application server.
What to do next

On the Job status page, click the ID of the delete application server job and view the job status. Click the
status refresh icon @ to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, click Jobs > Target resources. The names of deleted servers are not in the list of
resources.

Deleting clusters using the job manager:

You can submit the Delete cluster job to remove a cluster from the flexible management environment.
Before you begin

Start the job manager, the deployment manager, and the targets on which the cluster resides.

Each cluster that you want to delete must be a managed resource of the job manager.

About this task

You can use the administrative console of the job manager or the deployment manager to delete a cluster
from one or more managed targets. From the console, choose the Delete cluster job, specify job options,

review the summary, and submit the job.

The job stops the cluster, if it is running, and removes the cluster from the flexible management
environment and from the deployment manager node.
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Instead of using a console, you can run the deleteCluster job script in the AdministrativeJobs command
group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to delete a cluster.

a.
b.
C.

Select the Delete cluster job type from the list.
Optionally specify a description of the job.
Click Next.

3. Choose the job targets from which to delete a cluster.

a.
b.

d.

Select a group of targets from the list, or select Target names.

If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

For example, suppose a managed target, myNode01, has a cluster named cluster?2 that you want to
remove. Specify the target name:

myNode01

If user authentication is required, specify a user name, password, or any other authentication
values as needed.

Click Next.

4. Specify parameters for the delete cluster job.

a.

C.

For Cluster name, specify the name of cluster to remove.

To see the names of existing clusters on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. To continue with the
example, to remove cluster2 from the myNode01 target, specify the cluster name:

cluster2

If the cluster belongs to a replication domain, optionally select Delete replication domain (true) to
remove the cluster replication domain.

By default, the product does not delete the cluster replication domain when the cluster is deleted.
The default value is clear (false).

Click Next.

5. Schedule the job.

a.

e.

Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.

Select when the job is available for submission.

Select the job expiration.

Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

Click Next.

6. Review the summary, and click Finish to submit the job.

Results

The targets run the job and delete the cluster.

What to do next

On the Job status page, click the ID of the delete cluster job and view the job status. Click the status
refresh icon & to refresh the displayed status.
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If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again. correct the error condition, and submit the job again.

If the job is successful, click Jobs > Target resources. The names of deleted clusters are not in the list of
resources.

Deleting cluster members using the job manager:

You can submit the Delete cluster member job to remove a cluster member from the flexible
management environment.

Before you begin

Start the job manager and the managed targets. The cluster member that you want to delete must be a
managed resource of the job manager.

About this task

You can use the administrative console of the job manager or the deployment manager to delete a cluster
member from one or more managed clusters. From the console, choose the Delete cluster member job,
specify job options, review the summary, and submit the job.

The job stops the cluster member, if it is running, and removes the cluster member from the flexible
management environment.

Instead of using a console, you can run the deleteClusterMember job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to delete a cluster member.
a. Select the Delete cluster member job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose one or more managed targets on which the cluster member resides.
a. Select a group of targets from the list, or select Target names.
b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.
d. Click Next.
4. Specify parameters for the delete member job.
a. For Cluster name, specify the name of the cluster that groups the cluster member.
To see the names of existing clusters on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
the cluster member that you want to delete, cluster _member 2, belongs to the cluster? cluster.
Specify the cluster name:
cluster2
b. For Member node, specify the name of the node on which the cluster member resides. For

example, suppose the Target resources page shows that the deployment manager node on which
cluster_member_2 resides is named myNodeO1. Specify the member node name:

myNode01
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c. For Member name, specify the name of the cluster member that you want to delete. For example,
specify the cluster member name:

cluster_member_2

d. If the cluster has a replication domain and you want to remove a replicator entry for the cluster
member, select Delete entry (true).

By default, the product does not delete the replicator entry having the server name of this cluster
member from the cluster replication domain. The default value is clear (false).

e. Click Next.
5. Schedule the job.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to delete the cluster member.
What to do next

On the Job status page, click the ID of the delete cluster member job and view the job status. Click the
status refresh icon @ to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, click Jobs > Target resources. The names of deleted cluster members are not in
the list of resources.

Deleting proxy servers using the job manager:

You can submit the Delete proxy server job to remove a server from the flexible management
environment. The job can delete a proxy server from a stand-alone server or a federated node of a
deployment manager.

Before you begin

Start the job manager and the targets. If a target is a stand-alone application server, also start the
administrative agent.

To submit the Delete proxy server job, the target must support proxy servers.

Each proxy server that you want to delete must be a managed resource of the job manager.

About this task

You can use the administrative console of the job manager or the deployment manager to delete a proxy
server from one or more managed targets. From the console, choose the Delete proxy server job, specify

server and job options, review the summary, and submit the job.
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The job stops the proxy server, if it is running, and removes the proxy server from the flexible
management environment.

Instead of using a console, you can run the deleteProxyServer job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
Click Jobs > Submit from the navigation tree of the administrative console.

1.

2. Choose a job to delete a proxy server.
a. Select the Delete proxy server job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets from which to delete the proxy server.
a. Select a group of targets from the list, or select Target hames.
b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.
d. Click Next.
4. Specify parameters for the delete proxy server job.
a. For Server name, specify the name of the proxy server to delete.
To see the names of existing servers on the targets, click Find on the Specify job parameters
page. On the Find target resources page, specify the targets and click Find. For example, suppose
a managed target, myNode01, has a server named proxy_server_2 that you want to delete. Specify
the server name:
proxy_server_2
b. If the target is in a WebSphere Application Server, Network Deployment cell, specify the node
name in the cell from which to delete the server.
You do not have to specify the node name for a base (stand-alone) node. For example, suppose
the managed node, myNode01, is a federated node in a WebSphere Application Server, Network
Deployment cell. Specify the node name:
myNode0O1
c. Click Next.
5. Schedule the job.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
c. Select the job expiration.
d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.
e. Click Next.
6. Review the summary, and click Finish to submit the job.
Results

The targets run the job and attempt to delete a proxy server.
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What to do next

On the Job status page, click the ID of the delete proxy server job and view the job status. If the job is not
successful, view any error messages that result from running the job, correct the error condition, and
submit the job again.

If the job is successful, click Jobs > Target resources. The names of deleted servers are not in the list of
resources.

Submitting jobs to manage Liberty profile installations
In a flexible management environment, you can submit jobs to administer Liberty profile installations on
host targets of the job manager.

Before you begin

Note: Version 8.5 introduces Liberty profiles, which provide the following features:
« Central administration through job manager host target jobs

— You can submit job manager jobs that support the full life cycle of Liberty profile resource
deployment from initial install, to updates, to uninstall.

— A deployment manager is not required, although you can use the job manager function
available on a deployment manager to administer Liberty profile servers and their resources.

* Quick installation
— Extract the Liberty profile resource and run the install Liberty profile resource job.

— Use of Liberty profile resources requires no formal installation by a tool such as Installation
Manager.

— All resources are packaged as one or more compressed .zip files that are ready for use after
extraction.

* Flexible sharing

— You can share a resource such as a software development kit (SDK), runtime binary files,
server configuration, and application binary files among many server instances.

— After resources are deployed to a shared disk, the resources can be shared across
computers.

* No agent is required on target hosts, reducing administration overhead.

* Non-destructive update enables easy installation of new versions of any resources. You can
switch easily between old and new resources, or run concurrent versions of resources.

Before submitting a job, start the job manager. One of the job manager targets must be an unmanaged
host to run Liberty profile jobs. If no target is an unmanaged host, register a host. See “Registering host
computers with job managers.”

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets. If you specify a user name
and password during job submission and select more than one host target, the user name and password
is used for all host targets. The console username and password is not used to authenticate at the hosts.

Note: When registering the host targets, if you selected Save security information on the console or set

saveSecurity to true in the registerHost command, then you do not need to specify a user name
and password when submitting jobs.
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About this task

The topics in this section describe how to install Liberty profile resources and to administer Liberty profile
servers by running jobs in the job manager console or the deployment manager console.

The jobs that you can run depend on the jobs supported by the host targets and your security credentials.

Instead of using a console, you can run wsadmin commands in the AdministrativeJobs command group.
See the Administrative job types topic.

Procedure

1. Before installing Liberty profile resources, obtain a zip file that contains the resources in a directory
structure which satisfies job manager rules.

You can obtain the zip file in either of the following ways:

* During installation of WebSphere Application Server, Network Deployment, select the WebSphere
Application Server Liberty Profile optional feature. If you did not include this feature during the
initial installation, you can add this feature using the Modify function in the Installation Manager.
Liberty profile server is installed into the app_server_root/wl1p directory. To prepare a compressed
file for the Install Liberty profile resources job, customize the server as needed and zip up the wip
directory from the app_server_root directory.

» Download the zip file from http://wasdev.netl

Packaging a Liberty profile server describes how to run the package command to create a compressed
file that contains a server runtime, server configuration, and applications.

If you need additional information on the directory structure needed for a zip file that contains Liberty
profile resources, see |Package Liberty profile resources|

A software development kit (SDK) or Java runtime environment (JRE) is not included in the Liberty
profile installation but is needed to run jobs. You must package an SDK or JRE in the compressed
.zip file or use the SDK or JRE installed previously on the host.

2. [Set variables for Liberty profile installations]
Specify an absolute path for variables such as WLP_WORKING_DIR. Do not specify a relative path.

3. Optional: Status from Liberty profile servers is automatically sent to the
STATUS_LISTENER_ADDRESS port. To change the STATUS_LISTENER_ADDRESS port number,
use the Ports page of a deployment manager console (System administration > Deployment
manager > Ports) or job manager console (System administration > Job manager > Ports).

If you change the STATUS_LISTENER_ADDRESS port number after installing Liberty profile
resources, you will no longer receive automatic status from the previously installed Liberty profile
resources.

4. [Run the Install Liberty profile resources job}

5. Run jobs that administer Liberty profile servers and resources:
* |Run the Uninstall Liberty profile resources job|

* |Run the Start Liberty profile server job|
» [Run the Stop Liberty profile server job
* |Run the Generate merged plugin configuration for Liberty profile servers job|.

What to do next

After you submit a job, go to the Job status page and click the job ID to view the job status. If the job is
not successful, view any error messages that result from running the job, correct the error condition, and
submit the job again.

If the job is successful, click Jobs > Target resources to see Liberty resources in the list of target
resources.
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Packaging Liberty profile resources:

Liberty profile resources are packaged into a compressed zip file for deployment. The grouping of the
resources within the compressed file affects the scope and sharing of the resources. For resources in the
compressed file to deploy correctly, the path names must satisfy job manager rules.

Before you begin

Packaging a Liberty profile server describes how to run the package command to create a compressed file
that contains a server runtime, server configuration, and applications. Instead of completing the steps in
this topic, consider using the package command to create the compressed file.

About this task

Supported Liberty profile resources can include project, runtime, Liberty server, application binary, and
software development kit (SDK) files. For more information, read “Liberty profile resources.”

The job manager distinguishes between the different types of resources in a compressed file using the
following rules:

» The project is in a top level root directory in the compressed file. Subdirectories of this top level root
directory are the root of other resources.

* The runtime resource has runtime_name/bin/server or runtime_name/bin/server.bat in its path.
Everything under the runtime_name directory is considered part of the resource.

» The Liberty server resource has the runtime_name/usr/server/server_name/server.xml file if the server
is embedded in the runtime resource.

* An application binary resource satisfies one of the following rules:
— If embedded within the runtime resource, use of the path runtime_name/usr/shared/apps/
application_name, where application_name ends in .war or .ear
— If not embedded within the runtime resource, use of the .war or .ear file extension
— If embedded within the Liberty server resource, use of the path server path/dropins/*.war

* The SDK has JRE name/jre/bin/java or JRE name/bin/java in its path, where JRE_name is the name
of the Java runtime environment.

The job manager uses the directory name of a resource in the compressed file as its resource name. For
example, if the directory name for the Liberty runtime is 08.05.00.00, then its resource name is
08.05.00.00, and its resource ID is 1ibertyRuntime/08.05.00.00. When naming resources, consider the
following guidelines:

» If you are deploying the image to multiple operating systems, use directory and file names that are
portable among operating systems. For example, do not name resources that differ only in capitalization
so that you can deploy them to the Windows operating system; for example, do not mix jre_01.06.00
and Jre_01.06.00.

* When using version numbers with major and minor numbers in resource names, such as 8.5.0.1,
ensure that you allocate enough digits so that simple lexical string comparison can be used to compare
versions. Use 08.05.00.01 instead of 8.5.0.1. This scheme works even if you use prefixes, such as
server_08.05.00.01 or jre 01.06.00_32.

Using this convention enables version comparison when querying for resources in the job manager. For
example, in the job manager you might query for name > 08.05.00.11 to find all resources whose name,
and version, is greater than 8.5.0.11. For an effective query, allocate at least 2 digits to each major and
minor version number in the name. Otherwise, you get false results. For example, use 08.05.00.02 >
08.05.00.11 for a query instead of 8.5.0.2 > 8.5.0.11.

» Use project names to avoid name conflicts.
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Procedure
1. Create a compressed file that has the .zip file extension.
See Packaging a Liberty profile server, and run the package command.

2. Add Liberty profile resources to the compressed file. Ensure that resource path names comply with job
manager rules.

3. If the user environment does not set the JAVA_HOME variable, create a text file named server.env in
the same directory as the server.xml file and set JAVA_HOME to the Java runtime location.

For example, add the following text to server.env:
JAVA _HOME=/opt/ibm/java-i386-60/jre
The server.xml file typically resides in the runtime_name/usr/server/server_name directory.

If the location of the servers is outside of the runtime location, also set the WLP_RUNTIME_DIR
variable in the server.env. For example, if servers are located in /working/servers and the runtime
location is /opt/wlp, then specify the runtime location in the server.env file:

JAVA _HOME=/opt/ibm/java-i386-60/jre
WLP_RUNTIME_DIR=/opt/wlp

Example

Create a package that has a project resource, which contains a runtime resource, which contains Liberty
server, application binary, and SDK resources.

1. Create a compressed file named topologyl.zip.
2. Add a top level directory named projectl to topologyl.zip. This is the project resource.
3. Add the runtime resource.
Create the projectl/rt0 directory and 3 subdirectories:
e projectl/rt0/bin
* projectl/rt0/1afiles
* projectl/rt0/1ib
Put resource files into the bin, Tafiles, and 1ib subdirectories.
4. Add the Liberty server resource.

Create the projectl/rt0/usr/server/serverl directory and add server configuration files to the
directory:

e projectl/rt0/usr/server/serverl/bootstrap.properties

* projectl/rt0/usr/server/serverl/jvm.options

e projectl/rt0/usr/server/serverl/server.xml

Optionally, add projectl/rt0/usr/server/serverl/server.env.

5. Add the projectl/rt0/usr/server/serverl/dropins/appl.war file, which provides the Liberty
application and application binaries.

6. Add SDK files to java/* directories.

Optionally, add files for another server, server?2, to the compressed file:

* projectl/rt0/usr/server/server2/bootstrap.properties

e projectl/rt0/usr/server/server2/jvm.options

* projectl/rt0/usr/server/server2/server.xml

* projectl/rt0/usr/server/server2/dropins/app2.war, which has the application binaries scoped in
server2

If more than one server shares the same application, place the application into the shared application
directory, projectl/rt0/usr/shared/apps/app3war, for application binary resources.
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Each server contains a configuration file pointing to the shared application using the built-in
shared.app.dir directory variable, which by default points to the usr/apps directory within the Liberty
runtime, but can be overridden in bootstrap.properties:

<application type="war" instanceld="app3" name="app3" location="§{shared.app.dir}/app3.war" />
What to do next

Set variables that enable the job manager to manage resources in the compressed file.
Setting variables for Liberty profile servers:

You can set variables for Liberty profile servers in a registerHost command, an administrative console, a
wsadmin script, or in a job manager variable map. The variables specify the root directories to which to
install Liberty profile resources and specify search paths for finding resources.

Before you begin

If you are using the registerHost command, administrative console or wsadmin to set variables, start the
job manager or the deployment manager.

If you are using a job manager variable map to set values for Liberty profile variables, the job manager
does not need to be running to update the map.

About this task

Before you can install Liberty resources using the job manager, you must set one or more product
variables. The amount of configuration depends on the topology being deployed. You can set values for
variables using the registerHost command, the job manager console or the deployment manager console,
using the wsadmin tool, or in a job manager variable map file.

You can install Liberty resources to a working, non-shared location or to a shared location. Resources
installed to a shared location are meant to be referenced by other resources. Install resources in shared
locations as read-only. You can install these resources onto a shared disk for use by resources from
different hosts. Resources that are installed to the working location are not meant to be shared.

During resource installation, unless there is a name conflict, the resources in the Liberty image are
extracted to the working root directory specified by WLP_WORKING_DIR or to the shared directory
specified by WLP_SHARED_DIR.

Table 17. Liberty profile default variables. Specify a directory path for the non-shared worked directory, at minimum.

Default variables Description

WLP_WORKING_DIR Specifies the directory path for a non-shared directory. If a job submission does not specify that the
installation or search directory be shared, then the job uses this variable. By default, Liberty
resources are installed to the non-shared directory that this variable sets.

Specify an absolute path for this variable. Do not specify a relative path.

WLP_SHARED_DIR Specifies the directory path for a shared directory. If a job submission specifies that the installation
or search directory is shared, then the job uses this variable.

Specify an absolute path for this variable. Do not specify a relative path.
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Table 17. Liberty profile default variables (continued). Specify a directory path for the non-shared worked directory,

at minimum.

Default variables

Description

WLP_ADDITIONAL_DIRS

(optional) Specifies additional search paths to define additional directories in which to search for

Liberty resources, if the paths are not currently defined by the WLP_SHARED_DIR or

WLP_WORKING_DIR variables.

You must configure the additional search paths for Liberty resources to:

+ Search pre-installed software development kits that are managed separately from the job

manager.

+ Search for any consumable server resources that do not use the default directories. For example,

you might define a different location relative to the home directory of each user.

Specify an absolute path for this variable. Do not specify a relative path.

The following variables have built-in values that you do not need to define before running a job:

HOME Specifies the value of the home directory of the operating system user. You can use the HOME

variable to set up a working directory that is relative to the home directory of the submitting user;

for example:
WLP_WORKING_DIR=${HOME}/working

USER Specifies the name of the operating system user. You can use the USER variable to set up a

working directory for each user, relative to a global directory; for example:

WLP_WORKING_DIR=/working/${USER}

When using variables for individual users, you must configure the WLP_ADDITIONAL_DIRS
variable with the specific directories for each user; for example:

WLP_ADDITIONAL_DIRS=/usr/home/userl;/usr/home/userl
WLP_ADDITIONAL_DIRS=/usr/home/userl;/usr/home/user2

HOSTNAME

Specifies the configured host name of the host where the job is run. You can use the HOSTNAME

variable in the bootstrap.properties file; for example:

hostname=$ {HOSTNAME}
CURRENT_PROJECT

Specifies the name of the project that the configuration file is in.

Procedure

» Set variables in the host properties when registering a host with the registerHost command.
1. Open a command prompt at the bin directory of the job manager profile.
2. Start the wsadmin tool and use the Jython scripting language.

wsadmin -Tang jython

3. Run an AdminTask registerHost command that specifies the variable name and value.
For example, set the WLP_WORKING_DIR variable to use the C:/1iberty directory:

AdminTask.registerHost('-host host_name -hostProps [[username admin][password password]

[saveSecurity true] [WLP_WORKING DIR C:/1iberty]]")

For more information on registerHost, see Registering host computers with job managers.

To later change a variable, you can use the AdminTask modifyManagedNodeProperties command. For
example, set the WLP_WORKING_DIR variable to use the C:\1iberty2 directory:

AdminTask.modifyManagedNodeProperties('-managedNodeName host_name
-managedNodeProps "[WLP_WORKING_DIR C:\liberty2]"')

» Set variables using an administrative console.
1. In a job manager console or a deployment manager console, click Environment > WebSphere

variables.

2. Specify the cell, node, or server scope. For example, the job manager server scope.
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Click New.

For Name, specify a Liberty profile variable name such as WLP_WORKING_DIR.

For Value, specify the directory path for resources from the compressed file, such as c:/resources.
Save the changes.

To set additional variables, repeat these steps.

» Set variables using the wsadmin scripting tool.

Use the AdminConfig create command to add entries to a job manager variable map file,
variables.xml, at the cell, node, or job manager server scope. The |Set variables in a job managed
|variable map fiIe| step states the paths for job manager variable map files.

1. Open a command prompt at the bin directory of the job manager profile.

2. Start the wsadmin tool and use the Jython scripting language.
wsadmin -Tang jython

3. Run the AdminConfig create command. Specify the scope, variable name, and variable value.
For example, set a cell-scoped WLP_WORKING_DIR variable to use the c:/working directory:

AdminConfig.create('VariableSubstitutionEntry', '(cells/cell_name|variables.xml#VariableMap 1),
"[[symbolicName "WLP_WORKING_DIR"] [description ""] [value "c:/working"]]")

4. Save the variable changes.
AdminConfig.save()
5. To set additional variables, repeat these steps.
6. End the wsadmin session.
quit
» Set variables in a job manager variable map file.
The job manager variable map files are named variables.xml and are in the job manager profile path.

1. Open an editor on a job manager variable map, variables.xml, for the scope that suits your
configuration.

You can set variables for the cell, node, or server scope:

— The job manager variable map for the cell scope is profile_root/JobMgr0l/config/cells/
cell _name/variables.xml.
— The job manager variable map for the node scope is profile root/JobMgr0l/config/cells/
cell _name/nodes/node_name/variables.xml.
— The job manager variable map for the server scope is profile_root/JobMgr@l/config/cells/
cell_name/nodes/node_name/servers/jobmgr/variables.xml.
2. Add one or more entries that specify variables for symbolicName and variable values for value,
and then save the file changes.
For example, add an entry that specifies WLP_ADDITIONAL_DIRS for the name and a directory
path for the value:
<entries xmi:id="cs_path" symbolicName="WLP_ADDITIONAL_DIRS" value="c:/add1" description="Another path."/>
3. Start the job manager, if it is not running.

N o oo

Results

After you save the changes to a variables.xml file, the new entries are immediately viewable in the list of
variables on a console WebSphere variables page.

What to do next
You can now submit a job that installs resources from a Liberty profile compressed file.

You can later set variables that override the values of variables for different targets or substitute
user-defined variables:
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* You can choose to override the values of Liberty variables on individual hosts by changing the target
properties for each host. If you have a homogeneous environment, it is easiest to define the variables
using the job manager variable map; for example:

WLP_SHARED_DIR=/shared
WLP_WORKING_DIR=/working
WLP_ADDITIONAL DIRS=...

» If you do not have a homogenous environment, you can override the values of these variables for each
target that differs from the default value. For example, if most of your hosts are on AlX, HP-UX, Linux or
Solaris operating systems, with some Windows hosts in your environment, after registering each
Windows host, you can add the following host properties:

WLP_SHARED DIR=c:/shared
WLP_WORKING_DIR=c:/working

* You can edit target host specific properties to substitute a user-defined variable for individual targets.
Substituting a user-defined variable is useful when you have multiple network interfaces on each target,
and you want to specify which one to use for each target. You can define this variable in
boostrap.properties; for example:
hostname=${hostname.interfacel}

For each target, you must define the actual value. For example, for hostl, define the value of the
interface as hostname.interfacel=hostl.xyz.com and define host2 as
hostname.interfacel=host2.xyz.com.

hostname=${hostname.interfacel}

Installing Liberty profile resources using the job manager:

You can submit the Install Liberty profile resources job to extract resources in a Liberty profile image to
destination directories relative to a root directory.

Before you begin

Before running the Install Liberty profile resources job, the following conditions must exist:
* The job manager must be running.
* A host computer must be registered with the job manager.

* The image, a compressed zip file, must contain Liberty profile resources in a directory structure that
satisfies job manager rules. See Packaging Liberty profile resources.

» The root directory to install the resources on the target host must be defined. At minimum, set the
WLP_WORKING_DIR variable to a valid directory that is on a target host. To install the resources to a
shared directory on the target host, you must set the WLP_SHARED_DIR variable to a valid directory.
See “Setting variables for Liberty profile servers.”

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

Status from Liberty profile servers is automatically sent to the STATUS_LISTENER_ADDRESS port. To
change the STATUS_LISTENER_ADDRESS port number, use the Ports page of a deployment manager
console (System administration > Deployment manager > Ports) or job manager console (System
administration > Job manager > Ports). If you change the STATUS_LISTENER_ADDRESS port number
after installing Liberty profile server resources, you will no longer receive automatic status from the
previously installed Liberty profile resources.
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About this task

You can use the administrative console of the job manager or the deployment manager to install Liberty
profile resources on one or more host targets. From the console, choose the Install Liberty profile
resources job, specify the location of the compressed file and other job options, review the summary, and
submit the job.

Instead of using a console, you can run the installLibertyProfileResources job script in the
AdministrativeJobs command group. See the Administrative job types topic.

Procedure
Click Jobs > Submit from the navigation tree of the administrative console.
Choose a job to install Liberty profile resources.

1.
2.

a.
b.
C.

Select the Install Liberty profile resources job type from the list.
Optionally specify a description of the job.
Click Next.

Choose the job targets on which to add the Liberty profile resources.

a.

d.

Select a group of targets from the list, or select Target names.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

If user authentication is required, specify a user name, password, or any other authentication
values as needed.

Click Next.

Specify parameters for the install Liberty profile resources job.

a.

If the compressed file that provides the Liberty profile resources resides on the job manager server,
for Path of the Liberty profile server resources zip file, specify the full path name for the
compressed file.

If the compressed file does not reside on the job manager server, skip this step and specify a URL
path for the compressed file.

For example, suppose Liberty profile resources exist in the /resources/my_Tiberty server.zip
compressed file. Specify the full path name for the compressed file:

If the compressed file that provides the Liberty profile does not reside on the job manager server,
for URL path of the Liberty profile server resources zip file, specify the URL path for the
compressed file.

Supported scheme names for the universal resource locator (URL) include http, https, ftp, and
file.

Restriction: To use URL path of the Liberty profile resources zip file with a protocol other than
file, the target host must have a wget utility. Select an http, https, or ftp remote
download protocol that the wget utility on the target host supports. If the wget utility
does not support your selected protocol, then the job cannot install the resources.

For example, specify one of the following URLs for the Liberty profile resources file,
my_liberty_server.zip.

If the Liberty profile resources reside on an HTTP or HTTPS server:

http://www.mycompany.com/resources/my_liberty server.zip

https://www.mycompany.com/resources/my_liberty_server.zip
If the Liberty profile resources reside on an FTP server:

ftp://www.mycompany.com/resources/my_liberty server.zip
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f.

If the Liberty profile resources reside on the target host computer, the URL can use the file scheme
to describe the path and name of the compressed file:

If the compressed file that provides the Liberty profile resources does not reside on the job
manager server and the URL is password-protected, specify a user name and password.

1) For User name, specify a user name that can access the URL specified for step 4(b).

2) For Password and Confirm password, specify a password that enables the user to access

the URL.

To install the Liberty profile resources to a shared directory, select Install to shared location.
By default, this option is not selected and the job installs resources to the location set by the
WLP_WORKING_DIR variable. When this option is selected, the job install resources to the
location set by the WLP_SHARED_DIR variable.

To run optional iSeries scripts that authorize the Liberty profile installation and its embedded
servers, select Run optional installation scripts on IBM i targets.

When selected, the following command is run for each Liberty profile that the job manager is
installing on IBM i targets:

liberty profile_home/bin/iAdmin POSTINSTALL

When installing one or more servers in a shared topology, the following command is run:
liberty profile_home_of server/bin/iAdmin GRANTAUTH --rolename server

--userprofilename QEJBSVR --userdir server_area_root

Server_area_root is the grandparent of the server directory. For example, if the server is installed to
the /usr/servers/myserver directory, then server_area_rootis /usr and the command is:
liberty profile_home_of server/bin/iAdmin GRANTAUTH --rolename server

--userprofilename QEJBSVR --userdir /usr
When uninstalling a Liberty profile installation, the following command is run on IBM i targets:
liberty_profile_home/bin/iAdmin PREUNINSTALL
Click Next.

5. Schedule the job.
The times and dates that you specify are relative to the job manager.

a.

e.

Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.

Select when the job is available for submission.

Select the job expiration.

Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

Click Next.

6. Review the summary, and click Finish to submit the job.

Results

The job manager server runs the job and attempts to add the Liberty profile resources to the target hosts.

The job extracts the image on a target host by trying the following methods in sequence:

Use the unzip utility on the host.

Use the jar utility on the host, including the jar utility from a software development kit (SDK) that is
found by an inventory job.

Unzip the zip file on the job manager and copy files one at a time to the destination host. This method
applies only if the image resides on the job manager.
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What to do next

On the Job status page, click the ID of the install Liberty profile resource job and view the job status. Click
the status refresh icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

Note: If the job fails with the message Undefined variable WLP_WORKING_DIR, click Environment >
WebSphere variables, select the scope, and click New. Create a variable with the name
WLP_WORKING_DIR and a value that specifies the directory to which to extract the compressed file,
such as c:/resources. If the job fails with the message Undefined variable WLP_SHARED DIR,
create a variable with the name WLP_SHARED DIR and specify a sharable directory. Then, submit the
job again.

If the job is successful, click Jobs > Target resources to see Liberty profile resources in the list of
resources.

Uninstalling Liberty profile resources using the job manager:

You can submit the Uninstall Liberty profile resources job to remove liberty resources from the flexible
management environment.

Before you begin
A Liberty profile resource must exist on one or more targets. Start the job manager and the targets.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all the job targets.

About this task

You can use the administrative console of the job manager or the deployment manager to uninstall a
Liberty profile resource from one or more host targets. For each job, you can uninstall one liberty resource

type:

* Project

* Runtime environment

» Software development kit (SDK)
» Server

» Application binary file

From the console, choose the Uninstall Liberty profile resources job, specify server resource and job
options, review the summary, and submit the job.

Instead of using a console, you can run the uninstallLibertyProfileResources job script in the
AdministrativeJobs command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to uninstall a liberty resource.

a. Select the Uninstall Liberty profile resources job type from the list.

b. Optionally specify a description of the job.

c. Click Next.
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3. Choose the job targets from which to remove the resource.
a. Select a group of targets from the list, or select Target names.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
4. Specify parameters for the uninstall Liberty profile resources job.

» Specify only one resource type. Do not specify a resource in more than one field on the Specify job
parameters page.

* You can specify a resource name or a resource ID. If a resource name resolves to more than one
resource of the same name, the product returns an error and does not remove the resource.

» If you specify to uninstall a server and the server is running, the product stops the server before
removing the resource.

 If you specify to uninstall a project or run time, the product searches all the servers for the project or
run time. For each identified server that is running, the product stops the server before attempting to
remove the resource.

a. Specify a resource name or a resource ID for one of the resource types.

To see the names of existing liberty resources on the targets, click Find for the resource type on
the Specify job parameters page. On the Find target resources page, click Find to find a resource
identifier. Select the resource to remove.

For example, suppose you want to uninstall the DefaultWebAppTlication.war application binary
resource. For Application binary to uninstall, specify the resource identifier:
runtime/runtime/1iberty_server/defaultServer/application_binary/DefaultWebApplication.war

b. For Force delete resources, optionally specify whether to delete resources even if their status
cannot be detected.

The default is not to delete resources. When the option is selected, server resources are deleted
even if the status of the server resources cannot be detected or the servers cannot be stopped.

If the status for a server cannot be detected, the Uninstall Liberty profile resources job fails
unless Force delete resources is selected.

c. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results

The targets run the job and attempt to remove the liberty resource from the flexible management
environment.
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Note: If the job fails, some files might be deleted. The resource might be in a corrupt state. If you
manually change resource files to fix the problem, after changing the files, run an Inventory job to
update the inventory.

What to do next

On the Job status page, click the ID of the uninstall Liberty profile resource job and view the job status.
Click the status refresh icon @& to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, click Jobs > Target resources to verify that the liberty resource is no longer in the
list of resources.

Starting Liberty profile servers using the job manager:

In a flexible management environment, you can submit the Start Liberty profile server job to start a
Liberty profile on a host target.

Before you begin
Start the job manager and the host targets.

The Liberty profile that you want to start must be installed. See Installing Liberty profile resources using
the job manager.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

A Liberty profile server requires a Java development kit (JDK) or Java runtime environment (JRE) to run
this job. Set the JDK or JRE location by completing one of the following actions:

» Set the JAVA_HOME property to the JDK or JRE location in the server.env file, which is located in the
server directory. The job reads the JAVA_HOME property and sets it on the target environment before
running the command to start the server. However, this property is not used by the Liberty server
command if you start the server manually.

The server.env file must be in EBCDIC encoding.
» Set the JAVA_HOME property to the JDK or JRE location in the user .bashrc file.
* Append the JDK or JRE path to the PATH environment variable.

If JAVA_HOME is not specified in server.env or in the user environment, the job manager looks for the
JDK or JRE in the user search path.

The job manager cannot access a user’s full environment. To specify additional environment variables, set
the variables in the SSH exec channel.

Login as root.

In the /etc/ssh/sshd_config file, set PermitUserEnvironment to yes.

Restart sshd. Run stopsrc -s ssh and then startsrc -s ssh.

Login as the user to run the Liberty profile server.

Change directory to the .ssh directory under the user home. Create a property file called environment
and, in the file, set JAVA_HOME=absolute_path_to_the_Java_home.

SAE Il
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About this task

You can use the administrative console of the job manager or the deployment manager to start Liberty
profile servers on one or more host targets. From the console, choose the Start Liberty profile server
job, specify the server and job options, review the summary, and submit the job.

This topic describes how to run the Start Liberty profile server job using the job manager console or the
deployment manager console. Instead of using a console, you can run the startLibertyProfileServer job
script in the AdministrativeJobs command group. See the Administrative job types topic.

Procedure
Click Jobs > Submit from the navigation tree of the administrative console.

1.

2. Choose a job to start a server.
a. Select the Start Liberty profile server job type from the list.
b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets.
a. Select a group of targets from the list, or select Target names.
Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.
b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.
d. Click Next.
4. Specify parameters for the start Liberty profile job.
a. For Server to be started, specify the name of the Liberty profile to start. For example, specify the
server name:
runtime/wlp/liberty server/defaultServer
b. To stop a different server before starting the Liberty profile, specify a server name for Server to be
stopped before starting the server.
c. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
c. Select the job expiration.
d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.
e. Click Next.
6. Review the summary, and click Finish to submit the job.
Results

The targets run the job and attempt to start the server.
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What to do next

On the Job status page, click the ID of the start server job and view the job status. Click the status refresh
icon & to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, the status on the Target resources page of the server is RUNNING. Click Jobs >
Target resources > resource_name to see the resource status.

Stopping Liberty profile servers using the job manager:

In a flexible management environment, you can submit the Stop Liberty profile server job to stop a
Liberty profile on a host target.

Before you begin
Start the job manager if it is not already running.

The Liberty profile that you want to stop must be running. See “Starting Liberty profile servers using the
job manager.”

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

A Liberty profile server requires a Java development kit (JDK) or Java runtime environment (JRE) to run
this job. Set the JDK or JRE location by completing one of the following actions:

+ Set the JAVA_HOME property to the JDK or JRE location in the server.env file, which is located in the
server directory. The job reads the JAVA_HOME property and sets it on the target environment before
running the command to start the server. However, this property is not used by the Liberty server
command if you start the server manually.

The server.env file must be in EBCDIC encoding.
» Set the JAVA_HOME property to the JDK or JRE location in the user .bashrc file.
* Append the JDK or JRE path to the PATH environment variable.

If JAVA_HOME is not specified in server.env or in the user environment, the job manager looks for the
JDK or JRE in the user search path.

The job manager cannot access a user’s full environment. To specify additional environment variables, set

the variables in the SSH exec channel.

1. Login as root.

2. Inthe /etc/ssh/sshd_config file, set PermitUserEnvironment to yes.

3. Restart sshd. Run stopsrc -s ssh and then startsrc -s ssh.

4. Login as the user to run the Liberty profile server.

5. Change directory to the .ssh directory under the user home. Create a property file called environment
and, in the file, set JAVA_HOME=absolute_path_to_the _Java_home.

About this task
You can use the administrative console of the job manager or the deployment manager to stop Liberty
profile servers on one or more host targets. From the console, choose the Stop Liberty profile server

job, specify server and job options, review the summary, and submit the job.
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Instead of using a console, you can run the stopLibertyProfileServer job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure

1.
2.

6.

Click Jobs > Submit from the navigation tree of the administrative console.
Choose a job to stop a Liberty profile.

a. Select the Stop Liberty profile server job type from the list.

b. Optionally specify a description of the job.

c. Click Next.

Choose the job targets.

a. Select a group of targets from the list, or select Target nhames.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify

the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
Specify parameters for the stop Liberty profile job.

a. For Server to be stopped, specify the name of the Liberty profile to stop. For example, specify the

server name:

runtime/wip/1iberty server/defaultServer

b. Click Next.

Schedule the job.

The times and dates that you specify are relative to the job manager.

a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
Review the summary, and click Finish to submit the job.

Results

The targets run the job and attempt to stop the server.

What to do next

On the Job status page, click the ID of the stop server job and view the job status. Click the status refresh

icon @ to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job is successful, the status on the Target resources page of the server is Stopped. Click Jobs >
Target resources > resource_name to see the resource status.

Merging plug-ins for Liberty profile servers using the job manager:
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In a flexible management environment, you can submit the Generate merged plugin configuration for
Liberty profile servers job to create a single plugin-cfg.xml file for many hosts. The job merges all the
plugin-cfg.xml files that were generated for Liberty profile servers on the target hosts into one file.

Before you begin
Start the job manager and the Liberty profile servers on the target hosts.

A Liberty profile installation must exist on one or more hosts. See “Installing Liberty profile resources using
the job manager.”

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

This job requires a Java Management Extensions (JMX) connection to Liberty profile servers on the target
hosts. You can configure the JMX connection using either the local connector or the HTTP/REST
connector. Specify the connector feature name in the server.xml file of the Liberty profile servers. The
following example shows feature names in a server.xml file for both the local and HTTP/REST
connectors:

<featureManager>
<feature>TocalConnector-1.0</feature>
<feature>restConnector-1.0</feature>

</featureManager>

If you use the HTTP/REST connector, you must specify a user name and password for the JMX
connection when submitting the job.

A Liberty profile server requires a Java development kit (JDK) or Java runtime environment (JRE) to run
this job. Set the JDK or JRE location by completing one of the following actions:

» Set the JAVA_HOME property to the JDK or JRE location in the server.env file. The job reads the
JAVA_HOME property and sets it on the target environment before running the command to generate a
plugin-cfg.xml file for the Liberty profile server.

» Set the JAVA_HOME property to the JDK or JRE location in the user .bashrc file.
* Append the JDK or JRE path to the PATH environment variable.

About this task

You can use the administrative console of the job manager or the deployment manager to merge
plugin-cfg.xml files of many target hosts into one plugin-cfg.xml file. From the console, choose the
Generate merged plugin configuration for Liberty profile servers job, specify the servers and job
options, review the summary, and submit the job.

This topic describes how to run the Generate merged plugin configuration for Liberty profile servers
job using the job manager console or the deployment manager console. Instead of using a console, you
can run the generateMergedPluginConfigForLibertyProfileServers job script in the AdministrativeJobs
command group. See the Administrative job types topic.

Procedure
1. Click Jobs > Submit from the navigation tree of the administrative console.
2. Choose a job to merge Liberty profile server plug-in configuration files.

a. Select the Generate merged plugin configuration for Liberty profile servers job type from the
list.
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b. Optionally specify a description of the job.
c. Click Next.
3. Choose the job targets.
a. Select a group of targets from the list, or select Target hames.

Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.

b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.
4. Specify parameters for the merge Liberty profile plug-ins job.
a. For Server(s), specify a server name, a server ID, or a pattern that identifies the servers.

If a server name resolves to more than one server of the same name, the product returns an error
and does not generate the plugin-cfg.xml file.

For example, specify the server ID:
runtime/wip/Tiberty_server/defaultServer

To see the names of existing Liberty profile servers on the targets, click Find on the Specify job
parameters page. On the Find target resources page, click Find to find a Liberty profile server
identifier that exists on all the targeted hosts. Select the server ID for which to generate a plug-in.

b. If you use the HTTP/REST connector for a JMX connection, for JMX user, specify a user name
that is authorized for a JMX connection.

c. If you use the HTTP/REST connector for a JMX connection, for JMX password, specify the
password for the user ID authorized for a JMX connection.

d. Click Next.
5. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.
If you specify multiple email addresses, separate them with commas.
Select when the job is available for submission.
Select the job expiration.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
6. Review the summary, and click Finish to submit the job.

Results
The targets run the job and attempt to merge the server plug-in configuration files.
What to do next

On the Job status page, click the ID of the merge plug-in job and view the job status. Click the status
refresh icon & to refresh the displayed status.

If the job is successful, the product writes the merged plugin-cfg.xml file to the app_server_root/
profiles/job_manager profile/config/temp/JobManager/job ID/ mergedPluginDir/ directory.

If the job is not successful, the job stops and the product returns an error when any of the following
conditions exist:
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» Atargeted Liberty profile server is not running.
* No JMX connector is configured for a targeted Liberty profile server.
* The command does not specify valid credentials for a JMX connection.

View any error messages that result from running the job, correct the error condition, and submit the job
again.

Submitting jobs to manage files
In a flexible management environment, you can submit jobs to collect files from managed targets and copy
them to the job manager, to distribute files to managed targets, and to remove files from managed targets.

Before you begin

Before submitting a job, start the job manager and the targets. If a target is a stand-alone application
server, also start the administrative agent.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must be applicable to all of the job targets.

About this task

You must distribute files to managed targets before you can submit jobs that use the files. For example,
you must distribute an enterprise application before you can install or update the application on managed
application server targets. Similarly, you must distribute a properties file to managed application server
targets before you can apply the file to configure the application servers. You also must distribute a
wsadmin script file before submitting a job that run the script.

The topics in this section describe how to administer files by running jobs in the job manager console or
the deployment manager console. Instead of using a console, you can run wsadmin commands in the
AdministrativeJobs command group. See the Administrative job types topic.

Procedure

« [Run the Collect file jobj to copy either a single file or a directory of files from managed targets to the job
manager.

- [Run the Distribute file job|to copy a single file to managed targets.
« [Run the Remove file job|to delete a file or directory of files from managed targets.

Results

The collect file job copies a file or directory into the job_manager profile/config/temp/JobManager/
JobToken/targetName directory.

The distribute file job copies a file into the downloadedContent directory of the administrative agent or
deployment manager profile.

The Remove file job deletes a file from the downloadedContent directory.
What to do next

On the Job status page, click the ID of the job and view the job status. If the job is not successful, view
any error messages that result from running the job, correct the error condition, and submit the job again.

Collecting files for the job manager:
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In a flexible management environment, you can submit the Collect file job to copy a single file or a
directory of files from managed targets, which can be hosts or nodes, to the job manager. You might
collect files before submitting jobs that use the files. For example, you might collect and then distribute an
enterprise application before you install or update the application on managed application server targets.
Similarly, you might collect and then distribute a properties file to managed application server targets
before you apply the file to configure the application servers.

Before you begin

Start the job manager. Ensure that the targets from which you want to copy a file are registered with the
job manager.

If you are collecting a file on a host, you must first register the host with the job manager.

If a target is deployment manager, start the deployment manager. If a target is a stand-alone application
server, start the administrative agent.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply to all the job targets.

You can simplify administration of a large number of targets by submitting jobs against groups of targets.
Before you can submit a job for a group of targets, you must create the group of targets.

About this task

You can use the administrative console of the job manager or the deployment manager to submit a job
that transfers a file or directory of files from targets to the job manager. From the console, choose the
Collect file job, specify the file or directory to transfer, specify job options, schedule the job, review the
summary, and submit the job. When the job runs, the job manager copies the file from the application
server or deployment manager profile directory to the job manager profile config/temp/JobManager/
JjobToken/targetName directory.

When collecting a directory from a node, the job recursively zips the directory contents and copies the
resulting compressed format file. When collecting multiple files from a host, you can specify wildcards in
the filename.

This topic describes how to run the Collect file job using the job manager console or the deployment
manager console. Instead of using a console, you can run the collectFile job script in the
AdministrativeJobs command group. See the Administrative job types topic.

Note: The collect file job can transfer files that are accessible from the z/OS UNIX shell only. Files are
transferred in binary mode, therefore there is no conversion of character sets or encoding during
the transfer.

Procedure

1. For nodes, determine the location of the file or directory that you want to collect relative to the
profile_root directory of the target.

For example, suppose that you want to collect the DynaCacheEsi.ear file from the
profile_root/AppSrv01/config/cells/myNode01Cell/applications/DynaCacheEsi.ear directory. AppSrvO1
is the target node profile name. AppSrv01 is a stand-alone application server. myNodeO1Cell is the
AppSrv01 cell name. The location of the DynaCacheEsi .ear file relative to the profile root, AppSrv01, is
config/cells/myNode01Cel1/applications/DynaCacheEsi.ear
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For hosts, you can collect one or more files from any location of the hosts if your user ID has the
correct permissions.

2. Click Jobs > Submit from the navigation tree of the administrative console.
3. Choose the job.
a. Select the Collect file job type from the list.
b. Optionally describe the job.
c. Click Next.
4. Choose the targets from which you want to collect the file or directory.
a. Select a group of targets from the list, or select Target names.
Only target groups that are valid for the job type that you selected are displayed in the list of target
groups.
The target can be a host. However, you can only collect a file from a host. You cannot collect a
directory from a host.
b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
Select the target from which you want to collect a file or directory. To continue with the example in
step 1, suppose the AppSrv01 profile is registered with the job manager as nodeA. Select nodeA.
c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.
d. Click Next.
5. Specify parameters for the collect file job.
a. For Source, you have different options depending on if you are collecting files from a host or from
a node:
* Node: specify the path of the file or directory that you want to collect, relative to the profile_root
directory of the target.

For example, to collect the DynaCacheEsi .ear file from the profile_root/AppSrv01/config/cells/

myNode01Cel1/applications/DynaCacheEsi.ear directory, specify the following path:
config/cells/myNode01Cell/applications/DynaCacheEsi.ear/DynaCacheEsi.ear

To collect a directory such as the Togs directory under the profile_root of the target, specify 1ogs

in the Source field.

* Host: Specify a fully qualified path of the file. There are no restrictions on the source. You can
specify files using wildcards. Supported wildcard characters are (*) and (?).

— Asterisk (*) — for multiple unknown or variable characters in the term.
— Question mark (?) — for a single unknown or variable character in the term.

b. Optional: For Destination, specify a destination name for the file or directory that is being copied
to the job manager.

By default, the file or directory is placed in the job_manager profile/config/temp/JobManager/
JjobToken/targetName directory. The file or directory retains its name unless you specify a different
name in the Destination field. For the DynaCacheEsi.ear example, if you do not specify a value for
Destination, the product copies the DynaCacheEsi.ear file to a directory such as
profile_root/JobMgr01/config/temp/JobManager/124517860634322577 /nodeA. In this example,
JobMgr01 is the name of the job manager profile, 124517860634322577 is the job token identifier, and
nodeA is the target from which the file was copied. The DynaCacheEsi.ear file is placed in the
nodeA directory.
* Node
Suppose that you want the DynaCacheEsi.ear file to have a name such as
dynacache_esi_sample in the nodeA directory. If you specify dynacache esi_sample for

Destination, the DynaCacheEsi.ear file is copied to the profile_root/JobMgr01/config/temp/
JobManager/jobToken/nodeA directory, where it has the name dynacache_esi_sample.
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* Host

If you chose to specify a destination for a host, you must specify a directory. When collecting a
file from a host, the destination cannot be a file name.

If you specify a Destination value, remember the value. If you later run a job that references the
collected file or directory, you can use the destination value to identify the file or directory.

c. For Distribution provider, if you use a distribution provider other than the default distribution
provider, specify the name of the distribution provider. For the DynaCacheEsi.ear file or Togs
directory example, do not specify a value and use the default distribution provider.

d. Click Next.
6. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.

If you specify multiple email addresses, separate them with commas. The email addresses are
saved in your console preferences. Each email address is validated for format errors.

b. Select when the job is available for submission.

You can submit the job to be available now, or specify a time and date that the job is retrieved from
the job manager.

c. Select the job expiration.

The job expiration is the time at which the job will no longer be available for targets to run. You can
use the default expiration, specify a time and date for the job expiration, or specify an amount of
time in which the job expires. The default expiration is defined on the Job manager configuration
panel.

d. Optionally specify a recurring interval for the job, a start date and time for the interval, and an end
date and time for the interval.

e. Click Next.
7. Review the summary, and click Finish to submit the job.

Results
The job manager copies the file or directory into the job_manager profile/config/temp/JobManager/
JjobToken/targetName directory. The name of the collection file or directory is the destination. If you did not

specify a destination value, then the file or directory retains its original name.

For the DynaCacheEsi.ear example, the file is copied to the job_manager profile/config/temp/
JobManager/jobToken/nodeA directory.

What to do next

On the Job status page, click the ID of the collect file job and view the job status. Click the status refresh
icon @ to refresh the displayed status.

If the job is not successful, view any error messages that result from running the job, correct the error
condition, and submit the job again.

If the job manager successfully copies the file or directory from the targets to the job manager, you can
submit jobs that distribute collected files.

Distributing files from the job manager to targets:
In a flexible management environment, you can submit the Distribute file job to copy files to managed

targets of the job manager. You must distribute files before you can submit jobs that use the files. For
example, you must distribute an enterprise application before you can install or update the application on
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managed application server targets. Similarly, you must distribute a properties file to managed application
server targets before you can apply the file to configure the application servers.

Before you begin

Start the job manager. Ensure that the targets to which you want to copy a file are registered with the job
manager.

» To register a stand-alone application server with the job manager, first use the administrative agent
registerNode command to register the stand-alone application server with the administrative agent.
Then, use the administrative agent console or registerWithJobManager command to register the
stand-alone application server target with the job manager.

» To register a deployment manager with the job manager, use the deployment manager console or the
registerWithJobManager command.

If you are collecting a file on a host, you must first register the host with the job manager.
Start the targets. If a target is a stand-alone application server, also start the administrative agent.

Your ID at the job manager must be authorized for the administrator role or the operator role to submit
jobs. When you submit a job, you can specify a user name and password for authentication and
authorization at the target or targets. When you submit a job to multiple targets, the user name and
password or the credentials for the submitter must apply all the job targets.

You can simplify administration of multiple targets by submitting jobs against groups of targets. Before you
can submit a job for a target group, you must create the target group.

About this task

You can use the administrative console of the job manager or the deployment manager to submit a job
that moves a file to targets. From the console, choose the Distribute file job, specify the file to transfer,
specify job options, schedule the job, review the summary, and submit the job. When the job runs, the job
manager copies the file into the downToadedContent directory of the administrative agent profile or
deployment manager profile.

You must distribute a file before running the following jobs:
* Install application

* Update application

» Configure properties

* Run wsadmin script

This topic describes how to run the Distribute file job using a job manager console or the deployment
manager console. Instead of using a console, you can run the distributeFile job script in the
AdministrativeJobs command group to distribute the file to targets. See the Administrative job types topic.

Note: The distribute file job can transfer files that are accessible from the z/OS UNIX shell only. Files are
transferred in binary mode, therefore there is no conversion of character sets or encoding during
the transfer.

Procedure

1. Copy the file that you want to distribute to the /config/temp/JobManager directory of the job manager
profile.

If the JobManager directory does not exist, create the JobManager directory in the job manager profile
/config/temp directory. To create and access the directory, you must have the appropriate authority.

For example, copy the DynaCacheEsi.ear file from the app_server_root/installableApps directory to
the /config/temp/JobManager directory of the job manager profile.
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2. Click Jobs > Submit from the navigation tree of the administrative console.
3. Choose a job to distribute a file.
a. Select the Distribute file job type from the list.
b. Optionally describe the job.
c. Click Next.
4. Choose the targets to which you want to distribute the file.
a. Select a group of targets from the list, or select Target nhames.
Only groups of targets that are valid for the job type that you selected are displayed in the list of
target groups.
b. If you selected Target names, then specify a target name and click Add, or click Find and specify
the chosen targets on the Find targets page.
The target can be a host.

If the targets are stand-alone application servers that are administered by an administrative agent,
you can select one stand-alone target instead of all the stand-alone targets. All the targets can use
the file that is distributed to the downloadedContent directory of the administrative agent.

c. If user authentication is required, specify a user name, password, or any other authentication
values as needed.

d. Click Next.

5. Specify parameters for the distribute file job.

a. For Source, specify the uniform resource locator (URL) for the file that you want to distribute.
For the default distribution provider, the location is a file URL relative to the job manager profile
config/temp/JobManager directory. For the DynaCacheEsi.ear file, specify the following:

* Node:
file:/DynaCacheEsi.ear
* Host:
DynaCacheEsi.ear
You can specify files on hosts using wildcards. Supported wildcard characters are (*) and (?).
» Asterisk (*) — for multiple unknown or variable characters in the term.
* Question mark (?) — for a single unknown or variable character in the term.
b. For Destination, specify the location on the target where the job manager stores the file. The

destination parameter is relative to the downloadedContent directory of the administrative agent or
deployment manager profile.

Remember the value that you specify for the file. If you later run a job that references this file, you
use the destination value to identify the file. For the DynaCacheEsi.ear file, specify a value that
identifies the file. For example:

dynacache_esi_sample

For hosts, there are no restrictions. Specify an absolute path. The path must be a directory. For
example:

/home/userA

c. For Distribution provider, if you use a distribution provider other than the default distribution
provider, specify the name of the distribution provider. For the DynaCacheEsi.ear example, do not
specify a value and use the default distribution provider.

d. Click Next.
6. Schedule the job.
The times and dates that you specify are relative to the job manager.
a. Optionally specify one or more email addresses where notifications are sent when the job finishes.

If you specify multiple email addresses, separate them with commas. The email addresses are
saved in your console preferences. Each em