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About the Administration Guide

The WebSphere® eXtreme Scale documentation set includes three volumes that
provide the information necessary to use, program for, and administer the
WebSphere eXtreme Scale product.

WebSphere eXtreme Scale library

The WebSphere eXtreme Scale library contains the following books:

* The Product Overview contains a high-level view of WebSphere eXtreme Scale
concepts, including use case scenarios, and tutorials.

¢ The Installation Guide describes how to install common topologies of WebSphere
eXtreme Scale.

* The Administration Guide contains the information necessary for system
administrators, including how to plan application deployments, plan for
capacity, install and configure the product, start and stop servers, monitor the
environment, and secure the environment.

* The Programming Guide contains information for application developers on how
to develop applications for WebSphere eXtreme Scale using the included API
information.

To download the books, go to the [WebSphere eXtreme Scale library page}

You can also access the same information in this library in the [WebSphere eXtreme]
Scale information center]

Who should use this book

This book is intended primarily for system administrators, security administrators,
and system operators.

Getting updates to this book

You can get updates to this book by downloading the most recent version from the
[WebSphere eXtreme Scale library page}

How to send your comments

Contact the documentation team. Did you find what you needed? Was it accurate
and complete? Send your comments about this documentation by e-mail to
wasdoc@us.ibm.com]
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Chapter 1. Running the getting started sample application

After you install WebSphere eXtreme Scale in a stand-alone environment, use the
following steps as a simple introduction to its capability as an in-memory data
grid.

The stand-alone installation of WebSphere eXtreme Scale includes a sample that
you can use to verify your installation and to see how a simple data grid and
client can be used. The getting started sample is in the / ObjectGrid/
gettingstarted directory.

The getting started sample provides a quick introduction to eXtreme Scale
functionality and basic operation. The sample consists of shell and batch scripts
designed to start a simple data grid with very little customization needed. In
addition, a client program, including source, is provided to run simple create, read,
update, and delete (CRUD) functions to this basic data grid.

Scripts and their functions
This sample provides the following four scripts:

The env.sh|bat script is called by the other scripts to set needed environment
variables. Normally you do not need to change this script.

. ./env.sh
« DI env.bat

The runcat.sh|bat starts the eXtreme Scale catalog service process on the local
system.

O UNX ./runcat.sh
o PIITEM runcat.bat

The runcontainer.sh|bat script starts a container server process. You can run this
script multiple times with unique server names specified to start any number of
containers. These instances can work together to host partitioned and redundant
information in the grid.

UNX ./runcontainer.sh unique_server_name

o NI runcontainer.bat unique_server_name

The runclient.sh|bat script runs the simple CRUD client and starts the given
operation.

. ./runclient.sh command valuel value?

o WIETEW runclient.sh command valuel value?

For command, use one of the following options:

* Specify as i to insert value2 into data grid with key valuel
* Specify as u to update object keyed by valuel to value2

* Specify as d to delete object keyed by valuel

* Specify as g to retrieve and display object keyed by valuel

© Copyright IBM Corp. 2009, 2011 1



Note: The installRoot/ObjectGrid/ gettingstarted/src/Client.java file is the
client program that demonstrates how to connect to a catalog server, obtain an
ObjectGrid instance, and use the ObjectMap API.

Basic steps

Use the following steps to start your first data grid and run a client to interact
with the data grid.

1. Open a terminal session or command line window.
2. Use the following command to navigate to the gettingstarted directory:
cd wxs_install_root/ObjectGrid/gettingstarted

Substitute wxs_install_root with the path to the eXtreme Scale installation root
directory or the root file path of the extracted eXtreme Scale trial
wxs_install_root.

3. Run the following script to start a catalog service process on localhost:
o UNX ./runcat.sh
 INEITEN runcat.bat

The catalog service process runs in the current terminal window.

4. Open another terminal session or command line window, and run the
following command to start a container server instance:

. UNIX ./runcontainer.sh serverd

o IMTTEM runcontainer.bat serverd

The container server runs in the current terminal window. You can repeat this
step with a different server name if you want to start more container server
instances to support replication.

5. Open another terminal session or command line window to run client
commands.

* Add data to the data grid:
B UNX ./runclient.sh i keyl helloWorld

— M runclient.bat i keyl helloWorld
* Search and display the value:

. UNX ./runclient.sh g keyl

— WIS runclient.bat g keyl
* Update the value:

B UNX ./runclient.sh u keyl goodbyeWorld

— WM runclient.bat u keyl goodbyeWorld
* Delete the value:

B UNX ./runclient.sh d keyl

— WIS runclient.bat d keyl

6. Use <ctrl+c> to stop the catalog service process and container servers in the
respective windows.

Defining an ObjectGrid
The sample uses the objectgrid.xml and deployment.xml files that are in the
Obj ectGrid/gettingstarted/xml directory to start a container
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server. The objectgrid.xml file is the ObjectGrid descriptor XML file. The
deployment.xml file is the ObjectGrid deployment policy descriptor XML file. These
files together define a distributed ObjectGrid topology.

ObjectGrid descriptor XML file

An ObjectGrid descriptor XML file is used to define the structure of the ObjectGrid
that is used by the application. It includes a list of BackingMap configurations.
These BackingMaps are the actual data storage for cached data. The following
example is a sample objectgrid.xml file. The first few lines of the file include the
required header for each ObjectGrid XML file. This example file defines the Grid
ObjectGrid with Map1 and Map2 BackingMaps.

<objectGridConfig xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"

xsi:schemaLocation="http://ibm.com/ws/objectgrid/config ../objectGrid.xsd"
xmins="http://ibm.com/ws/objectgrid/config">

<objectGrids>
<objectGrid name="Grid">
<backingMap name="Mapl" />
<backingMap name="Map2" />
</objectGrid>
</objectGrids>

</objectGridConfig>
Deployment policy descriptor XML file

A deployment policy descriptor XML file is passed to an ObjectGrid container
server during startup. A deployment policy must be used with an ObjectGrid XML
file and must be compatible with the ObjectGrid XML that is used with it. For each
objectgridDeployment element in the deployment policy, you must have a
corresponding ObjectGrid element in your ObjectGrid XML. The backingMap
elements that are defined within the objectgridDeployment element must be
consistent with the backingMaps found in the ObjectGrid XML. Every backingMap
must be referenced within one and only one mapSet.

The deployment policy descriptor XML file is intended to be paired with the
corresponding ObjectGrid XML, the objectgrid.xml file. In the following example,
the first few lines of the deployment.xml file include the required header for each
deployment policy XML file. The file defines the objectgridDeployment element for
the Grid ObjectGrid that is defined in the objectgrid.xml file. Both the Map1 and
Map2 BackingMaps that are defined within the Grid ObjectGrid are included in the
mapSet mapSet that has the numberOfPartitions, minSyncReplicas, and
maxSyncReplicas attributes configured.
<deploymentPolicy xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemalLocation="http://ibm.com/ws/objectgrid/deploymentPolicy

../deploymentPolicy.xsd"
xmins="http://ibm.com/ws/objectgrid/deploymentPolicy">

<objectgridDeployment objectgridName="Grid">
<mapSet name="mapSet" numberOfPartitions="13" minSyncReplicas="0"
maxSyncReplicas="1" >
<map ref="Mapl"/>
<map ref="Map2"/>
</mapSet>
</objectgridDeployment>

</deploymentPolicy>
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The numberOfPartitions attribute of the mapSet element specifies the number of
partitions for the mapSet. It is an optional attribute and the default is 1. The
number should be appropriate for the anticipated capacity of the data grid.

The minSyncReplicas attribute of mapSet is to specify the minimum number of
synchronous replicas for each partition in the mapSet. It is an optional attribute
and the default is 0. Primary and replica are not placed until the domain can
support the minimum number of synchronous replicas. To support the
minSyncReplicas value, you need one more container than the value of
minSyncReplicas. If the number of synchronous replicas falls below the value of
minSyncReplicas, write transactions are no longer allowed for that partition.

The maxSyncReplicas attribute of mapSet is to specify the maximum number of
synchronous replicas for each partition in the mapSet. It is an optional attribute
and the default is 0. No other synchronous replicas are placed for a partition after
a domain reaches this number of synchronous replicas for that specific partition.
Adding containers that can support this ObjectGrid can result in an increased
number of synchronous replicas if your maxSyncReplicas value has not already
been met. The sample set the maxSyncReplicas to 1 means the domain will at most
place one synchronous replica. If you start more than one container server instance,
there will be only one synchronous replica placed in one of the container server
instances.

Using ObjectGrid
The Client.java file in thewxs_install_root)/ObjectGrid/gettingstarted/client/

src/ directory is the client program that demonstrates how to connect to catalog
server, obtain ObjectGrid instance, and use ObjectMap APIL

From the perspective of a client application, using WebSphere eXtreme Scale can be
divided into the following steps.

Connecting to the catalog service by obtaining a ClientClusterContext instance.
Obtaining a client ObjectGrid instance.

Getting a Session instance.

Getting an ObjectMap instance.

Using the ObjectMap methods.

Connect to the catalog service by obtaining a ClientClusterContext instance.

A O

To connect to the catalog server, use the connect method of ObjectGridManager
API The connect method that is used requires only the catalog server endpoint
in the format of hostname:port. You can indicate multiple catalog server
endpoints by separating the list of hostname:port values with commas. The
following code snippet demonstrates how to connect to a catalog server and
obtain a ClientClusterContext instance:

ClientClusterContext ccc = ObjectGridManagerFactory.getObjectGridManager().connect("localhost:2809", null, null);

If the connections to the catalog servers succeed, the connect method returns a
ClientClusterContext instance. The ClientClusterContext instance is required to
obtain the ObjectGrid from ObjectGridManager APL

2. Obtain an ObjectGrid instance.

To obtain ObjectGrid instance, use the getObjectGrid method of the
ObjectGridManager API. The getObjectGrid method requires both the
ClientClusterContext instance and the name of the data grid instance. The
ClientClusterContext instance is obtained during the connection to catalog
server. The name of ObjectGrid instance is Grid that is specified in the
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objectgrid.xml file. The following code snippet demonstrates how to obtain
the data grid by calling the getObjectGrid method of the ObjectGridManager
APIL

ObjectGrid grid = ObjectGridManagerFactory.getObjectGridManager().getObjectGrid(ccc, "Grid");
3. Get a Session instance.

You can get a Session from the obtained ObjectGrid instance. A Session instance
is required to get the ObjectMap instance, and perform transaction demarcation.
The following code snippet demonstrates how to get a Session instance by
calling the getSession method of the ObjectGrid APIL

Session sess = grid.getSession();
4. Get an ObjectMap instance.

After getting a Session, you can get an ObjectMap instance from a Session
instance by calling getMap method of the Session API. You must pass the name
of map as parameter to getMap method to get the ObjectMap instance. The
following code snippet demonstrates how to obtain ObjectMap by calling the
getMap method of the Session API.

ObjectMap mapl = sess.getMap("Mapl");
ObjectMap mapl = sess.getMap("my simple_data_grid");
5. Use the ObjectMap methods.

After an ObjectMap instance is obtained, you can use the ObjectMap APL
Remember that the ObjectMap interface is a transactional map and requires
transaction demarcation by using the begin and commit methods of the Session
APL If there is no explicit transaction demarcation in the application, the
ObjectMap operations run with auto-commit transactions.

The following code snippet demonstrates how to use the ObjectMap API with
an auto-commit transaction.

mapl.insert(keyl, valuel);

The following code snippet demonstrates how to use the ObjectMap API with
explicit transaction demarcation.
sess.begin();

mapl.insert(keyl, valuel);
sess.commit();

Additional information

This sample demonstrates how to start catalog server and container server and
using ObjectMap API in stand-alone environment. You can also use the
EntityManager API.

In a WebSphere Application Server environment with WebSphere eXtreme Scale
installed or enabled, the most common scenario is a network-attached topology. In
a network-attached topology, the catalog server is hosted in the deployment
manager process and each WebSphere Application Server instance hosts a
container server automatically. Java Platform, Enterprise Edition applications only
need to include both the ObjectGrid descriptor XML file and the ObjectGrid
deployment policy descriptor XML file in the META-INF directory of any module
and the ObjectGrid becomes available automatically. An application can then
connect to a locally available catalog server and obtain an ObjectGrid instance to
use.
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Directory conventions

The following directory conventions are used throughout the documentation to
must reference special directories such as wxs_install_root and wxs_home. You
access these directories during several different scenarios, including during
installation and use of command-line tools.

wxs_install_root
The wxs_install_root directory is the root directory where WebSphere
eXtreme Scale product files are installed. The wxs_install_root directory can
be the directory in which the trial zip file is extracted or the directory in which
the WebSphere eXtreme Scale product is installed.
* Example when extracting the trial:
Example: /opt/IBM/WebSphere/eXtremeScale

* Example when WebSphere eXtreme Scale is installed to a stand-alone
directory:
Example: /opt/IBM/eXtremeScale

* Example when WebSphere eXtreme Scale is integrated with WebSphere
Application Server:

Example: /opt/IBM/WebSphere/AppServer

wxs_home
The wxs_home directory is the root directory of the WebSphere eXtreme Scale
product libraries, samples and components. This is the same as the
wxs_install_root directory when the trial is extracted. For stand-alone
installations, the wxs_home directory is the ObjectGrid sub-directory within the
wxs_install_root directory. For installations that are integrated with
WebSphere Application Server, this directory is the optionalLibraries/
ObjectGrid directory within the wxs_install_root directory.

* Example when extracting the trial:
Example: /opt/IBM/WebSphere/eXtremeScale

* Example when WebSphere eXtreme Scale is installed to a stand-alone
directory:

Example: /opt/IBM/eXtremeScale/ObjectGrid

* Example when WebSphere eXtreme Scale is integrated with WebSphere
Application Server:

Example: /opt/IBM/WebSphere/AppServer/optionallLibraries/ObjectGrid
was_root

The was_root directory is the root directory of a WebSphere Application Server
installation:

Example: /opt/IBM/WebSphere/AppServer

restservice_home
The restservice_home directory is the directory in which the WebSphere
eXtreme Scale REST data service libraries and samples are located. This
directory is named restservice and is a sub-directory under the wxs_home
directory.

¢ Example for stand-alone deployments:
Example: /opt/IBM/WebSphere/eXtremeScale/ObjectGrid/restservice
* Example for WebSphere Application Server integrated deployments:

Example: /opt/IBM/WebSphere/AppServer/optionallLibraries/ObjectGrid/
restservice
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tomcat_root
The tomcat_root is the root directory of the Apache Tomcat installation.

Example: /opt/tomcat5.5

wasce_root
The wasce_root is the root directory of the WebSphere Application Server
Community Edition installation.

Example:/opt/IBM/WebSphere/AppServerCE

Jjava_home
The java_home is the root directory of a Java Runtime Environment (JRE)
installation.

Example:/opt/IBM/WebSphere/eXtremeScale/java

samples_home
The samples_home is the directory in which you extract the sample files that are
used for tutorials.

Example:/wxs-samples/

Chapter 1. Getting started sample 7
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Chapter 2. Capacity planning

If you have an initial data set size and a projected data set size, you can plan the
capacity that you need to run WebSphere eXtreme Scale. Although such planning
helps you deploy eXtreme Scale efficiently for future changes, it allows you to
maximize the elasticity of eXtreme Scale which you would not have with a
different scenario such as an in-memory database or other type of database.

Sizing memory and partition count calculation

You can calculate the amount of memory and partitions needed for your specific
configuration.

WebSphere eXtreme Scale stores data within the address space of Java virtual
machines (JVM). Each JVM provides processor space for servicing create, retrieve,
update, and delete calls for the data that is stored in the JVM. In addition, each
JVM provides memory space for data entries and replicas. Java objects vary in size,
therefore you must make a measurement to make an estimate of how much
memory you need.

To size the memory that you need, load your application data into a single JVM.
When the heap usage reaches 60%, note the number of objects that are used. This
number is the maximum recommended object count for each of your Java virtual
machines. To get the most accurate sizing, use realistic data and include any
defined indexes in your sizing because indexes also consume memory. The best
way to size memory use is to run garbage collection verbosegc output because this
output gives you the numbers after garbage collection. You can query the heap
usage at any given point through MBeans or programmatically, but those queries
give you only a current snapshot of the heap. This snapshot might include
uncollected garbage, so using that method is not an accurate indication of the
consumed memory.

Scaling up the configuration
Number of shards per partition (numShardsPerPartition value)
To calculate the number of shards per partition, or the numShardsPerPartition

value, add 1 for the primary shard plus the total number of replica shards you
want.

numShardsPerPartition = 1 + total_number_of_replicas
Number of Java virtual machines (minNumJVMs value)
To scale up your configuration, first decide on the maximum number of objects

that need to be stored in total. To determine the number of Java virtual machines
you need, use the following formula:

minNumJVMS=(numShardsPerPartition * numObjs) / numObjsPerJVM
Round this value up to the nearest integer value.

Number of shards (numShards value)
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At the final growth size, use 10 shards for each JVM. As described before, each
JVM has one primary shard and (N-1) shards for the replicas, or in this case, nine
replicas. Because you already have a number of Java virtual machines to store the
data, you can multiply the number of Java virtual machines by 10 to determine the
number of shards:

numShards = minNumJVMs * 10 shards/JVM
Number of partitions

If a partition has one primary shard and one replica shard, then the partition has
two shards (primary and replica). The number of partitions is the shard count
divided by 2, rounded up to the nearest prime number. If the partition has a
primary and two replicas, then the number of partitions is the shard count divided
by 3, rounded up to the nearest prime number.

numPartitions = numShards / numShardsPerPartition
Example of scaling

In this example, the number of entries begins at 250 million. Each year, the number
of entries grows about 14%. After seven years, the total number of entries is 500
million, so you must plan your capacity accordingly. For high availability, a single
replica is needed. With a replica, the number of entries doubles, or 1,000,000,000
entries. As a test, 2 million entries can be stored in each JVM. Using the
calculations in this scenario the following configuration is needed:

* 500 Java virtual machines to store the final number of entries.
* 5000 shards, calculated by multiplying 500 Java virtual machines by 10.

¢ 2500 partitions, or 2503 as the next highest prime number, calculated by taking
the 5000 shards, divided by two for primary and replica shards.

Starting configuration

Based on the previous calculations, start with 250 Java virtual machines and grow
toward 500 Java virtual machines over five years. With this configuration, you can
manage incremental growth until you arrive at the final number of entries.

In this configuration, about 200,000 entries are stored per partition (500 million
entries divided by 2503 partitions). Set the number0fBuckets parameter on the map
that holds the entries to the closest higher prime number, in this example 70887,
which keeps the ratio around three.

When the maximum number of Java virtual machines is reached

When you reach your maximum number of 500 Java virtual machines, you can still
grow your data grid. As the number of Java virtual machines grows beyond 500,
the shard count begins to drop below 10 for each JVM, which is below the
recommended number. The shards start to become larger, which can cause
problems. Repeat the sizing process considering future growth again, and reset the
partition count. This practice requires a full data grid restart, or an outage of your
data grid.

Number of servers

Attention: Do not use paging on a server under any circumstances.
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A single JVM uses more memory than the heap size. For example, 1 GB of heap for
a JVM actually uses 1.4 GB of real memory. Determine the available free RAM on
the server. Divide the amount of RAM by the memory per JVM to get the
maximum number of Java virtual machines on the server.

Sizing CPU per partition for transactions

Although a major functionality of eXtreme Scale is its ability for elastic scaling, it is
also important to consider sizing and to adjust the ideal number of CPUs to scale

up.

Processor costs include:

* Cost of servicing create, retrieve, update, and delete operations from clients.
* Cost of replication from other Java virtual machines.

* Cost of invalidation.

* Cost of eviction policy.

* Cost of garbage collection.

* Cost of application logic.

Java virtual machines per server

Use two servers and start the maximum JVM count per server. Use the calculated
partition counts from the previous section. Then, preload the Java virtual machines
with enough data to fit on these two computers only. Use a separate server as a
client. Run a realistic transaction simulation against this data grid of two servers.

To calculate the baseline, try to saturate the processor usage. If you cannot saturate
the processor, then it is likely that the network is saturated. If the network is
saturated, add more network cards and round robin the Java virtual machines over
the multiple network cards.

Run the computers at 60% processor usage, and measure the create, retrieve,
update, and delete transaction rate. This measurement provides the throughput on
two servers. This number doubles with four servers, doubles again at 8 servers,
and so on. This scaling assumes that the network capacity and client capacity is
also able to scale.

As a result, eXtreme Scale response time should be stable as the number of servers
is scaled up. The transaction throughput should scale linearly as computers are
added to the data grid.

Sizing CPUs for parallel transactions

Single-partition transactions have throughput scaling linearly as the data grid
grows. Parallel transactions are different from single-partition transactions because
they touch a set of the servers (this can be all of the servers).

If a transaction touches all of the servers, then the throughput is limited to the
throughput of the client that initiates the transaction or the slowest server touched.
Larger data grids spread the data out more and provide more processor space,
memory, network, and so on. However, the client must wait for the slowest server
to respond, and the client must consume the results of the transaction.
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When a transaction touches a subset of the servers, M out of N servers get a
request. The throughput is then N divided by M times faster than the throughput
of the slowest server. For example, if you have 20 servers and a transaction that
touches 5 servers, then the throughput is 4 times the throughput of the slowest
server in the data grid.

When a parallel transaction completes, the results are sent to the client thread that
started the transaction. This client must then aggregate the results single threaded.
This aggregation time increases as the number of servers touched for the
transaction grows. However, this time depends on the application because it is
possible that each server returns a smaller result as the data grid grows.

Typically, parallel transactions touch all of the servers in the data grid because
partitions are uniformly distributed over the grid. In this case, throughput is
limited to the first case.

Summary

With this sizing, you have three metrics, as follows.

* Number of partitions.

* Number of servers that are needed for the memory that is required.
* Number of servers that are needed for the required throughput.

If you need 10 servers for memory requirements, but you are getting only 50% of
the needed throughput because of the processor saturation, then you need twice as
many servers.

For the highest stability, you should run your servers at 60% processor loading and
JVM heaps at 60% heap loading. Spikes can then drive the processor usage to
80-90%, but do not regularly run your servers higher than these levels.

Dynamic cache capacity planning

The Dynamic Cache API is available to Java EE applications that are deployed in
WebSphere Application Server. The dynamic cache can be leveraged to cache
business data, generated HTML, or to synchronize the cached data in the cell by
using the data replication service (DRS).

Overview

All dynamic cache instances created with the WebSphere eXtreme Scale dynamic
cache provider are highly available by default. The level and memory cost of high
availability depends on the topology used.

When using the embedded topology, the cache size is limited to the amount of free
memory in a single server process, and each server process stores a full copy of the
cache. As long as a single server process continues to run, the cache survives. The
cache data will only be lost if all servers that access the cache are shut down.

For caching using the embedded partitioned topology, the cache size is limited to
an aggregate of the free space available in all server processes. By default, the
eXtreme Scale dynamic cache provider uses 1 replica for every primary shard, so
each piece of cached data is stored twice.
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Use the following formula A to determine the capacity of an embedded partitioned
cache.

Formula A
F*C/(1+R)=M

Where:

* F = Free memory per container process
* C = number of containers

* R = number of replicas

* M = Total size of the cache

For a WebSphere Application Server Network Deployment data grid that has 256
MB of available space in each process, with 4 server processes total, a cache
instance across all of those servers could store up to 512 megabytes of data. In this
mode, the cache can survive one server crashing without losing data. Also, up to
two servers could be shut down sequentially without losing any data. So, for the
previous example, the formula is as follows:

256mb * 4 containers/ (1 primary + 1 replica) = 512mb.

Caches using the remote topology have similar sizing characteristics as caches
using embedded partitioned, but they are limited by the amount of available space
in all eXtreme Scale container processes.

In remote topologies, it is possible to increase the number of replicas to provide a
higher level of availability at the cost of additional memory overhead. In most
dynamic cache applications this should be unnecessary, but you can edit the
dynacache-remote-deployment.xml file to increase the number of replicas.

Use the following formulas, B and C, to determine the effect of adding more
replicas on the high availability of the cache.

Formula B
N = Minimum(T -1, R)

Where:
* N = the number of processes that can crash simultaneously
* T = the total number of containers

* R = the total number of replicas
Formula C
Ceiling(T/ (1+N)) = m

Where:
e T = Total number containers
* N = Total number of replicas

¢ m = minimum number of containers needed to support the cache data.
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For performance tuning with the dynamic cache provider, see|Tuning the dynamic|

Cache sizing

Before an application using the WebSphere eXtreme Scale dynamic cache provider
can be deployed, the general principals described in the previous section should be
combined with the environmental data for the production systems. The first figure
to establish is the total number of container processes and the amount of available
memory in each process to hold cache data. When using the embedded topology,
the cache containers will be co-located inside of the WebSphere Application server
processes, so there is one container for each server that is sharing the cache.
Determining the memory overhead of the application without caching enabled and
the WebSphere Application Server is the best way to figure out how much space is
available in the process. This can be done by analyzing verbose garbage collection
data. When using the remote topology, this information can be found by looking at
the verbose garbage collection output of a newly started standalone container that
has not yet been populated with cache data. The last thing to keep in mind when
figuring out how much space per process is available for cache data, is to reserve
some heap space for garbage collection. The overhead of the container, WebSphere
Application Server or stand-alone, plus the size reserved for the cache should not
be more than 70% of the total heap.

After this information is collected, the values can be plugged into formula A,
described previously, to determine the maximum size for the partitioned cache.
Once the maximum size is known, the next step is to determine the total number
of cache entries that can be supported, which requires determining the average size
per cache entry. The simple way of doing this is to add 10% to the size of the
customer object. See thqTuning guide for dynamic cache and data replication|

for more in depth information on sizing cache entries when using dynamic
cache.

When compression is enabled it affects the size of the customer object, not the
overhead of the caching system. Use the following formula to determine the size of
a cached object when using compression:

S=0*C+0*0.10

Where:

* S = Average size of cached object

* O = Average size of un-compressed customer object

* C = Compression ratio expressed as a fraction.

S0, a 2 to 1 compression ratio is 1/2 = 0.50. Smaller is better for this value. If the
object being stored is a normal POJO mostly full of primitive types, then assume a
compression ratio of 0.60 to 0.70. If the object cached is a Servlet, JSP, or
WebServices object, the optimal method for determining the compression ratio is to

compress a representative sample with a ZIP compression utility. If this is not
possible, then a compression ratio of 0.2 to 0.35 is common for this type of data.

Next, use this information to determine the total number of cache entries that can
be supported. Use the following D formula:

Formula D

T=S/A
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Where:

* T= Total number of cache entries

* S = Total size available for cache data as computed using formula A

* A = Average size of each cache entry

Finally, you must set the cache size on the dynamic cache instance to enforce this
limit. The WebSphere eXtreme Scale dynamic cache provider differs from the
default dynamic cache provider in this regard. Use the following formula to

determine the value to set for the cache size on the dynamic cache instance. Use
the following E formula:

Formula E
Cs=Ts / Np

Where:

* Ts = Total target size for the cache

* Cs = Cache Size setting to set on the dynamic cache instance
* Np = number of partitions. The default is 47.

Set the size of the dynamic cache instance to a value calculated by formula E on
each server that shares the cache instance.

Chapter 2. Capacity planning
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Chapter 3. Installing and deploying WebSphere eXtreme Scale

WebSphere eXtreme Scale is an in-memory data grid that you can use to
dynamically partition, replicate, and manage application data and business logic
across multiple servers. After determining the purposes and requirements of your
deployment, install eXtreme Scale on your system.

Before you begin
* Establish how WebSphere eXtreme Scale fits into your current topology.

* Verify that your environment meets the prerequisites to install eXtreme Scale.
See [“Hardware and software requirements” on page 74| for more information.

e For more information on environments and other requirements, see Ehapter 6,|
“Planning the WebSphere eXtreme Scale environment,” on page 73 or
“Operational checklist” on page 112

About this task

Environment options

* WebSphere Application Server environment:
By installing WebSphere eXtreme Scale on the nodes in your WebSphere
Application Server environment, you can automatically start catalog servers and
container servers in the same cell as your deployment manager and other
application servers.

* Stand-alone environment:
In a stand-alone installation, you install WebSphere eXtreme Scale in an
environment that does not have WebSphere Application Server. With a

stand-alone environment, you manually configure and start the catalog server
and container server processes.

71+ [Installation types

The full installer and the separate client installer that you can download from the
support site give you a variety of installation options. You can use a client-only
installation on nodes that are running only the client applications that access the
data grid. Use the server installation or server and client installation on nodes that
run catalog servers or container servers.

¢ Full installation:

— When you are installing on WebSphere Application Server, you can choose to
install the client only or both the server and the client.

— When you are installing in a stand-alone environment, you can install both
the client and server. If you want to install the client only, use the WebSphere
eXtreme Scale Client installation.

e (Client installation::

You can use the client-only installation on nodes that are running the client

applications. To install the client only, you can download the client only installer
for the appropriate platform from the downloads section on the
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Installing stand-alone WebSphere eXtreme Scale or WebSphere
eXtreme Scale Client

18

You can install stand-alone WebSphere eXtreme Scale or WebSphere eXtreme Scale
Client in an environment that does not contain WebSphere Application Server or
WebSphere Application Server Network Deployment.

Before you begin
* Verify that the target installation directory is empty or does not exist.

Important: If a previous version of WebSphere eXtreme Scale or the ObjectGrid
component exists in the directory that you specify to install Version 7.1, the

product is not installed. For example, you might have a previously existing
ObjectGri d folder. You can either select a different installation
directory or cancel the installation. Next, uninstall the previous installation and
run the wizard again.

« 7.1%  An IBM® Runtime Environment is installed as a part of the stand-alone

installation in the java folder.

* If you are installing the client only: Download the WebSphere eXtreme Scale
Client for the appropriate platform from the

About this task

When you install the product as stand-alone, you install the WebSphere eXtreme
Scale client and server together. With the WebSphere eXtreme Scale Client
installation in stand-alone mode, you are installing a client to access the data in
your data grids. Server and client processes, therefore, access all required resources
locally. You can also embed WebSphere eXtreme Scale into existing Java Platform,
Standard Edition (J2SE) applications by using scripts and Java archive (JAR) files.

Attention: You can also use a non-root (non-administrator) profile for WebSphere
eXtreme Scale in a stand-alone environment. To use a non-root profile, you must
change the owner of the ObjectGrid directory to the non-root profile. Then you can
log in with that non-root profile and operate eXtreme Scale as you normally would
for a root (administrator) profile.

Procedure
1. Use the wizard to install both the server and the client from the DVD.

* Run the following script to start the wizard for the WebSphere eXtreme Scale
full installation:

- PN dvd root/install

— TN dvd root\install.bat

* Run the following script to start the wizard for the WebSphere eXtreme Scale
Client installation. The installation files are in the zip file that you download

Fom the Bupport st
- ITTEN root/WXS_Client/install

— TN root\WXS_Client\install.bat
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Attention: If you use uniform naming conventions (UNC) to identify file
paths in your installation command, the items you anticipate installing may not
all be installed after the command runs. To avoid trouble, map the file path to a
network drive. Run the install command against the mapped drive. Using a
mapped network drive ensures that all the items are installed.

2. Follow the prompts in the wizard, and click Finish.

Restriction: The optional features panel lists the features from which you can
select to install. However, features cannot be added incrementally to the
product environment after the product is installed. If you choose not to install a
feature with the initial product installation, you must uninstall and reinstall the
product to add the feature.

Results

W If you are installing the WebSphere eXtreme Scale Client on Windows,
you might see the following text in the results of the installation:

Success: The installation of the following product was successful:

WebSphere eXtreme Scale Client. Some configuration steps have errors.

For more information, refer to the following log file:

<WebSphere Application Server install root>\Togs\wxs client\install\log.txt"
Review the installation Tog (Tog.txt) and review the deployment manager
augmentation log.

If you see a failure with the iscdeploy.sh file, you can ignore the error. This error
does not cause any problems.

What to do next

You can verify your installation by running the getting started sample application.
See [Chapter 1, “Running the getting started sample application,” on page 1| for
more information.

See |Chapter 7, “Configuring the deployment environment,” on page 115|to set up
your client application processes and server processes.

Runtime files for WebSphere eXtreme Scale stand-alone
installation

Java archive (JAR) files are included in the installation. You can see the JAR files
that are included and the location to which they are installed.

Table 1. Runtime files for WebSphere eXtreme Scale full installation. WebSphere eXtreme Scale relies on ObjectGrid
processes and related APIs. The following table lists the JAR files that are included in the installation. The installation
location is relative to the |wxs_homa directory that you choose during the installation.

Installation

File name Environment location Description

wxsdynacache. jar Client and server dynacache/1ib The wxsdynacache. jar file contains the necessary classes to use
with the dynamic cache provider. The file is automatically
included in the server runtime environment when you use the
supplied scripts.

wxshyperic.jar Utility hyperic/1ib The WebSphere eXtreme Scale server detection plug-in for the
SpringSource Hyperic monitoring agent.

objectgrid.jar Local, client, and 1ib The objectgrid.jar file is used by the server runtime

server environment of J2SE Version 1.4.2 and later. The file is

automatically included in the server runtime environment when
you use the supplied scripts.
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Table 1. Runtime files for WebSphere eXtreme Scale full installation (continued). WebSphere eXtreme Scale relies
on ObjectGrid processes and related APIs. The following table lists the JAR files that are included in the installation.
The installation location is relative to the directory that you choose during the installation.

server

Installation
File name Environment location Description
ogagent.jar Local, client, and Tib The ogagent.jar file contains the runtime classes that are required
server to run the Java instrumentation agent that is used with the
EntityManager APL
ogclient.jar Local and client 1ib The ogclient.jar file contains only the local and client runtime
environments. You can use this file with J2SE Version 1.4.2 and
later.
ogspring.jar Local, client, and Tib The ogspring. jar file contains support classes for the
server SpringSource Spring framework integration.
wsogclient.jar Local and client Tib The wsogclient.jar file installed when you use an environment
that contains WebSphere Application Server Version 6.0.2 and later.
This file contains only the local and client runtime environments.
wxssizeagent.jar Local, client, and Tib The wxssizeagent.jar file is used to provide more accurate cache

entry sizing information when using Java runtime environment
(JRE) Version 1.5 or later.

ibmcfw.jar
ibmext.jar
ibmorb.jar

ibmorbapi.jar

Client and server

1ib/endorsed

This set of files includes the Object Request Broker (ORB) runtime
that is used for running applications in Java SE processes.

restservice.ear

Client

restservice/lib

The restservice.ear file contains the eXtreme Scale REST data
service application enterprise archive for WebSphere Application
Server environments.

restservice.war

Client

restservice/lib

The restservice.war file contains the eXtreme Scale REST data
service Web archive for application servers acquired from another
vendor.

xsadmin.jar

Utility

samples

The xsadmin. jar file contains the eXtreme Scale administration
sample utility.

sessionobjectgrid.jar

Client and server

session/1ib

The sessionobjectgrid.jar file contains the eXtreme Scale HTTP
session management runtime.

1ib

splicerlistener.jar Utility session/1ib The splicerlistener.jar file contains the splicer utility for the
eXtreme Scale Version 7.1 HTTP session listener.

xsgbean.jar Server wasce/1ib The xsgbean. jar file contains the GBean for embedding eXtreme
Scale servers in WebSphere Application Server Community Edition
application servers.

splicer.jar Utility Tegacy/session/ The splicer utility for the WebSphere eXtreme Scale Version 7.0

HTTP session manager filter.

Table 2. Runtime files for WebSphere eXtreme Scale Client. WebSphere eXtreme Scale Client relies on ObjectGrid
processes and related APIs. The following table lists the JAR files that are included in the installation. The installation
location is relative to the directory that you choose during the installation.

server

Installation

File name Environment location Description

wxsdynacache. jar Client and server dynacache/1ib The wxsdynacache. jar file contains the necessary classes to use
with the dynamic cache provider. The file is automatically
included in the server runtime environment when you use the
supplied scripts.

wxshyperic.jar Utility hyperic/1ib The WebSphere eXtreme Scale server detection plug-in for the
SpringSource Hyperic monitoring agent.

ogagent.jar Local, client, and 1ib The ogagent. jar file contains the runtime classes that are required

server to run the Java instrumentation agent that is used with the

EntityManager APIL

ogclient.jar Local and client Tib The ogclient.jar file contains only the local and client runtime
environments. You can use this file with J2SE Version 1.4.2 and
later.

ogspring.jar Local, client, and 1ib The ogspring. jar file contains support classes for the

SpringSource Spring framework integration.
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Table 2. Runtime files for WebSphere eXtreme Scale Client (continued). WebSphere eXtreme Scale Client relies on
ObjectGrid processes and related APIs. The following table lists the JAR files that are included in the installation. The
installation location is relative to thedirectory that you choose during the installation.

Installation
File name Environment location Description
wsogclient.jar Local and client Tib The wsogclient.jar file installed when you use an environment
that contains WebSphere Application Server Version 6.0.2 and later.
This file contains only the local and client runtime environments.
wxssizeagent.jar Local, client, and 1ib The wxssizeagent.jar file is used to provide more accurate cache

server

entry sizing information when using Java runtime environment
(JRE) Version 1.5 or later.

ibmcfw.jar
ibmext.jar
ibmorb.jar

ibmorbapi.jar

Client and server

1ib/endorsed

This set of files includes the Object Request Broker (ORB) runtime
that is used for running applications in Java SE processes.

restservice.ear

Client

restservice/1ib

The restservice.ear file contains the eXtreme Scale REST data
service application enterprise archive for WebSphere Application
Server environments.

restservice.war

Client

restservice/lib

The restservice.war file contains the eXtreme Scale REST data
service Web archive for application servers acquired from another
vendor.

xsadmin.jar

Utility

samples

The xsadmin. jar file contains the eXtreme Scale administration
sample utility.

sessionobjectgrid. jar

Client and server

session/1ib

The sessionobjectgrid.jar file contains the eXtreme Scale HTTP
session management runtime.

splicerlistener.jar Utility session/1ib The splicerlistener.jar file contains the splicer utility for the
eXtreme Scale Version 7.1 HTTP session listener.
splicer.jar Utility Tegacy/session/ The splicer utility for the WebSphere eXtreme Scale Version 7.0
1ib HTTP session manager filter.

Running the getting started sample application

After you install WebSphere eXtreme Scale in a stand-alone environment, use the
following steps as a simple introduction to its capability as an in-memory data

grid.

The stand-alone installation of WebSphere eXtreme Scale includes a sample that
you can use to verify your installation and to see how a simple data grid and
client can be used. The getting started sample is in the / ObjectGrid/

gettingstarted directory.

The getting started sample provides a quick introduction to eXtreme Scale
functionality and basic operation. The sample consists of shell and batch scripts
designed to start a simple data grid with very little customization needed. In
addition, a client program, including source, is provided to run simple create, read,
update, and delete (CRUD) functions to this basic data grid.

Scripts and their functions

This sample provides the following four scripts:

The env.sh|bat script is called by the other scripts to set needed environment
variables. Normally you do not need to change this script.

. ./env.sh

o WETTEM env.bat
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The runcat.sh|bat starts the eXtreme Scale catalog service process on the local
system.

. ./runcat.sh
o IIITEM runcat.bat

The runcontainer.sh|bat script starts a container server process. You can run this
script multiple times with unique server names specified to start any number of
containers. These instances can work together to host partitioned and redundant
information in the grid.

. UNIX ./runcontainer.sh unique_server_name

o INIIETEM runcontainer.bat unique_server_name

The runclient.sh|bat script runs the simple CRUD client and starts the given
operation.

. ./runclient.sh command valuel value2
o PIITEM runclient.sh command valuel value2

For command, use one of the following options:

* Specify as i to insert value2 into data grid with key valuel
* Specify as u to update object keyed by valuel to value2

* Specify as d to delete object keyed by valuel

* Specify as g to retrieve and display object keyed by valuel

Note: The installRoot/0ObjectGrid/ gettingstarted/src/Client.java file is the
client program that demonstrates how to connect to a catalog server, obtain an
ObjectGrid instance, and use the ObjectMap API.

Basic steps

Use the following steps to start your first data grid and run a client to interact
with the data grid.

1. Open a terminal session or command line window.
2. Use the following command to navigate to the gettingstarted directory:
cd wxs_install_root/ObjectGrid/gettingstarted

Substitute wxs_install_root with the path to the eXtreme Scale installation root
directory or the root file path of the extracted eXtreme Scale trial
wxs_install_root.

3. Run the following script to start a catalog service process on localhost:
. ./runcat.sh
« IS runcat.bat

The catalog service process runs in the current terminal window.

4. Open another terminal session or command line window, and run the
following command to start a container server instance:

. UNIX ./runcontainer.sh server0

o WM runcontainer.bat server0

The container server runs in the current terminal window. You can repeat this
step with a different server name if you want to start more container server
instances to support replication.
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5. Open another terminal session or command line window to run client
commands.

* Add data to the data grid:
o U\ ./runclient.sh i keyl helloWorld

— IS runclient.bat i keyl helloWorld
* Search and display the value:

= U\ ./runclient.sh g keyl

— WM runclient.bat g keyl
* Update the value:

= U\ ./runclient.sh u keyl goodbyeWorld

— WM runclient.bat u keyl goodbyeWorld
* Delete the value:

= UV ./runclient.sh d keyl

— MM runclient.bat d keyl

6. Use <ctrl+c> to stop the catalog service process and container servers in the
respective windows.

Defining an ObjectGrid

The sample uses the objectgrid.xml and deployment.xml files that are in the
xs_install_root}/ ObjectGrid/gettingstarted/xml directory to start a container
server. The objectgrid.xml file is the ObjectGrid descriptor XML file. The

depToyment.xml file is the ObjectGrid deployment policy descriptor XML file. These
files together define a distributed ObjectGrid topology.

ObjectGrid descriptor XML file

An ObjectGrid descriptor XML file is used to define the structure of the ObjectGrid
that is used by the application. It includes a list of BackingMap configurations.
These BackingMaps are the actual data storage for cached data. The following
example is a sample objectgrid.xml file. The first few lines of the file include the
required header for each ObjectGrid XML file. This example file defines the Grid
ObjectGrid with Map1 and Map2 BackingMaps.

<objectGridConfig xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"

xsi:schemaLocation="http://ibm.com/ws/objectgrid/config ../objectGrid.xsd"
xmins="http://ibm.com/ws/objectgrid/config">

<objectGrids>
<objectGrid name="Grid">
<backingMap name="Mapl" />
<backingMap name="Map2" />
</objectGrid>
</objectGrids>

</objectGridConfig>

Deployment policy descriptor XML file

A deployment policy descriptor XML file is passed to an ObjectGrid container
server during startup. A deployment policy must be used with an ObjectGrid XML

file and must be compatible with the ObjectGrid XML that is used with it. For each
objectgridDeployment element in the deployment policy, you must have a
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corresponding ObjectGrid element in your ObjectGrid XML. The backingMap
elements that are defined within the objectgridDeployment element must be
consistent with the backingMaps found in the ObjectGrid XML. Every backingMap
must be referenced within one and only one mapSet.

The deployment policy descriptor XML file is intended to be paired with the
corresponding ObjectGrid XML, the objectgrid.xml file. In the following example,
the first few lines of the deployment.xml file include the required header for each
deployment policy XML file. The file defines the objectgridDeployment element for
the Grid ObjectGrid that is defined in the objectgrid.xml file. Both the Map1l and
Map?2 BackingMaps that are defined within the Grid ObjectGrid are included in the
mapSet mapSet that has the numberOfPartitions, minSyncReplicas, and
maxSyncReplicas attributes configured.
<deploymentPolicy xmins:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaLocation="http://ibm.com/ws/objectgrid/deploymentPolicy

../deploymentPolicy.xsd"
xmins="http://ibm.com/ws/objectgrid/deploymentPolicy">

<objectgridDeployment objectgridName="Grid">
<mapSet name="mapSet" numberOfPartitions="13" minSyncReplicas="0"
maxSyncReplicas="1" >
<map ref="Mapl"/>
<map ref="Map2"/>
</mapSet>
</objectgridDeployment>

</deploymentPolicy>

The numberOfPartitions attribute of the mapSet element specifies the number of
partitions for the mapSet. It is an optional attribute and the default is 1. The
number should be appropriate for the anticipated capacity of the data grid.

The minSyncReplicas attribute of mapSet is to specify the minimum number of
synchronous replicas for each partition in the mapSet. It is an optional attribute
and the default is 0. Primary and replica are not placed until the domain can
support the minimum number of synchronous replicas. To support the
minSyncReplicas value, you need one more container than the value of
minSyncReplicas. If the number of synchronous replicas falls below the value of
minSyncReplicas, write transactions are no longer allowed for that partition.

The maxSyncReplicas attribute of mapSet is to specify the maximum number of
synchronous replicas for each partition in the mapSet. It is an optional attribute
and the default is 0. No other synchronous replicas are placed for a partition after
a domain reaches this number of synchronous replicas for that specific partition.
Adding containers that can support this ObjectGrid can result in an increased
number of synchronous replicas if your maxSyncReplicas value has not already
been met. The sample set the maxSyncReplicas to 1 means the domain will at most
place one synchronous replica. If you start more than one container server instance,
there will be only one synchronous replica placed in one of the container server
instances.

Using ObjectGrid
The Client.java file in theObjectGm'd/gettingstar‘ted/c] ient/

src/ directory is the client program that demonstrates how to connect to catalog
server, obtain ObjectGrid instance, and use ObjectMap APIL
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From the perspective of a client application, using WebSphere eXtreme Scale can be
divided into the following steps.

1.

-k

Connecting to the catalog service by obtaining a ClientClusterContext instance.
Obtaining a client ObjectGrid instance.

Getting a Session instance.

Getting an ObjectMap instance.

Using the ObjectMap methods.

Connect to the catalog service by obtaining a ClientClusterContext instance.

To connect to the catalog server, use the connect method of ObjectGridManager
APL The connect method that is used requires only the catalog server endpoint
in the format of hostname:port. You can indicate multiple catalog server
endpoints by separating the list of hostname:port values with commas. The
following code snippet demonstrates how to connect to a catalog server and
obtain a ClientClusterContext instance:

ClientClusterContext ccc = ObjectGridManagerFactory.getObjectGridManager().connect("Tocalhost:2809", null, null);

If the connections to the catalog servers succeed, the connect method returns a
ClientClusterContext instance. The ClientClusterContext instance is required to
obtain the ObjectGrid from ObjectGridManager APIL.

Obtain an ObjectGrid instance.

To obtain ObjectGrid instance, use the getObjectGrid method of the
ObjectGridManager APIL. The getObjectGrid method requires both the
ClientClusterContext instance and the name of the data grid instance. The
ClientClusterContext instance is obtained during the connection to catalog
server. The name of ObjectGrid instance is Grid that is specified in the
objectgrid.xml file. The following code snippet demonstrates how to obtain
the data grid by calling the getObjectGrid method of the ObjectGridManager
APL

ObjectGrid grid = ObjectGridManagerFactory.getObjectGridManager().getObjectGrid(ccc, "Grid");

Get a Session instance.

You can get a Session from the obtained ObjectGrid instance. A Session instance
is required to get the ObjectMap instance, and perform transaction demarcation.
The following code snippet demonstrates how to get a Session instance by
calling the getSession method of the ObjectGrid APIL

Session sess = grid.getSession();

Get an ObjectMap instance.

After getting a Session, you can get an ObjectMap instance from a Session
instance by calling getMap method of the Session API. You must pass the name
of map as parameter to getMap method to get the ObjectMap instance. The
following code snippet demonstrates how to obtain ObjectMap by calling the
getMap method of the Session API.

ObjectMap mapl = sess.getMap("Mapl");

ObjectMap mapl = sess.getMap("my_simple_data grid");

Use the ObjectMap methods.

After an ObjectMap instance is obtained, you can use the ObjectMap APL
Remember that the ObjectMap interface is a transactional map and requires
transaction demarcation by using the begin and commit methods of the Session
APL If there is no explicit transaction demarcation in the application, the
ObjectMap operations run with auto-commit transactions.

The following code snippet demonstrates how to use the ObjectMap API with
an auto-commit transaction.
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mapl.insert(keyl, valuel);

The following code snippet demonstrates how to use the ObjectMap API with
explicit transaction demarcation.
sess.begin();

mapl.insert(keyl, valuel);
sess.commit();

Additional information

This sample demonstrates how to start catalog server and container server and
using ObjectMap API in stand-alone environment. You can also use the
EntityManager APL

In a WebSphere Application Server environment with WebSphere eXtreme Scale
installed or enabled, the most common scenario is a network-attached topology. In
a network-attached topology, the catalog server is hosted in the deployment
manager process and each WebSphere Application Server instance hosts a
container server automatically. Java Platform, Enterprise Edition applications only
need to include both the ObjectGrid descriptor XML file and the ObjectGrid
deployment policy descriptor XML file in the META-INF directory of any module
and the ObjectGrid becomes available automatically. An application can then
connect to a locally available catalog server and obtain an ObjectGrid instance to
use.

Installing WebSphere eXtreme Scale or WebSphere eXtreme Scale
Client with WebSphere Application Server

You can install WebSphere eXtreme Scale or WebSphere eXtreme Scale Client in an
environment in which WebSphere Application Server or WebSphere Application
Server Network Deployment is installed. You can use the existing features of
WebSphere Application Server or WebSphere Application Server Network
Deployment to enhance your eXtreme Scale applications.

Before you begin

¢ Install WebSphere Application Server or WebSphere Application Server Network
Deployment. See [Installing your application serving environment| for more
information.

* Based on what version you install, Version 6.0.x, Version 6.1, or Version 7.0,
apply the latest fix pack for WebSphere Application Server or WebSphere
Application Server Network Deployment to update your product level. See the
[Latest fix packs for WebSphere Application Server for more information.

* Verify that the target installation directory does not contain an existing
installation of WebSphere eXtreme Scale or WebSphere eXtreme Scale Client.

* Stop all processes that are running in your WebSphere Application Server or
WebSphere Application Server Network Deployment environment. See
|Command—line utilities| for more information about the stopManager, stopNode,
and stopServer commands.

CAUTION:

Ensure that any running processes are stopped. If the running processes are
not stopped, the installation proceeds, creating unpredictable results and
leaving the installation in an undetermined state on some platforms.

 If you are installing the client only, you can either use the DVD to install the
client or download the WebSphere eXtreme Scale Client for the specific platform
from the downloads section on the
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Important: When you install WebSphere eXtreme Scale or WebSphere eXtreme
Scale Client, it should be in the same directory in which you installed WebSphere
Application Server. For example, if you installed WebSphere Application Server in
C: \fwas rootl then you should also choose C: as the target directory for
your WebSphere eXtreme Scale or WebSphere eXtreme Scale Client installation.

About this task

Integrate eXtreme Scale with WebSphere Application Server or WebSphere
Application Server Network Deployment to apply the features of eXtreme Scale to
your Java Platform, Enterprise Edition applications. Java EE applications host data
grids and access the data grids using a client connection.

Procedure
1. Use the wizard to complete the installation.

* Run the following script to start the wizard for the WebSphere eXtreme Scale
full installation. You can choose to install the client only or both the server
and client:

- PN dvd root/install

— TN dvd root\install.bat

* Run the following script to start the wizard for theWebSphere eXtreme Scale
Client installation. The installation files are in the zip file that you download
from the downloads section on the

- BTT@N root/WXS _Client/install
— TN root\WXS_Client\install.bat

Attention: If you use uniform naming conventions (UNC) to identify file
paths in your installation command, the items you anticipate installing may not
all be installed after the command runs. To avoid trouble, map the file path to a
network drive. Run the install command against the mapped drive. Using a
mapped network drive ensures that all the items are installed.

2. Follow the prompts in the wizard.

The optional features panel lists the features from which you can choose to
install. However, features cannot be added incrementally to the product
environment after the product is installed. If you choose not to install a feature
with the initial product installation, you must uninstall and reinstall the
product to add the feature.

The Profile augmentation panel lists existing profiles that you can select to
augment with the features of eXtreme Scale. If you select existing profiles that
are already in use, however, a warning panel is displayed. To continue with the
installation, either stop the servers that are configured in the profiles, or click
Back to remove the profiles from your selection.

Results

W If you are installing the WebSphere eXtreme Scale Client on Windows,
you might see the following text in the results of the installation:

Success: The installation of the following product was successful:

WebSphere eXtreme Scale Client. Some configuration steps have errors.

For more information, refer to the following log file:

<WebSphere Application Server install root>\Togs\wxs client\install\log.txt"
Review the installation Tog (Tog.txt) and review the deployment manager
augmentation log.
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If you see a failure with the iscdeploy.sh file, you can ignore the error. This error
does not cause any problems.

What to do next

If you are running WebSphere Application Server Version 6.1 or Version 7.0, you
can use the Profile Management Tool plug-in or the manageprofiles command. If
you are running WebSphere Application Server Version 6.0.2, you must use the
wasprofile command to create and augment profiles.

Deploy your application, start a catalog service, and start the containers in your
WebSphere Application Server environment. See [“Configuring WebSphere eXtreme|

Scale with WebSphere Application Server” on page 205| for more information.

Runtime files for WebSphere eXtreme Scale integrated with
WebSphere Application Server

Java archive (JAR) files are included in the installation. You can see the JAR files
that are included and the location to which they are installed.

Table 3. Runtime files for WebSphere eXtreme Scale. The following table lists the Java archive (JAR) files that are
included in the installation. The installation location is relative to thedirectory that you choose during the

installation.

File name

Environment

Installation location

Description

wxsdynacache. jar

Client and server

1ib

The wxsdynacache. jar file contains the necessary
classes to use with the dynamic cache provider.

wsobjectgrid.jar

Local and client

1ib

The wsobjectgrid.jar contains the eXtreme Scale
local, client, and server run times.

ogagent.jar

Local, client, and
server

1ib

The ogagent. jar file contains the runtime classes that
are required to run the Java instrumentation agent
that is used with the EntityManager APL

ogsip.jar

Server

1ib

The ogsip.jar file contains the eXtreme Scale Session
Initiation Protocol (SIP) session management runtime

that is compatible with WebSphere Application Server
Version 6.1.x.

sessionobjectgrid.jar

Client and server

The sessionobjectgrid.jar file contains the eXtreme
Scale HTTP session management runtime.

sessionobjectgridsip.jar

Server

1ib

The sessionobjectgridsip.jar file contains the
eXtreme Scale SIP session management runtime that is
compatible with WebSphere Application Server
Version 7.x.

wsogclient.jar

Local and client

1ib

The wsogclient. jar file installed when you use an
environment that contains WebSphere Application
Server Version 6.0.2 and later. This file contains only
the local and client runtime environments.

wxssizeagent.jar

Local, client, and
server

1ib

The wxssizeagent.jar file is used to provide more
accurate cache entry sizing information when using
Java runtime environment (JRE) Version 1.5 or later.

oghibernate-cache.jar

Client and server

optionalLibraries/ObjectGrid

The oghibernate-cache. jar file contains the eXtreme
Scale level 2 cache plug-in for JBoss Hibernate.

ogspring.jar

Local, client, and
server

optionalLibraries/ObjectGrid

The ogspring.jar file contains support classes for the
SpringSource Spring framework integration.

xsadmin.jar

Utility

optionalLibraries/ObjectGrid

The xsadmin. jar file contains the eXtreme Scale
administration sample utility.

ibmcfw.jar
ibmext.jar
ibmorb.jar

ibmorbapi.jar

Client and server

optionalLibraries/ObjectGrid/
endorsed

This set of files includes the Object Request Broker
(ORB) runtime that is used for running applications in
Java SE processes.

wxshyperic.jar

Utility

optionalLibraries/ObjectGrid/
hyperic/1ib

The WebSphere eXtreme Scale server detection plug-in
for the SpringSource Hyperic monitoring agent.
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Table 3. Runtime files for WebSphere eXtreme Scale (continued). The following table lists the Java archive (JAR)
files that are included in the installation. The installation location is relative to thedirectory that you
choose during the installation.

File name Environment Installation location Description
restservice.ear Client optionalLibraries/ObjectGrid/ | The restservice.ear file contains the eXtreme Scale
restservice/1ib REST data service application enterprise archive for
WebSphere Application Server environments.
restservice.war Client optionalLibraries/ObjectGrid/ | The restservice.war file contains the eXtreme Scale
restservice/lib REST data service Web archive for application servers
acquired from another vendor.
splicerlistener.jar Utility optionallLibraries/ObjectGrid/ | The splicerlistener.jar file contains the splicer
session/1ib utility for the eXtreme Scale HTTP session manager
filter.
splicer.jar Utility optionallLibraries/ObjectGrid/ | The splicer.jar contains the Version 7.0 splicer

legacy/session/1ib

utility for the eXtreme Scale HTTP session manager
filter.

Table 4. Runtime files for WebSphere eXtreme Scale Client. The following table lists the Java archive (JAR) files that
are included in the installation. The installation location is relative to the [wxs_homé directory that you choose during

the installation.

File name

Environment

Installation location

Description

wxsdynacache.jar

Client and server

1ib

The wxsdynacache. jar file contains the necessary
classes to use with the dynamic cache provider.

ogagent.jar

Local, client, and
server

1ib

The ogagent. jar file contains the runtime classes
that are required to run the Java instrumentation
agent that is used with the EntityManager APIL.

ogsip.jar

Server

1ib

The ogsip.jar file contains the eXtreme Scale
Session Initiation Protocol (SIP) session management
runtime that is compatible with WebSphere
Application Server Version 6.1.x.

sessionobjectgrid.jar

Client and server

1ib

The sessionobjectgrid.jar file contains the
eXtreme Scale HTTP session management runtime.

sessionobjectgridsip.jar

Server

1ib

The sessionobjectgridsip.jar file contains the
eXtreme Scale SIP session management runtime that
is compatible with WebSphere Application Server
Version 7.x.

wsogclient.jar

Local and client

1ib

The wsogclient.jar file installed when you use an
environment that contains WebSphere Application
Server Version 6.0.2 and later. This file contains only
the local and client runtime environments.

wxssizeagent.jar

Local, client, and
server

1ib

The wxssizeagent. jar file is used to provide more
accurate cache entry sizing information when using
Java runtime environment (JRE) Version 1.5 or later.

oghibernate-cache.jar

Client and server

optionalLibraries/ObjectGrid

The oghibernate-cache. jar file contains the
eXtreme Scale level 2 cache plug-in for JBoss
Hibernate.

ogspring.jar

Local, client, and
server

optionalLibraries/ObjectGrid

The ogspring.jar file contains support classes for
the SpringSource Spring framework integration.

xsadmin.jar

Utility

optionalLibraries/ObjectGrid

The xsadmin. jar file contains the eXtreme Scale
administration sample utility.

ibmcfw.jar
ibmext.jar
ibmorb.jar

ibmorbapi.jar

Client and server

optionalLibraries/ObjectGrid/
endorsed

This set of files includes the Object Request Broker
(ORB) runtime that is used for running applications
in Java SE processes.

wxshyperic.jar Utility optionalLibraries/ObjectGrid/ The WebSphere eXtreme Scale server detection
hyperic/1ib plug-in for the SpringSource Hyperic monitoring
agent.
restservice.ear Client optionallLibraries/ObjectGrid/ The restservice.ear file contains the eXtreme Scale

restservice/Tib

REST data service application enterprise archive for
WebSphere Application Server environments.
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Table 4. Runtime files for WebSphere eXtreme Scale Client (continued). The following table lists the Java archive
(JAR) files that are included in the installation. The installation location is relative to thedirectory that you
choose during the installation.

File name Environment Installation location Description
restservice.war Client optionalLibraries/ObjectGrid/ The restservice.war file contains the eXtreme Scale
restservice/1ib REST data service Web archive for application
servers acquired from another vendor.
splicerlistener.jar Utility optionalLibraries/ObjectGrid/ The splicerlistener.jar file contains the splicer
session/lib utility for the eXtreme Scale HTTP session manager
filter.
splicer.jar Utility optionalLibraries/ObjectGrid/ The splicer.jar contains the Version 7.0 splicer
legacy/session/1ib utility for the eXtreme Scale HTTP session manager

filter.

Using the Installation Factory plug-in to create and install
customized packages

Use the IBM Installation Factory plug-in for WebSphere eXtreme Scale to create a
customized installation package (CIP) or an integrated installation package (IIP). A
CIP contains a single product installation package and various optional assets. An
IIP combines one or more installation packages into a single installation workflow
that you design.

Before you begin

Before you create and install customized packages for eXtreme Scale, you must
first download the following products:

+ [IBM Installation Factory for WebSphere Application Server|

+ [IBM Installation Factory plug-in for WebSphere eXtreme Scale]

About this task

Using the Installation Factory, you can create a CIP by combining a single product
component with maintenance packages, customization scripts, and other files.
When you create an IIP, you aggregate individual components, or installation
packages, into a single installation package.

Build definition file

A build definition file is an XML document that specifies how to build and install
a customized installation package (CIP) or an integrated installation package (IIP).
The IBM Installation Factory for WebSphere eXtreme Scale reads the package
details of the build definition file to generate a CIP or an IIP.

Before you can create a CIP or an IIP, you must create a build definition file for
each customized package. The build definition file describes which product
components, or installation packages, to install, the location of the CIP or IIP, the
maintenance packages to include, the installation scripts, and other files that you
choose to include. You can also specify in the build definition file for the IIP the
order in which the Installation Factory installs each installation package.

The Build definition wizard steps you through the process of creating a build
definition file. You can also use the wizard to modify an existing build definition
file. Each panel in the Build definition wizard prompts you for information about a
customized package, such as the package identification, the installation location for
the build definition, and the installation location for the customized package. All of
this information is saved in the new build definition file, or modified and saved in
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an existing build definition file. For more information, see the [CIP Build definition|
and the [[IP Build definition wizard panels,
To create only the build definition file, you can use the command-line interface tool

to generate the customized package outside of the GUI See [“Silently installing af
ICIP or an IIP” on page 37 for more information.

Creating a build definition file and generating a CIP

The IBM Installation Factory plug-in for WebSphere eXtreme Scale generates a
customized installation package (CIP) according to the details that you specify in
the build definition file. The build definition specifies the product package to
install, the location of the CIP, the maintenance packages to include in the
installation, the install script files, and any additional files to include in the CIP.

About this task

You can use the Build definition wizard to create a build definition file and
generate a CIP.

Procedure

1. Run the following script from the IF_HOME/bin directory to start the Installation
Factory:

. I ifgui.sh
o WIIETEN ifgui.bat
Click the New Build Definition icon.

2. Select the product to include in the build definition file, and click Finish to
start the Build definition wizard.

3. Follow the prompts in the wizard.
On the Install and Uninstall Scripts panel, click Add Scripts... to populate the
table with any customized installation scripts. Type the location of the script

files, and clear the check box to continue if an error message is displayed. The
operation is stopped by default. Click OK to return to the panel.

Results

You created and customized the build definition file, and you generated the CIP if
you chose to work in the connected mode.

If the Build definition wizard does not provide you with the option to generate the
CIP from the build definition file, you can still generate it by running the
ifcli.sh|bat script from the IF_HOME/bin directory.

What to do next

Install the CIP. See [“Installing a CIP”| for more information.

Installing a CIP:
Simplify the product installation process by installing a customized installation

package (CIP). A CIP is a single product installation image that can include one or
more maintenance packages, configuration scripts, and other files.
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Before you begin

Before you can install a CIP, you must create a build definition file to specify what
options to include in the CIP. See |’Creating a build definition file and generating a
[CIP” on page 31|for more information.

About this task

A CIP combines and installs a single product component with maintenance
packages, customization scripts, and other files.

Procedure

1. Stop all processes that are running on the workstation you are preparing for
installation. To stop the deployment manager, run the following script:

. PNIT®N profile root/bin/stopManager.sh
o TN profile root\bin\stopManager.bat

To stop the nodes, run the following script:

. BTSN profile _root/bin/stopNode.sh

o WM profile_root\bin\stopNode.bat
2. Run the following script to start the installation:

. BTSN cIP_home/bin/install

o WIS CIP_home\bin\install.bat
3. Follow the prompts in the wizard to complete the installation.

The optional features panel lists the features from which you can choose to
install. However, features cannot be added incrementally to the product
environment after the product is installed. If you choose not to install a feature
with the initial product installation, you must uninstall and reinstall the
product to add the feature.

The Profile augmentation panel lists existing profiles that you can select to
augment with the features of eXtreme Scale. If you select existing profiles that
are already in use, however, a warning panel is displayed. To continue with the
installation, either stop the servers that are configured in the profiles, or click
Back to remove the profiles from your selection.

Results
You successfully installed the CIP.
What to do next

If you are running WebSphere Application Server Version 6.1 or Version 7.0, you
can use the Profile Management Tool plug-in or the manageprofiles command to
create and augment profiles. If you are running WebSphere Application Server
Version 6.0.2, yvou must use the wasprofile command to create and augment
profiles. See [“Creating and augmenting profiles for WebSphere eXtreme Scale” on|

IEage 4§| for more information.

If you augmented profiles for eXtreme Scale during the installation process, you
can deploy applications, start a catalog service, and start the containers in your
WebSphere Application Server environment. See [“Configuring WebSphere eXtreme]
Scale with WebSphere Application Server” on page 205 for more information.
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Installing a CIP to apply maintenance to an existing product installation:

You can apply maintenance packages to an existing product installation by
installing a customized installation package (CIP). The process of applying
maintenance to an existing installation with a CIP is commonly referred to as a slip
installation.

Before you begin
Create a build definition file to specify what options to include in the CIP. See

[“Creating a build definition file and generating a CIP” on page 31| for more
information.

About this task

When applying maintenance with a CIP that contains a refresh pack, a fix pack, or
both, all previously installed authorized program analysis reports (APAR) are
uninstalled by the wizard. If the CIP is at the same level as the product, previously
installed APARs remain only if they are packaged in the CIP. To successfully apply
maintenance to an existing installation, you must include the installed features in
the CIP.

Procedure

1. Stop all processes that are running on the workstation you are preparing for
installation. To stop the deployment manager, run the following script:

. BT®N profile root/bin/stopManager.sh
o WM profile root\bin\stopManager.bat

To stop the nodes, run the following script:

. PN profile root\bin\stopNode.sh

o WM profile root\bin\stopNode.bat
2. Run the following script to start the installation:

. BTSN cIP_home/bin/install

o NI CIP _home\bin\install.bat
3. Follow the prompts in the wizard to complete the installation.

The installation preview summary lists the resulting product version and any
applicable features and interim fixes. Next, the wizard successfully applies the
maintenance, and updates the features of the product.

Results

The product binary files are copied to theproperties/ver‘sion/ni f/backup
directory. You can use the IBM Update Installer to uninstall the update and restore

our workstation. See [“Uninstalling CIP updates from an existing product]
nstallation”| for more information.

Uninstalling CIP updates from an existing product installation:

You can remove CIP updates from an existing product installation without
removing the entire product. Use the IBM Update Installer Version 7.0.0.4 to
uninstall any CIP updates. This task is also referred to as a slip uninstallation.
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Before you begin
You must have at least one existing copy of the product installed on the system.

Procedure
1. Download Version 7.0.0.4 of the Update Installer from the following FTP site:

ftp:/ / ftp.software.ibm.com/software /websphere /cw /process_server /FEP/
UPDI/7004

2. Install the Update Installer. See [Installing the Update Installer for WebSphere]
in the WebSphere Application Server Information Center for more
information.

3. Uninstall any fix pack, refresh pack, or interim fix that you added to your
environment after you installed the CIP.

4. Uninstall any interim fixes that you included in the slip installation. This
process is the same as uninstalling a single fix pack or refresh pack. However,
the maintenance that was included in the CIP is now included in a single
operation.

5. Uninstall the CIP by using the Update Installer. The maintenance levels return
to the pre-update state, and the CIP is denoted by the CIP identifier that is
added as a prefix to its file name. The following example shows how a CIP is
displayed differently than other regular maintenance packages on the
maintenance package selection panel:

CIp

com.ibm.ws.cip.7000.wxs.primary.ext.pak
Results

You successfully removed the CIP updates from an existing product installation.

Creating a build definition file and generating an IIP

The IBM Installation Factory plug-in for WebSphere eXtreme Scale generates an IIP
based on the properties that the build definition file provides. The build definition
file contains information such as which installation packages to include in the IIP,

the order in which the Installation Factory installs each package, and the location
of the IIP.

About this task

You can use the Build definition wizard to create a build definition file and
generate an IIP.

Procedure
1. Run the following script from the IF_HOME/bin directory to start the Installation
Factory:

i UNX ifgui.sh

o WITETEN ifgui.bat

2. Click the Create New Integrated Installation Package icon to start the Build
definition wizard.

3. Follow the prompts in the wizard.

a. On the Construct the IIP panel, select a supported installation package from
the list, and click Add Installer to add the installation package to the IIP. A
panel that displays the package name, the package identifier, and the
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package properties is displayed. To view specific information about the
selected package, click View Installation Package Information. Click
Modify to enter the directory path to the installation package for each
operating system. If you are currently adding an installation package for
WebSphere Extended Deployment, select the checkbox, which provides you
with the option to use the same package for all supported operating
systems. Click OK and return to the Construct the IIP panel. An invocation
is created by default.

* To modify the directory path to an installation package, select the
package from the Installation packages used in the IIP list, and click
Modify.

* To modify an invocation, select the invocation, and click Modify. Specify
the default installation location for the invocation on each operating
system. Specify the location to the response file if you select a silent
installation as the default installation mode.

* Click Add Invocation to add an invocation contribution to the installation
package. A panel from which you can specify properties for the
invocation is displayed.

* Click Remove to remove installation packages or invocations.

4. Review the summary of your selections, select the Save build definition file
and generate integrated installation package option, and click Finish.

Alternatively, you can save the build definition file without generating the IIP.
With this option, you actually generate the IIP outside of the wizard by
running the ifcli.bat | ifcli.sh script from the IF_home/bin/ directory.

Results

You created and customized the build definition file for an IIP.

What to do next

Install the IIP.

Installing an IIP:

Use the IBM Installation Factory plug-in for WebSphere eXtreme Scale to install an

integrated installation package (IIP). An IIP combines one or more installation

packages into a single workflow that you design.

Before you begin

Before you can install a CIP, you must create a build definition file to specify what

options to include in the CIP. See [‘Creating a build definition file and generating]
lan IIP” on page 34| for more information.

About this task

An IIP can include one or more generally available installation packages, one or
more CIPs, and other optional files and directories. By installing an IIP, you
aggregate multiple installation packages, or contributions, into a single package, and
you then install the contributions in a specific order to complete an end-to-end
installation.
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Procedure
1. Run the following script to start the wizard:

. BTSN 11P_home/bin/install

o NI I1P_home\bin\install.bat

2. Click About on the Welcome panel to view the details of the IIP, such as the
package identifier, the supported operating systems, and the included
installation packages.

Optional: To modify the installation options for each package, click Modify.

Optional: Two View Log buttons are displayed on the wizard panel. To view
the log of each package, click the View Log button that is displayed next to the
table that lists the installation packages. To view the overall log details of the
IIP, click the View Log button that is displayed next to the status information.

3. Select the installation packages to run, and click Install. A list of all the
contributions in the order of invocation that the IIP contains is displayed. To
designate which contribution invocations should not be run during the
installation, clear the checkbox located next to the Installation name field.

Results

You successfully installed an IIP.

Modifying an existing build definition file for an IIP:

You can edit or add to the properties of an IIP to further customize the installation.
About this task

To change the properties of an IIP, modify the existing build definition file.

Procedure

1. Run the following script from the IF_HOME/bin directory to start the Installation
Factory:
. ifgui.sh
o WM i fgui.bat

2. Click the Open Build Definition icon, and select the build definition file that
you want to modify.

3. Select the specific properties of the IIP that you want to modify. The following
list contains the possible modifications that you can make:

* Change your current mode selection. In connected mode, you create the
build definition for use, and optionally generate the IIP, from your current
workstation. In disconnected mode, you create the build definition file for
use on another workstation.

* Add or remove the existing operating systems that the IIP supports.
 Edit the existing identifier and version for the IIP.

* Edit the target location for the build definition file.

 Edit the target location for the IIP.

* Change whether to display an installation wizard for the IIP. The wizard
provides information about the IIP and the installation options when the IIP
runs.
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¢ Add, remove, and edit the installation packages that are contained in the IIP.

Important: If you added a supported operating system and you have not
updated the properties of the installation package in the IIP, you receive a
warning message stating that the selected contributions do not contain
installation packages that are identified for all of the operating systems that
the IIP supports. Click Yes to continue, or click No to edit the installation
package.

4. Review the summary of your selections, select Save build definition file and
generate integrated installation package, and click Finish.

Silently installing a CIP or an IIP

You can silently install a customized installation package (CIP) or an integrated
installation package (IIP) for the product by using either a fully-qualified response
file, which you configure specifically to your needs, or parameters that you pass to
the command line.

Before you begin

Create the build definition file for the CIP or IIP. See [“Creating a build definition|
ffile and generating a CIP” on page 31| for more information.

About this task

A silent installation uses the same installation program that the graphical user
interface (GUI) version uses. However, instead of displaying a wizard interface, the
silent installation reads all of your responses from a file that you customize, or
from parameters that you pass to the command line. If you are silently installing
an IIP, you can invoke a contribution with a combination of options that you
specify directly on the command line, as well as options that you specify in a
response file. However, any contribution options that you pass to the command
line causes the IIP installer to ignore all of the options that are specified in a
specific contribution's response file. See the detailed [IIP installation optiong for
more information.

Note: You must specify the fully-qualified response file name. Specifying the
relative path causes the installation to fail with no indication that an error
occurred.

Procedure

1. Optional: If you choose to install the CIP or IIP using a response file, first
customize the file.

a. Copy the response file, wxssetup.response.txt, from the product DVD to
your disk drive.

b. Open and edit the response file in the text editor of your choice. The file
includes comments to assist the configuration process and must include
these parameters:

* The license agreement

* The location of the product installation

Tip: The installer uses the location that you select for your installation to
determine where your WebSphere Application Server instance is installed. If
you install on a node with multiple WebSphere Application Server
instances, clearly define your location.
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C. Run the following script to start your customized response file.

. PT®N install -options /absolute_path/

response_file.txt -silent

o INIIITEM install.bat -options C:\drive_path\response_file.txt
-silent

2. Optional: If you choose to install the CIP or IIP by passing certain parameters
to the command line, run the following script to start the installation:

. install -silent -OPT
silentInstallLicenseAcceptance=true -OPT
installlocation=install_location

o MW install.bat -silent -OPT silentInstalllicenseAcceptance=true
-OPT installlLocation=install location

where install_location is the location of your existing WebSphere Application
Server installation.

3. Review the resulting logs for errors or an installation failure.
Results

You silently installed the CIP or IIP.

What to do next

If you are running WebSphere Application Server Version 6.1 or Version 7.0, you
can use the Profile Management Tool plug-in or the manageprofiles command to
create and augment profiles. If you are running WebSphere Application Server
Version 6.0.2, you must use the wasprofile command to create and augment
profiles.

If you augmented profiles for eXtreme Scale during the installation process, you
can deploy applications, start a catalog service, and start the containers in your
WebSphere Application Server environment. See [“Configuring WebSphere eXtreme]
[Scale with WebSphere Application Server” on page 205| for more information.

wxssetup.response.txt file:

You can use a fully qualified response file to install WebSphere eXtreme Scale or
WebSphere eXtreme Scale Client silently.

CAUTION:

Do not add trailing slashes, such as / or \, to the end of the installation location
paths. These paths are specified with the installLocation attribute. Adding a
slash to the end of the installation location can cause the installation to fail. For
example, the following path would cause the installation to fail:

-OPT installLocation="/usr/IBM/WebSphere/eXtremeScale/"

The path should be specified as:
-OPT installLocation="/usr/IBM/WebSphere/eXtremeScale"

Response file for WebSphere eXtreme Scale full installation

iddddssdddddddssddddddaasdddddaasdddddaaasddddsadddddaadadaddadii
#

# IBM WebSphere eXtreme Scale V7.1.0 InstallShield Options File

#
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Wizard name: Install
Wizard source: setup.jar

This file can be used to configure Install with the options specified below
when the wizard is run with the "-options" command line option. Read each
setting's documentation for information on how to change its value.

Please enclose all values within a single pair of double quotes.

A common use of an options file is to run the wizard in silent mode. This lets

the options file author specify wizard settings without having to run the

wizard in graphical or console mode. To use this options file for silent mode

execution, use the following command line arguments when running the wizard:
-options "D:\installImage\WXS\wxssetup.response" -silent

Note that the fully qualified response file name must be used.

SR SR SR S SR S SR SR SR SR SR SR SR SR SR SR Sk

ifgddddsdddaaddsadddaaddssdddasddsadsdaddssadtaditsdsdasddgadmdaadaaadiaiiai
ifgdddzaddssdddsaddssaddssdsssddtdddssddtssddssadisditsdddsaddssdddsaddsadiaii
License Acceptance

Valid Values:
true - Accepts the Ticense. Will install the product.
false - Declines the license. Install will not occur.

If no install occurs, this will be Togged to a temporary log file in the
user's temporary directory.

By changing the silentInstalllLicenseAcceptance property in this response file
to "true", you agree that you have reviewed and agree to the terms of the

IBM International Program License Agreement accompanying this program, which
is Tocated at CD_ROOT\XD\wxs.primary.pak\repository\legal.xs\license.xs. If
you do not agree to these terms, do not change the value or otherwise
download, install, copy, access, or use the program and promptly return the
program and proof of entitlement to the party from whom you acquired it to
obtain a refund of the amount you paid.

SeoSR SR SR SR SR S SR SR SR SR SR SR SR SR SR SR SR SR

-OPT silentInstallLicenseAcceptance="false"

ldgdddzsddssdddssddsgadissdassddtdddssddtsgsddssadtsdidsdddgadigsdddadisddadad
# Non-blocking Prerequisite Checking

#

# If you want to disable non-blocking prerequisite checking, uncomment

# the following line. This will notify the installer to continue with

# the installation and Tog the warnings even though the prerequisite checking

# has failed.

#

#-0PT disableNonBlockingPrereqChecking="true"

[fddddsdsdsdsdadasdadsdsdsdsdadadadddasdadsdsdsdsdsdadtdgddsdadaaadgdadadaaadasi
Install Location

The install Tocation of the product. Specify a valid directory into which the
product should be installed. If the directory contains spaces, enclose it in

double-quotes as shown in the Windows example below. Note that spaces in the

install Tocation is only supported on Windows operating systems. Maximum path
length is 60 characters for Windows.

Below is the Tist of default install Tocations for each supported operating
system when you're installing as a root user. By default, in this response
file, the Windows install Tocation is used. If you want to use the default
install Tocation for another operating system, uncomment the appropriate

SR SR SR SR SR S SR SR SR SR SR SR
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default install location entry (by removing '#') and then comment out
(by adding '#') the Windows operating system entry below.

The install Tocation is used to determine if WebSphere eXtreme Scale should
be installed as a stand-alone deployment or if it should be integrated with
an existing WebSphere Application Server installation.

If the location specified is an existing WebSphere Application Server or
WebSphere Network Deployment installation, then eXtreme Scale is integrated
with the exising WebSphere Application Server. If the Tocation specified is
a new or empty directory, then WebSphere eXtreme Scale is installed as a
stand-alone deployment.
Note: If the install Tocation specified contains a previous installation of
WebSphere eXtreme Scale, WebSphere eXtended Deployment DataGrid or
ObjectGrid, the installation will fail.
AIX Default Install Location:

-0PT installLocation="/usr/IBM/WebSphere/eXtremeScale"
HP-UX, Solaris or Linux Default Install Location:

-OPT installLocation="/opt/IBM/WebSphere/eXtremeScale"

Windows Default Install Location:

-0PT installlLocation="C:\Program Files\IBM\WebSphere\eXtremeScale"

S S S 3 I I S S I I I HE Ik I I

If you are installing as a non-root user on Unix or a non-administrator on
Windows, the following default install locations are suggested. Be sure you
have write permission for the install Tocation chosen.
AIX Default Install Location:

-OPT installlLocation="<user's home>/IBM/WebSphere/eXtremeScale"
HP-UX, Solaris or Linux Default Install Location:

-0PT installlLocation="<user's home>/I1BM/WebSphere/eXtremeScale"

Windows Default Install Location:

-0PT installlLocation="C:\IBM\WebSphere\eXtremeScale"

tH#### A A A AR A AR A AR RS A A A A A A A A A A A A A A A A A A A A

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#

= =

Optional Features Installation

Specify which of the optional features you wish to install by setting each
desired feature to "true". Set any optional features you do not want to
install to "false".

The options selectServer, selectClient, selectPF, and selectXSStreamQuery are
only valid when the installlLocation option above contains an installation of
WebSphere Application Server. The options are ignored on an WebSphere eXtreme
Scale standalone installation.

On the WebSphere eXtreme Scale standalone installation, the eXtreme Scale
server and client are automatically installed. The feature options for the
eXtreme Scale standalone installation are selectXSConsoleOther and
selectXSStreamQueryOther.

This option, when selected, installs the components that are required to run
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# WebSphere eXtreme Scale servers and the eXtreme Scale dynamic cache service

# provider. If this option is selected, then the WebSphere eXtreme Scale Client
# must also be selected by being uncommented and set to a value of "true".

# Otherwise, silent install will FAIL.

#

-OPT selectServer="true"

#

# This option, when selected, installs the components that are required to run
# WebSphere eXtreme Scale client applications. If the Server option is selected
# above, then this option must also be selected by being uncommented and set to
# a value of "true" or silent install will FAIL.

#

-OPT selectClient="true"

#

# This option, when selected, installs the components that are required to run

# the WebSphere eXtreme Scale Console. If this option is selected, the install

# location specified above must be a new or empty directory because the console
# option is only valid for WebSphere eXtreme Scale stand-alone deployment. To

# install this option, the following option line must be uncommented and and set
# to a value of "true".

#-0PT selectXSConsoleOther="false"

#

# The following options, if selected will install DEPRECATED functionality.
#

# This option selects WebSphere Partition Facility for installation.

# This functionality is DEPRECATED. To install this option, the following
# option Tine must be uncommented and set to a value of "true".

#

#-0PT selectPF="false"

#

# This option selects WebSphere eXtreme Scale StreamQuery for WAS for

# installation. This functionality is DEPRECATED. To install this option,

# the following option Tine must be uncommented and set to a value of "true".
# If this option is selected, then the WebSphere eXtreme Scale Client

# must also be selected by being uncommented and set to a value of "true".

# Otherwise, silent install will FAIL.

#

#-0PT selectXSStreamQuery="false"

#

# This option selects WebSphere eXtreme Scale StreamQuery for J2SE for

# installation. This functionality is DEPRECATED. To install this option,

# the following option Tine must be uncommented and set to a value of "true".
# If this option is selected, then the WebSphere eXtreme Scale Client

# must also be selected by being uncommented and set to a value of "true".

# Otherwise, silent install will FAIL.

#

#-0PT selectXSStreamQueryOther="false"

lfgdddzsddssdddssddssadissdsssddtgdddssdddsgsddssadipsditsdddgaddssdddaddsadiaai
Profile Tist for augmentation

Specify which of the existing profiles you wish to augment or comment the
line to augment every existing profiles detected by the intallation.

To specify multiple profiles, use comma to separate different profile names.

#
#
#
#
#
#
# For example, "AppSrv01,Dmgr01,Custom01". The Tist must not contain any spaces.
#

-OPT profileAugmentList=

#H###H R A FHF AR F R A A S AR AR E R A A A AR
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Tracing Control

The trace output format can be controlled via the option
-0OPT traceFormat=ALL

The choices for the format are 'text' and 'XML'. By default, both formats will
be produced, in two different trace files.

If only one format is required, use the traceFormat option to specify which
one, as follows:

Valid Values:

text - Lines in the trace file will be in a plain text format for easy
readability.
XML - Lines in the trace file will be in the standard Java logging XML

format which can be viewed using any text or XML editor or using the
Chainsaw tool from Apache at the following URL:
(http://1ogging.apache.org/log4j/docs/chainsaw.html).

The amount of trace info captured can be controlled using the option:
-OPT tracelLevel=INFO

Valid Values:

Trace Numerical

Level Level Description

OFF 0 No trace file is produced

SEVERE 1 Only severe errors are output to trace file

WARNING 2 Messages regarding non-fatal exceptions and warnings are
added to trace file

INFO 3 Informational messages are added to the trace file
(this is the default trace level)

CONFIG 4 Configuration related messages are added to the trace file

FINE 5 Tracing method calls for public methods

FINER 6 Tracing method calls for non public methods except
getters and setters

FINEST 7 Trace all method calls, trace entry/exit will include

SHe S Tk Tk e e S T S e S S T Sk S S S S Sk Sk S S S S 3k S S S S Sk 3R S S S Sk 3k SR SR S Sk

parameters and return value

Response file for WebSphere eXtreme Scale Client installation
tH###### A # AR AR A AR RS AAAAAAAAA A A AR A A A A A A A A A A A A A

#

# IBM WebSphere eXtreme Scale Client V7.1.0 InstallShield Options File

#

# Wizard name: Install

# Wizard source: setup.jar

#

# This file can be used to configure Install with the options specified below

# when the wizard is run with the "-options" command Tine option. Read each

# setting's documentation for information on how to change its value.

# Please enclose all values within a single pair of double quotes.

#

# A common use of an options file is to run the wizard in silent mode. This lets
# the options file author specify wizard settings without having to run the

# wizard in graphical or console mode. To use this options file for silent mode
# execution, use the following command line arguments when running the wizard:
#

# -options "D:\installImage\WXS_Client\wxssetup.response" -silent

#

# Note that the fully qualified response file name must be used.

#
ifgdddgaddgadddgadddaaddgsdatadataaddadsdgaddtaaddgaddadgaagdgadgdaaddadadiid

iggaddddddddddddddddddddsadasaannaaaaaaaaaasa s aaaaaaa s a
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License Acceptance

Valid Values:
true - Accepts the Ticense. Will install the product.
false - Declines the license. Install will not occur.

If no install occurs, this will be Togged to a temporary log file in the
user's temporary directory.

By changing the silentInstalllLicenseAcceptance property in this response file
to "true", you agree that you have reviewed and agree to the terms of the

IBM International Program License Agreement accompanying this program, which

is located at
CD_ROOT\WXS_Cleint\wxs.client.primary.pak\repository\legal.xs.client\license.xs.
If you do not agree to these terms, do not change the value or otherwise
download, install, copy, access, or use the program and promptly return the
program and proof of entitlement to the party from whom you acquired it to
obtain a refund of the amount you paid.

SoSR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR Sk

-OPT silentInstallLicenseAcceptance="false"

ldgdddzsddgsdddgsddgsaddssdadsddddddssddtgaddssadtadapsdddsaddgsdddgaddsadadai
Non-blocking Prerequisite Checking

#
#
# If you want to disable non-blocking prerequisite checking, uncomment

# the following line. This will notify the installer to continue with

# the installation and Tog the warnings even though the prerequisite checking
# has failed.

#

#-

OPT disableNonBlockingPrereqChecking="true"

[fdddddsdsdsdsdddasdadsdsdadsdadadadddasdadsdsdsdsddaddtddsdadadadgdadadaadasd
Install Location

The install Tocation of the product. Specify a valid directory into which the
product should be installed. If the directory contains spaces, enclose it in

doubTe-quotes as shown in the Windows example below. Note that spaces in the

install Tocation is only supported on Windows operating systems. Maximum path
length is 60 characters for Windows.

Below is the Tist of default install Tocations for each supported operating
system when you're installing as a root user. By default, in this response
file, the Windows install Tocation is used. If you want to use the default
install Tocation for another operating system, uncomment the appropriate
default install location entry (by removing '#') and then comment out

(by adding '#') the Windows operating system entry below.

The install Tocation is used to determine if WebSphere eXtreme Scale should
be installed as a stand-alone deployment or if it should be integrated with
an existing WebSphere Application Server installation.

If the location specified is an existing WebSphere Application Server or
WebSphere Network Deployment installation, then eXtreme Scale is integrated
with the exising WebSphere Application Server. If the Tocation specified is
a new or empty directory, then WebSphere eXtreme Scale is installed as a
stand-alone deployment.

Note: If the install Tocation specified contains a previous installation of
WebSphere eXtreme Scale, WebSphere eXtended Deployment DataGrid or
ObjectGrid, the installation will fail.

AIX Default Install Location:

SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR SR S SR S SR S SR SR
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# -OPT installLocation="/usr/IBM/WebSphere/eXtremeScale"

i HP-UX, Solaris or Linux Default Install Location:

i -0PT installLocation="/opt/IBM/WebSphere/eXtremeScale"

;

# Windows Default Install Location:

fOPT installlLocation="C:\Program Files\IBM\WebSphere\eXtremeScale"

If you are installing as a non-root user on Unix or a non-administrator on
Windows, the following default install locations are suggested. Be sure you
have write permission for the install Tocation chosen.
AIX Default Install Location:

-OPT installlLocation="<user's home>/IBM/WebSphere/eXtremeScale"
HP-UX, Solaris or Linux Default Install Location:

-OPT installLocation="<user's home>/IBM/WebSphere/eXtremeScale"

Windows Default Install Location:

S T Fe e S S T 3R e SR S S 3k SR SR e

-0PT installlLocation="C:\IBM\WebSphere\eXtremeScale"
[fggddzaddssdddsaddasaddssddasdddsdddsadddsaddssdddsaddasdddsaddssdddsaddsdddsad
Profile 1list for augmentation

Specify which of the existing profiles you wish to augment or comment the
line to augment every existing profiles detected by the intallation.

To specify multiple profiles, use comma to separate different profile names.
For example, "AppSrv0l,Dmgr0l,Custom@l". The Tist must not contain any spaces.

He o e e ¥R I I I

-OPT profileAugmentList=""

liggidzaddgsdddsaddasaddssddpsdddsdddssdddsaddssdddsaddssdddaddssdddsaddsddddii
Tracing Control

The trace output format can be controlled via the option
-OPT traceFormat=ALL

The choices for the format are 'text' and 'XML'. By default, both formats will
be produced, in two different trace files.

If only one format is required, use the traceFormat option to specify which
one, as follows:

Valid Values:

text - Lines in the trace file will be in a plain text format for easy
readability.

XML - Lines in the trace file will be in the standard Java Togging XML
format which can be viewed using any text or XML editor or using the
Chainsaw tool from Apache at the following URL:
(http://1ogging.apache.org/log4dj/docs/chainsaw.html).

The amount of trace info captured can be controlled using the option:
-OPT tracelLevel=INFO

Valid Values:

S S S S IR 3R S S I I3 3 S S 3 3 I S S I 3 I I S IR 3
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# Trace Numerical

# Level Level Description

# oo o el
# OFF 0 No trace file is produced

# SEVERE 1 Only severe errors are output to trace file

# WARNING 2 Messages regarding non-fatal exceptions and warnings are
# added to trace file

# INFO 3 Informational messages are added to the trace file

# (this is the default trace level)

# CONFIG 4 Configuration related messages are added to the trace file
# FINE 5 Tracing method calls for public methods

# FINER 6 Tracing method calls for non public methods except

# getters and setters

# FINEST 7 Trace all method calls, trace entry/exit will include

# parameters and return value

Creating and augmenting profiles for WebSphere eXtreme

Scale

After you install the product, create unique types of profiles and augment existing
profiles for WebSphere eXtreme Scale.

Before you begin

Install WebSphere eXtreme Scale. See [“Installing WebSphere eXtreme Scale o1
[WebSphere eXtreme Scale Client with WebSphere Application Server” on page 26|
for more information.

Augmenting profiles for use with WebSphere eXtreme Scale is optional, but is
required in the following usage scenarios:

* To automatically start a catalog service or container in a WebSphere Application
Server process. Without augmenting the server profiles, servers can only be
started programmatically using the ServerFactory API or as separate processes
using the start0OgServer scripts.

* To use Performance Monitoring Infrastructure (PMI) to monitor WebSphere
eXtreme Scale metrics.

* To display the version of WebSphere eXtreme Scale in the WebSphere
Application Server administrative console.

About this task
Running within WebSphere Application Server Version 6.0.2

If your environment contains WebSphere Application Server Version 6.0.2, use the
wasprofile command to create or augment profiles for WebSphere eXtreme Scale
as shown in the following example:

was_root/b1‘n/wasprofﬂe.sh|bat -augment -profileName dmgr_01
-templatePath "C:/ProgramFiles/IBM/WebSphere/AppServer/profileTemplates/xs_augment/dmgr"

See the wasprofile command|in the WebSphere Application Server Information
Center for more information.

Running within WebSphere Application Server Version 6.1 or Version 7.0
If your environment contains WebSphere Application Server Version 6.1 or Version

7.0, you can use the Profile Management Tool plug-in or the manageprofiles
command to create and augment profiles.
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What to do next

Depending on which task you choose to complete, launch the First steps console
for assistance with configuring and testing your product environment. The First
steps console is in theﬁ rststeps\wxs\firststeps.bat directory.
You can also create or augment additional profiles by repeating any of the
preceding tasks.

Using the graphical user interface to create profiles

Use the graphical user interface (GUI), which is provided by the Profile
Management Tool plug-in, to create profiles for WebSphere eXtreme Scale. A profile
is a set of files that define the runtime environment.

Before you begin

You cannot use the GUI to augment profiles in the following scenarios:
* 64-bit installations of WebSphere Application Server:

The profile management tool does not exist for 64-bit installations of WebSphere
Application Server. Use the manageprofiles script from the command line for
these installations.

* WebSphere Application Server Version 6.0.2:

If you are running WebSphere Application Server Version 6.0.2 or WebSphere
Application Server Network Deployment Version 6.0.2, you must use the
wasprofile command to create or augment a profile for WebSphere eXtreme
Scale as shown in the following example:

was_root/bin/wasprofile.sh|bat -create -profileName dmgr_01
-templatePath "C:/ProgramFiles/IBM/WebSphere/AppServer/profileTemplates/xs_augment/dmgr"

See the [wasprofile command| in the WebSphere Application Server Version 6.0
Information Center for more information.

About this task

To use the product features, the Profile Management Tool plug-in enables the GUI
to assist you in setting up profiles, such as a WebSphere Application Server profile,
a deployment manager profile, a cell profile, and a custom profile. You can
augment profiles during or after the installation of WebSphere eXtreme Scale.

Procedure

Use the Profile Management Tool GUI to create profiles. Choose one of the
following options to start the wizard:

* Select Profile Management Tool from the First steps console.
* Access the Profile Management Tool from the Start menu.

* Run the ./pmt.sh|bat script from the install_root/bin/ProfileManagement
directory.

What to do next

You can create additional profiles or augment existing profiles. To restart the
Profile Management tool, run the ./pmt.sh|bat command from the
was_root/bin/ProfileManagement directory, or select Profile Management Tool in
the First steps console.
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Start a catalog service, start containers, and configure TCP ports in your
WebSphere Application Server environment. See[“Configuring WebSphere eXtreme|
[Scale with WebSphere Application Server” on page 205 for more information.

Using the graphical user interface to augment profiles
After you install the product, you can augment an existing profile to make it
compatible with WebSphere eXtreme Scale.

Before you begin

Note: If you are running WebSphere Application Server Version 6.0.2 or
WebSphere Application Server Network Deployment Version 6.0.2, you must use
the wasprofile command to create or augment a profile for WebSphere eXtreme
Scale as shown in the following example:

was_root/bin/wasprofile.sh|bat -augment -profileName dmgr 01
-templatePath "C:/ProgramFiles/IBM/WebSphere/AppServer/profileTemplates/xs_augment/dmgr"

See the [wasprofile command| in the WebSphere Application Server Information
Center for more information.

About this task

When you augment an existing profile, you change the profile by applying a
product-specific augmentation template. For example, WebSphere eXtreme Scale
servers do not start automatically unless the server profile is augmented with the
xs_augment template.

* Augment the profile with the xs_augment template if you installed the eXtreme
Scale client or the client and server.

* Augment the profile with the pf_augment template only if you installed the
partitioning facility.

* Apply both of the templates if your environment contains the eXtreme Scale
client and the partitioning facility.

Procedure

Use the Profile Management Tool GUI to augment profiles for eXtreme Scale.
Choose one of the following options to start the wizard:

* Select Profile Management Tool from the First steps console.
¢ Access the Profile Management Tool from the Start menu.
* Run the ./pmt.sh|bat script from the was_root/bin/ProfileManagement directory.

What to do next

You can augment additional profiles. To restart the Profile Management tool, run
the ./pmt.sh|bat command from the was_root/bin/ProfileManagement directory, or
select Profile Management Tool in the First steps console.

Start a catalog service, start containers, and configure TCP ports in your
WebSphere Application Server environment. See [“Configuring WebSphere eXtreme|
Scale with WebSphere Application Server” on page 205| for more information.

manageprofiles command
You can use the manageprofiles utility to create profiles with the WebSphere
eXtreme Scale template, and augment and unaugment existing application server
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profiles with the eXtreme Scale augment templates. To use the features of the
product, your environment must contain at least one profile augmented for the
product.

e Before you can create and augment profiles, you must install eXtreme Scale . See
“Installing WebSphere eXtreme Scale or WebSphere eXtreme Scale Client with]
WebSphere Application Server” on page 26| for more information.

* If your environment contains WebSphere Application Server Version 6.0.2, you
must use the wasprofile command to create and augment profiles for eXtreme
Scale as shown in the following example:

install_root/bin/wasprofile.sh|bat -augment -profileName dmgr_01
-templatePath "C:/ProgramFiles/IBM/WebSphere/AppServer/profileTemplates/xs_augment/dmgr"

See the wasprofile command|in the WebSphere Application Server Information
Center for more information.

Purpose

The manageprofiles command creates the runtime environment for a product
process in a set of files called a profile. The profile define