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WebSphere Application Server V7

Performance Leader

SPECjAppServer2004 Performance SPECjBB2005 Performance

(Total Configuration Value Comparison) (Identical Hardware Performance)

Oracle WebLogic 10.2 JDK
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10 Years of IBM WebSphere Performance Leadership

= FIRST to publish SPECj2001 & SPECj2002
= FIRST and ONLY company to publish

SPECj2002 Distributed SPECjEnterprise2010: EjOPS per second
= FIRST to publish SPECj2004 oracle: 0
» Was the only vendor to publish for over (never published)
13 months

» Held #1 spot for 60% of the time
= FIRST to publish
SPECjEnterprise2010 (JEES)

IBM WAS: 7903
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Power7 and WAS
Simplify Web Facing Application Deployment

IBM WebSphere Application Server 7

1 JVM .
AIX TL4 ) g
64 bit IBM Power 750
16 threads o e
3.55GHz

Competitive application server

1 JVM -
64 bit
16 threads

L WA

Nehalem EP
8 cores

3920

Transactions/sec

73‘%) more work per JVM image

v Simpler configurations

v Better scale for software built
on application server

2260

Transactions/sec
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Runtime Provisioning

Selects only the needed functions for memory and space efficiencies
significantly reducing the application server footprint and start-up times

V6.1 Server V7 Server

Web Container
EJB Container
Web Services
SIP Container

Dynamically ,,
Activated

All
Activated
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WAS V7 Startup Times on Distributed Platforms with
Provisioning On

WAS v7 Startup Time on Distributed Platforms with
Provisioning

= The chart shows comparison of
provisioning on versus

growsmnlng off in J2EE and 100% 1 ogmgy, o 9SHeA%  0a% 03%gyy 9595

ervlet scenario. 90% 1

80% -
70% -
60% -

= Start-up time remained shows
reduction across all the
distributed platforms with
provisioning enabled in the 0
range of 5% to 23%. 2%

10% -

50% -
40%
30% -

% change {Lower is better)

0% -
Windows Linux AlIX HP Solaris

M v7.0JEE i v7 Servlet

System Configuration
Intel Xeon x365 (Prestonia), 4 x 3.00 GHz , Memory: 3.5 GB, L2: 512 KB per processor (WIN 2003 (32-bit))
Linux on PowerPC_POWER®6 15gb RAM - 4 proc - 9117-MMA ( SLES 10 sp2)
PowerPC_POWERS6 15gb RAM - 4 proc - 9117-MMA - AIX 5.3
8 x 1.6 ghz Intel Itanium 2 - 16gb ram - (HP-UX 11.31)
Solaris(t5220) SPARC-Enterprise-T5220 - 64 x 1.2ghz - 32gb ram - Solaris 10 8/07 s10s_u4wos_12b
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WAS v7 Flexible Management

= Supports high latency remote branch servers
= Supports geographically separated data centers
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Flexible Management
For cost effective worldwide growth

= Job Manager for expanded central administration
= Central administration agent for WAS Express and Base

Network
Deployment
Network Cell
Deployment

Cell

WAS
Express
Server
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Benefits of compressed references
64 bit Footprint Reduction
= Access to larger heap space than 32- 40%

bit environments

309’0 T

= Smaller heaps than 64-bit

environments 20%

= Qverall throughput improvements
10%

= More efficient heap utilization

Ocyo T
x86-Windows x86-Linux AlLX

64 bit Throughput Improvements

Get SMALLER, 2o |

15% 1

Get FASTER e :

5% +— —
0%

x86-Windows X86-Linux AlX
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Intelligent Solutions Tailored to Client Needs

Simiplified Intelligent
PDevelopment NManagemeoc

High
Performance

Tivoli Performance Viewer and
Runtime Performance Advisor

| I B

WebSphere Extreme Scale
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Performance Monitoring Infrastructure (PMI)

= Server-side function that collects performance data
from a running application server

= Performance data collected on

» Customer’s application resources
= Example: Custom PMI, EJBs, Servlets/JSPs, Web Services, etc.
» WebSphere run-time resources
= Example: JVM memory, thread pools, database connection pools, etc.
» System resources
= Example: CPU usage, total free memory, etc.
» Detailed list of all metrics listed in Information Center
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PMI Data Collection Metrics

= QOrganizes PMI metrics into
categories

» Basic — J2EE components, CPU
usage, HTTP session info

» Extended — Basic + additional
WebSphere resources (WLM,
Dynamic Cache, etc.)

» Fine-grained control to
enable/disable individual metrics

= Sequential update

» Causes all PMI counters to be
updated sequentially

» Enabling adds additional overhead

» If PMI is enabled after the server is
started, the server needs to be

restarted to start the PMI.

Statistic
set

None
Basic

Extended

All
Custom

Description

All statistics are disabled.

Statistics specified in J2EE 1.4,
as well as top statistics like CPU
usage and live HTTP sessions
are enabled. This set is enabled
out-of-the-box and provides
basic performance data about
runtime and application
components.

Basic set plus key statistics %
from various WebSphere
Application Server components
like WLM and Dynamic caching
are enabled. This set provides
detailed performance data
about various runtime and
application components.

All statistics are enabled.

Enable or disable statistics
selectively.
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The Integrated Tivoli Performance Viewer

Tivali Performance Yiewer

Tivoli Performance Viewer

Tivoli Performiance Viewer > AppServerl

The perfarmance data for this server.

I:‘ More informmation about this
| Refresh | | View Module(s) |
= appgerert 0 |
1000 .
= Agwisor Statistics
Settings -# JVM Ru:Hes
Surnmary Reports 80.0 F <+ JVM RuUse
El‘ Petformance Modules
M-S Statictics
Lyt ing 7] 60.0 -
[ | JDBC Connection Poals 2
HAManager I
o s 40.0 \ —¥ ‘\ *_,r*’*\.
[ Jca connection Poals - =
JyM Runtime
Object Pool

C

|:| Serlet Session Manager

[ | Thread Pools
Transaction Manager

[ 1 web spplications

workload Management

200

U-U 1 1 1 1
4:35:50 PM 4:37:08 PM4:38:17 PM 4:39:26 PM 4:40:34 PM

Time

=R

Reset To Zero

|| Clear Buffer || Wiew Table
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Runtime Performance Advisor (Performance and
Diagnostic Advisor )
= SystemOQOut.log Example:

[4/2/04 15:50:26:406 EST] 6aB3e321
TraceResponse W CWTUNOZ0Z2W:
Increasing the Web Container thread
pool Maximum Size to 48

might improve performance.
Additional explanatory data follows.

Average number of threads: 48.

Configured maximum pocol size: 2.

This alert has been issued 1 time (s)
in a row.

The threshold will be updated to
reduce the

overhead of the analysis.
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Options for Self-Optimizing WebSphere

» WebSphere Virtual Enterprise, WebSphere Extreme Scale
» WebSphere Application Server

“Assisting users”

“Self-optimizing”

Advisors
Level 1: Basic 2: Managed 3: Predictive 4: Adaptive 5: Autonomic
Description Rely on reports, Management software Individual components IT components IT components
product and manual in place to provide and systems collectively able to collectively and
actions to manage IT facilitation and management tools monitor, analyze and automatically
components automation of IT tasks able to analyze and take action with managed by business
recommend actions minimal human rules and policies
intervention
Benefits Greater system Reduced dependency Balanced Business policy
awareness on deep skills human/system drives IT
Faster/better decision | nteraction management

Improved productivity

making

IT agility and resiliency

Business agility and
resiliency
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Application
y Virtualization
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Virtualization

Application
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Ensures SLAs are met

Application Priority Avg. CPU
Name Utilization
ERA&% High a9
FRTA% Medium 5%
HBRAK Low 36%

B #1:
B AR AR

Application Server Pool
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Global Financing Institution

= Background = Challenges

» Stock trading applications » Consolidate servers and optimize hardware
» Tax and settlement resources
applications

» Internal operations
applications (e.g. trouble

» Ensure SLAs of applications are met
» Implement a chargeback system

tickets o L
) » Increase availability of applications
Prior to Jan 2008 July 2008
Application Server WAS ND 6.0 WAS ND 6.1
Virtualization, QoS & Management | N/A Virtual Enterprise 6.1

# of Machines 32 14
Hardware Mixed Blades
Operating System Windows Linux
# of Applications 22 42+
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Caching and Scalability

Client i |

Application Application Application
Server Senver Server
E ﬁ(‘% Cache Cache Cache

Management
Functicns
(Reports, ...)

horizontal scaling
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Modern Application Infrastructure Topology

Web Server Tier App Server Tier D rid | Database Tier

e

e

software - B

WebSphere | Ktre
Application Server '

Information Management

IBM HTTP Server DB2 UDB
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WebSphere eXtreme Scale based Cache Operation

« Cluster Coherent cache

» Cache capacity determined by
cluster size, not individual JVM
Size

* No invalidation chatter

« Cache request handling handled
by entire cluster and is linearly
scalable

*Load on EIS is lower

*No cold start EIS spikes

* Predictable performance as load
increases

Cache cluster can be co-located
with the application or run in it’'s
own tier.

e Cached data can be stored
redundantly
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Extreme scalability is becoming extremely common

Fantasy sports web infrastructure

» Before: 60ms response time
against Database

» After: WXS improved to 6ms
response time

» 450k concurrent users

» 80k requests per second up to 1M
in 2011

» 6 weeks from concept to production

- Support transaction-intensive services
- Deliver consistent & predictable response times

- Take action on growing volumes of business events

- Scale with simplicity and lower cost
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Summary

= WebSphere provides many tools to assist in tracking
down performance problems

= WAS embedded Tivoli Performance Viewer (TPV)
and runtime performance advisor allows you to
visualize and analyze performance data with advice.

= WebSphere Virtual Enterprise provides features like
policy based workload management, application
health management, application edition
management, and so on.

= WebSphere Extreme Scale improve performance by
getting data close to the transaction that needs it.




