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An Introduction to
IBM Natural Language Under standing

An IBM White Paper

This white paper was written for anyone who is interested in learning about
Natural Language Understanding (NLU) technology, particularly asit is applied
within the realm of voice applications. It isbroad in scope, aimed at anyone from
a company CEO to an application devel oper.



Page 2 of 12 10/25/2001 Version 1.0

Executive Overview

Businesses face many challenges today, not the least of which is finding ways to operate more
efficiently. Take customer service as an example. It isan expendve proposition, and the less
time a customer spends spesking directly with a customer service representetive, the better it is
for the enterprise (shorter cdls cost the less money). Many businesses have thus adopted a
self-service approach to customer service, through web-based solutions or telephone keypad
driven Interactive Voice Response (IVR) systems. But businesses can operate even more
effidently with Natural Language Understanding (NLU) systems. Through amore natural
interaction with an IVR system or aweb sSite, users can understand how to complete their
transactions more quickly and more easily. The speed of the transaction should improve, which
can reduce cdl time and thus decrease the cost of providing customer service. Decreased call
times a0 can increase cdll transaction volume.

Ancther challenge facing businesses today is customer satisfaction and retention. Most
customers are familiar with and use 1V R-based sdlf-service systems. But they aso desire
anything that taks to them to behave more like a human in terms of understanding,
conversationd ability, and persondity. Providing the end user with a pleasurable, comfortable
experience is aso important.

Natura Language Understanding combines breakthrough research and development in the fields
of voice recognition, linguigtics, satigtics, human factors, and artificid inteligence. The
technology can make the interaction between people and computer gpplications more intuitive
and effective. When NLU is combined with speech recognition, the user is able to speak ina
more unstructured, conversationd style, resulting in a more comfortable and productive user
experience.

Asyou can probably imagine, the technology behind NLU is quite complex. Let’slook at the
following example and see how an NLU application might work:

System: "Welcome to our Mutual Funds Trading System. How can
| help you?"

User: "I’d like to buy more Fidelity please"

System: "You currently own 500 shares of Fidelity Magellan. How many
shares would you like to buy?"

User: “What' s the going price?”

System: “The current price of Fidelity Magellan is ... What else can
| do for you?

User: "Hmmmmm...I think 1’1l buy 300 more"

System: "Purchasing 300 shares of Fidelity Magellan at market

price...please say yes to confirm.”
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User: “ No, make that 2000 dollars”

System: “ Purchasing 2000 dollars of Fidelity Magellan at market
price...please say yes to confirm.”

User: “Doit.”

System: “ 400 shares of Fidelity Magellan purchased at market price.

What else can | do for you?”

When the user says “I'd like to buy more Fiddlity please” the software must extract the
meaning from what was said. Clearly, there are extrawords in this sentence -- words that
don't effect the meaning of the sentence -- and the software must extract the pertinent words
from the sentence to determine its meaning. In this sentence, the key concepts are “buy” (an
action), “more’ (implying afund the user dready owns), and “Fiddity” (afund company).

Asyou can see from its response, the application determined that the user ownsthe Fiddity
Magdlan fund and asks how many shares the user would like to buy. In this example, the user
responds NOT with the number of sharesto buy, but with atotally different question, “What's
the going price?” Theuser isin control of the conversation, not the application. At this
point, the gpplication must “switch gears’ and obtain the current price of afund. From the
conversation history (that is, what was previoudy said by the user), the application knows
that the user wants the price of Fiddity Magdlan.

The next thing the user saysis“Hmmmmm...I think I'll buy 300 more.” Again, the gpplication
must extract meaning from this sentence; in this case, the key words are “buy” and *“300.”
Again, the gpplication can use conversation history to determine the fund to buy (Fiddity

Magellan).

When the gpplication confirms the purchase of 300 shares, the user responds “ No, make that
2000 dallars” and the application confirms the purchase of $2000 worth of Fiddity Magellan.
The user responds “Do it,” and the application completes the transaction.

From the user’ s perspective, the process sesems simple. Interacting with the gpplication should
be very amilar to interacting with alive human agent (in this case, a mutud funds broker). And
that’ s the whole point of NLU -- dlow the user to get things done for himsdf/hersdf, but ina
much more pleasant, productive fashion than previous systems have dlowed.
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NL U Components
Conceptually, NLU technology is comprised of two components:
* Natural Language Dialog - Theway in which auser can provide input to the gpplication
and the way the gpplication responds to the user.
* Natural Language Processing - The work done by the software to process what was
sad by theuser. Essentidly, this means that meaning is extracted from the didog and from

the conversation history.

Let’s examine these two components a little more closdly.

Natural L anguage Dialog

There are essentidly three types of interactions -- or dialog styles -- that are available to
software applications:.

 Directed didog

* Mixedinitiative didog

* Naurd language didog

Inadirected dialog, the application isin control of the interaction. It directs the user to

perform a specific task by asking for information at each turn of the didog, expecting pecific
words or phrasesin response. Here is a smple example of a directed diaog application:

System: "Welcome to the IBM Directory Dialer. Please say the location”
User: "West Palm Beach”

System: "West Palm Beach...Please say the name"

User: "Kim Kemble"

System: "West Palm Beach...Kim Kemble...Dialing..."

Y ou can see that this gpplication directs the user to provide very specific regponses at each turn
inthedidog. Fird, the gpplication asks the user to say the location. When avadid location is
provided, the application then asks the user to say the name of the person. With those two
pieces of information, the gpplication can then dia the correct telephone number.

Y ou can design very effective, highly usable directed didog applications. Remember, though,
that the gpplication isin contral in this type of interaction, not the user, and the user isdlowed to
say only avery specific set of words and phrasesin avery specific order. Some users want
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more control and flexibility in their interaction with the gpplication... That’ s where the other two
didog styles comeinto play.

The second didog style is known as mixed initiative. Thisstyle of interaction dlows the user
to have as much or aslittle control as he or she desires. In amixed initiative diadog, users can
provide more input than what is being requested a a particular turn inthe didog, andina
different order than it may be expected in. Take the example shown here:

System: "Welcome to the IBM Directory Dialer. Please say the location”
User: "West Palm Beach...Kim Kemble"
System: "West Palm Beach...Kim Kemble...Dialing..."

The application requests alocation, but the user responds with both alocation and name. Ina
mixed initiative didog, that's OK! The agpplication grabs both pieces of information and
continues from there -- in this case, it completes the transaction, because al of the required
information (alocation and aname) was provided in asingle utterance.

In this same example, if the cdler had said "Kim Kemble...West PAlm Beach', the gpplication
should il be able to decipher the utterance correctly, even though it isin a different order than
expected. Asyou canimagine, it takes much more intelligence in the gpplication to support a
mixed initiative diaog, and more complexity in the design of your gpplication grammars as well,
but the usability payoff can be sgnificant.

Thefind didog syle isknown as natural language conver sation. Inanaturd language
diaog, the user enjoys a more unstructured, conversationa interaction with the gpplication, as
illugrated in the following example:

System: "Welcome to the IBM Directory Dialer. How can | help you?"
User: "I'd like to call Kim Kemble in Palm Beach please”

System: "West Palm Beach - Kim Kemble. Isthiscorrect?

User: "I need her cell phone number™

System: "The cell phone number is 561-465-8336. What else can | do?"
User: "Well, I think I'll just leave her a message.”

System: "Dialing West Palm Beach - Kim Kemble - voice mail..."

Even though it'sasmple interaction, you can see that the caler is pesking more naturdly. In
the firg utterance (“I’d like to call Kim Kemble in Palm Beach please”), the gpplication must
extract the pertinent information (“Kim Kemble”) and the location (“Palm Beach”). 1t must
aso determine that “Pam Beach” isredly “West PAm Beach.”

A naturd language application also uses conversation history to decipher an utterance. Inthe
second utterance (“I need her cell phone number”), the gpplication must again extract the
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pertinent information -- in this case, “cell phone number.” It dso determinesthat "her" is
referring to Kim Kemble, ance that is the context within which the user was previoudy

gpesking.

Natural L anguage Processing

Asyou've seen in the previous examples, NLU gpplications offer alot more flexibility in the
way the user providesinput. The user can say things many different ways, alowing the context
of the conversation to augment what is said. Asaresult of an NLU interaction, the speech
recognition and meaning extraction chalenges are consderable.

NLU aso dlowsthe user to provide more than one piece of information at atime. Repesat
users of avoice-driven gpplication will know ahead of time al the choices that are needed to
complete atransaction and will want to accelerate the process. Problems associated with
entering multiple pieces of information in asingle "turn” include arbitrary subsets of necessary
choices aswell as highly varied syntax for specifying the information. The speech recognition
and information extraction problems are again more difficult because of the greeter variety of
things that can be said.

NLU capability (and mixed initiative dialog, for that maiter) extends system design complexity
sgnificantly. Speech recognition must alow a much broader variety of input. Additiona
technology must be employed to be able to resolve absiractions, glean the meaning of arbitrary
inputs, and to dlow complex trangitions from one type of transaction to another. At the same
time, conversationd history must be used to "inherit" parameters.

There are two approaches to how NLU can be implemented:

e  Grammar-based NLU
e Statigical NLU

Let’s examine grammar-based NLU fird. In thistype of system, al potentia user utterances
(words, phrases, and sentences) must be explicitly predefined to the system in the form of a
grammar (or multiple grammars). Grammars are much more than just aligt of the possble
words and phrases. There are syntactical rules and expressions that can be employed to define
variability and flexibility in what can be said.

Let’s see what this meansin terms of an example. How many way's can someone ask for the
price of amutud fund?

“What'sthe priceof ...”
“Give methepriceof ...”
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“ Gimmethe priceof ...”

“Can | havethepriceof ...?”
“1"d like to know the price of ...”
“What's ... going for these days?”
“ What' s the market value of ...?”
“Tel methepriceof ...

“ Get me the latest quoteon ...”
“1 need the current priceof ...”

And soon. You can definedl of these sentences (and much, much more) as possihilitiesina
grammar. And you're going to want to do that -- to reflect dl of the things that your users are
going to say. You canimagine, though, that the grammar is going to get quite complex quite
quickly, and thet effective grammar design requires sgnificant linguistic and humean factors
experience.

Furthermore, the main limitation of agrammar isthat if the user says something (aword, phrase
or sentence) that is not explicitly defined in the grammar, no matter how much flexibility and
variability you've dlowed for, it will not be recognized. For example, if the caller says*® Can |
PLEASE have the price of ...” and that was not defined in the grammar, it would not be
recognized by the gpeech recognition software. And that defeats the purpose of NLU.

There is atechnique known as word spotting where grammars are used to extract possible
meanings from utterances. This technique alows greeter flexibility in what the user can say.
However, because the recognition and meaning extraction functions in word spotting systems
are o tightly coupled, the extent of the meanings that can be extracted in this type of
grammar-based system is restricted.

Now let'slook at Statistical NLU systems. These sysems employ amodel of utterances rather
than a pecification of al potentid utterances. These models are typicaly derived from actua
conversationd data. By definition, amode isasmaller object that represents alarger object.

In the case of datistical NLU, the larger object that the mode representsis an entire language
domain. Mutud funds, trave, or weather are dl language domains.

The gtatisticd NLU modd contains enough information to effectively represent the larger
language domain, but it does not contain every possible utterance. Using atificid intelligence,
linguistic knowledge, and conversation history, adatistical NLU system can correctly process
and interpret the correct meaning from unanticipated utterances (whereas grammar-based
systems require exact, verbatim utterances that have a specific match within the grammar).

Thus gatistica NLU, which separates the recognition vocabulary and phrase congtruction from
the meaning extraction function enables a broader input st. 1t dlows handling ambiguous
meanings, inferred meanings, context based evauation, and many other congtructs and
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techniques which provide aricher understanding of the recognized text than is possible with
grammar-based systems.

NLU Application Development

Without question, NLU technology adds complexity to the development of voice gpplications.
This complexity can affect the crestion of the language modd, the application devel opment
environment, and the application execution environment. Even so, NLU can provide benefits to
both the enterprise and the end user that far outweigh the costs of implementation.

Let’slook at both the grammar-based NLU and statistical NLU in terms of how each approach
affects the development of an NLU application.

Creating the language modedl

An NLU didog is created by specifying alanguage modd. The language model definesthe
gpeech recognition domain for the system. It defines the potentia utterances that may be
gpoken by the user and recognized by the system. This language mode may be specified in one
of two ways. ether by developing grammars or by developing a statistical mode.

As discussed in the previous section, grammar-based NLU requires considerable effort be
invested in developing a syntactical specification -- agrammar or set of grammars -- that defines
al of the potentia utterances the user can say and the system can recognize. To enable even a
moderate amount of flexibility in the way users can provide input, grammars can become quite
complex quite quickly. Furthermore, in the end, if the user says something that’s not defined
within the grammar, the application is not going to recognize what the user said, and that is
contrary to the objectives of an NLU system.

It is very difficult to account for every possble way the user is going to say something. Although
explicit grammars can be used to create NLU systems, creeting such grammars requires very
high linguistic expertise. Anyone wanting a persond feding for this should look a a grammar
designed smply to accept natura numbers or amounts. Furthermore, the more flexibility and
variability thet is alowed in the input, the longer it takes to develop the corresponding
grammars. This can increase the timdine to implement and test the application, thus increasing
the overdl project cost.

Thisisnot to imply that NLU language models are not complex in themsalves. However, in the
datistical NLU system, the language model creetion process is more automated than the
grammar-based approach, where complicated grammars are hand-crafted. The NLU language
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mode is crested usng astatistical training process based on actua conversational data. By
automating the process, these complex models can be generated without the heavy dependence
on expensive linguidtic kills required for grammar based NLU solutions.

Development environment

Grammar-based NLU application development closely matches the way voice gpplications are
developed today. There are grammar development skills dready available in the industry, abeit
typicadly smpler in nature than what is required for NLU capability. Thus, grammar-based
NLU genegdly resultsin ashorter initid implementation timeline than datistica NLU
goplications.

Statigtical methods based on training systems from actual conversationa input provide amore
"cookbook" approach to the devel opment of voice gpplications. NLU systems not only
provide tools to creste the language modd, as discussed, but aso provide tools that tie together
al the agpects of avoice gpplication, including speech recognition, meaning extraction and
didog control.

Satidicd NLU sysems requires alarger initid system implementation than grammar-based
solutions for new domains. Data collected is highly domain specific (weether gpplication datais
not usable for astock application). Thus, it typicaly takeslonger to develop a pilot system than
does a grammar-based solution.

Application execution environment

As grammar complexity increases, the sze of the grammars dso increases. The system
requirements to support these grammars grow aswell. Thus, thereisa potentid limit to the Sze
of grammars that can be handled, and there are dso performance tradeoffs to consder. For
example, response time from the speech recognition engine increases with the sze and
complexity of the active grammars, thus resulting in processing delays that may be perceivable
by the end user. Recognition accuracy may degrade with larger and more complex grammars,
not to mention the problem we' ve discussed severd times -- that if the user says something
that’ s not in the grammar, it won't be recognized. Findly, the number of concurrent speech
recognition engines you can run per CPU may be limited as aresult of the Sze of the grammars
the gpplication supports. At acertain point of complexity, then, grammar-based NLU systems
hit alimit.

On the other hand, NLU systemstypically have grester initid system requirements to support
the execution environment because of the complexity of the data extraction and conversation
history. However, the language mode can be extended without affecting the overal system
footprint.
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The Opportunity for NLU

Whileit is clear that NLU brings many benefits to the enterprise and to the end user, not dl
goplications are suitable for NLU. Many smple gpplications do not warrant the investment in
NLU due to the minimd incrementa value that NLU would bring to the business. This coupled
with the limited devel opment resources typicaly available for such applications would make
NLU implementation prohibitive.

Additiondly, NLU can provide the atraction of deploying the latest technology, which gppeds
to many businesses as a differentiator. 1t can aso apped to the end user asaway to use the
latest technologica advancements.

IBM Solutions

IBM Natura Language Understanding (NLU) technology alows a user to interact with
computer gpplications in much the same way as they would when degling with a person. IBM
NLU adds a natural dimension to speech technology by supporting unstructured, conversational
diaog rather than requiring the user to speak specific commands. It puts the user in control of
the interaction, diminating long menu options, keypad-driven transactions, and
hard-to-remember commands for easy, transparent access to information and services.

With IBM NLU, the user interacts with the system in much the same manner as when
conversng with another human. This meansthat a very large vocabulary -- avirtudly unlimited
set of words and phrases -- can be spoken.

IBM NLU systems use Statigtically-based models which provide more flexibility and robustness
than traditiond methods. IBM's NLU diminates the limitations of speech recognition grammars
that are typically used in speech applications today and provides tools that can make the
gpplication development process easier and quicker.

With gatistica language modeling supporting wider recognition, and statistical parsang dlowing
more flexible meaning extraction from user utterances, the third pillar of the IBM NLU solution
is built upon sophigticated didog management. A form-based diaog manager providesthe
flexibility to process naturd diaog containing interjected context changes, anbiguous
information, extraneous information, and complicated interdependencies. The form didog
manager provides the cdl flow designer with automatic selection of the most appropriate
prompts, integrated confirmation of spoken, inferred, and inherited val ues, computationa
support to infer the user’s gods so that information can be recognized prior to actua need, and
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many other festures needed when the user isin control of the dialog, rather than when the
system isdirecting the didog.

IBM can provide services to help you redize the benefits of this sate-of-the-art technology.
For more information, please visit our Web gSite at ibm.com/software/voice or e-mail any
inquiries to Talk2M e@us.ibm.com.

For a demongtration of IBM’s NLU technology in action, call the Mutua Funds demo at
1-877-842-8642 (or outside of the U.S,, cal 1-972-402-5963).

Conclusion

The last decade has seen an explosion in the deployment of 1VR systems and, even more
recently, in the deployment of speech recognition solutions. NLU technology can take the
convenience and usability of these systems to another level by enabling amore intuitive,
comfortable and productive interaction for end user, which can increase customer satisfaction
and retention.

NLU solutions offer sgnificant benefits to both the enterprise and the end user. They dlow
users to not only get things done for themsdlves (self-service means decreased cost of business),
but dso to get those things done in amanner that’s comfortable and pleasant.

Natura Language Understanding (NLU) technology is aso leading-edge, and businesses
offering NLU solutions will be able to differentiate themsdaves from their competitors.
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Notices

The following paragraph does not gpply to the United Kingdom or any other country where such
provisons are inconsstent with local lav: INTERNATIONAL BUSINESS MACHINES
CORPORATION PROVIDES THISPUBLICATION "ASIS' WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS
FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of express or implied
warranties in certain transactions, therefore, this satement may not apply to you.

This information could include technica inaccuracies or typographica errors. Changes may be
periodicaly made to the information herein; these changes will be incorporated in new editions of the
publication, if any. IBM may make improvements and/or changes in the product(s) and/or the
program(s) described in this publication a any time without notice.

Any referencesin this information to non-IBM publications are provided for convenience only and do

not in any manner serve as an endorsement of those Web sites or publications. This informetion is not
part of thiswhite paper and should be used or viewed at your own risk.

IBM isatrademark or registered trademarks of Internationa Business Machines Corporation in the
United States, other countries or both.
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