)

IBM SAF International Competence Center

Give more Power to SAP! ]S]CC'??"

- combine the power of SAP® business solutions
with IBM Power System™ and AIX™ strengths

... combining our strengths

Milan Otajovic, SAP Global Alliance
motajovic@sk.ibm.com
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...New Members 2012

All ready to run

Power 795

Power
780

Business Suite

Power
720/740

Power
710/730

IBM PureFlex
System
p460 i3
T
Co Blades PowerLinux p260 * " *

/R1/7R2

T
p4L|
-
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POWERY Is Another Building Block in a Lasting Partnership

A successful cooperation and technology integration
between SAP and IBM

= e Iy
= New AIX JVM (J9) improves SAP NetWeaver environment / vl [ PP

R -/
= POWER Live Partition Mobility (LPM) Ow ER?

— Move running SAP instances from one server to another

= AIX Workload partitions
— Alean and fast approach of OS virtualization

» |ntegration of PowerVM™ / AlX virtualization metrics into SAP C

» |ntegration of PowerVM and Systems Director with SAP Landscape
Virtualization Manager for Cloud like operations

Optimized SAP NetWeaver Kernel (PBO, profile based
optimization) for POWER platforms (ships 3Q2012 w/ NW 7.31)

S © 2012 IBM Corporation
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The New SAP NetWeaver 7.31_EXT PBO kernel

Additional capacity and/or performance for existing SAP systems — for free!
—Consistent improvements have been monitored in controlled environments.

—Customers may experience different gains per their individual workload profile.

Newer AlX and compiler options can increase efficiency of executables running on
the POWER platform.

—Tangible result of IBM SD benchmark leadership expertise
—Supported for AIX Version 6.1 TL2 or higher, not restricted to POWER7(+)

—NetWeaver 7.31_EXT can replace older NW 6.x and 7.x kernels

Installation of PBO Kernel can be as easy as a
simple SAP Kernel switch

T iy

Improvements may result in tangible customer benefits:

—Faster processing of ABAP based SAP transactions and batches
—Have seen improvements on DB-Servers , too

—Less system utilization driving an identical workload
=» more capacity per server

6 © 2012 IBM Corporation



POWERY — designed for mission critical SAP applications

Dual Clocks

Operating System
p 2 770/780/795

Hot patch Kernel
Storage Keys

Concurrent Add: 770/780
Eliminates Upgrade outages

Hot Plug / Removal
Fans & Power Supplies

Concurrent Service 770/780
Eliminates Repair Outages

Hot Plug / Removal
PCI-X & PCle Adapters
IO Drawers

Passive backplane
No active components

Hot Plug / Removal

Disks First Failure Data Capture

Help eliminates intermittent failures

Hot Add ; _
/O racks Hypervisor
Processors Mainframe technology

Dynamic De-Allocation
Memory Packaging

Chip Kill technology with Instruction Retry Mobility
Bit-steering Alternate Processor Recovery Partition Mobility

& © 2012 IBM Corporation



Power Systems Top Others Iin
SAP Sales & Distribution Benchmarks

Using newest IBM Technology:

*POWER7+@3,72GHz
*AIX 7.2 96-core 126000
«DB2 V10 Pnwer 780N (ﬁ
n
O
1b-socket 75600 %
12-socket U
(@]
64-socket 50400 C
8-socket SPARC 3
8-socket ”
Intel EX
4-socket 4-socket = 25200
Sandy Bridge
s BB | 0
Fujitsu RX500 S7 Power 750 HP DL980 G7 Power 780 Sun M9000 Power 780 Power 795 Power 795
Xeon POWER7 Xeon POWER7 SPARC POWERT7+ POWER7 POWER7
4/32/64 4/32/128 8/80/160 8/64/256 64/256/512 12/96/768 16/128/512 32/256/1024
# 2012029 # 2010004 # 2011021 # 2010013 # 2008042 # 2012033 # 2010042 # 2010046
56,832
2012033 09/11/2012 http://www.sap.com/solutions/benchmark/sd2tier.epx

"nn"
RIH
il
“nr“
)

]
(0]
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Dynamic Platform Optimizer DPO

Automatically aligns virtual machine resources to the optimal resource topology

* Eliminates performance affects of dynamic resource changes or mobility

= Key Features

Partition placement (memory, virtual CPUs) optimized
dynamically to improve affinity

Available for Power 770,780, and 795 at no charge
Operating system agnostic

OS adjusts to new affinity properties after optimization
operation. Full supported with

AIX: 6.1 TL8+, AIX 7.1 TL2+

IBMi: 7.1

» Client /SAP Application Benefits

Improved performance in a cloud environment
Consistent transaction dialogue times

= As of 10/2012 we have not yet tested DPO in an SAP
application environment.

As a native POWER feature does not require formal SAP
certification

We expect DPO to behave transparent and improve system
behavior, in particular for large Power Systems and
instances

During Re-Allocation of LPARs, SAP performance will be
impacted, not apply during prime shift

Partition Y
Memory
|
| |
Partition Y Partition Z
Pr r ..
Processors ocessors Partition Z
Memory
[ ]

Free LMBs

Partition X  Partition Y
Processors Processors

I
Partition Z
Processors

© 2012 IBM Corporation



TWO partners for mission critical
SAP Business Applications

« IBM Owns Systems and much of the
Stack:

— 1/O drawers / memory management unit
— Processors

— Other required chips

— Hypervisor and VIOS

— Device drivers

— PCI adapters (validated)

— Operating system

— Middleware

— Clustering software (PowerHA
SystemMirror, System Pools)

— Management Software (IBM Systems
Director)

 Significantly improves availability

* Reduces problem determination
complexity

Hardware RAS is more than just
processor RAS

Caches, I/0O Controllers, Power Subsystems,
Memory, I/O sub-systems I/O Adapters, Firmware

CEC
AlX, IBM i, or Linux \
FSP | Driver | | Driver | Due to multiple OS
PowerVM Requirements
Hardware Layer
FSP|| |crul||cpul|cpul|cpu |s abstracted and

Documented using
Interfaces between
I/O Drawer PowerVM and OS
And PowerVM
And hardware
service processors

PCIl | [PCI | « « « |PCI

Dedicated Service Processor does most
CEC error determination/fault isolation
OS and Hypervisor Independent

10 © 2012 IBM Corporation



PowerVM is the Starting Point for SAP Cloud Computing

Cloud-Computing

IBM Cloud SCE
SAP Automation and Service Management Offerings
SAP Landscape Virtualization Manager - Hosted services
SAP Post-Copy Automation - Technology /
SAP Solution Manager Components

Server Virtualization (Hypervisors)
PowerVM

VMware

Storage Virtualization
XIV - today

SAN Volume Controller, Storwize
V7000

Infrastructure Monitoring and Management
IBM Systems Director and Plug-Ins

VMControl, Storage Control
IBM FlashCopy Manager

SAP Filesystem Cloning

landscape

11
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The Power Ecosystem is Extended for Cloud Computing

e oy

Elastic Capacity PowerVM Live PowerVM Dynamic

(CoD) for Power Partition Virtualization Platform

System Pools Mobility Performance Optimizers
iImprovements Advisor

Provides resource Offers faster Proactively provides Consistently

flexibility and usage response to performance monitors and
based accounting of changing business  optimization optimizes allocation
a public cloud for needs recommendations of High End

on-premise clouds Systems’ workloads

Autonomous and interactive ways of
establishing and maintaining optimal SAP
application performance and system
utilization

Enables agility for adapting SAP
infrastructure to project and LoB needs.
Fits well to SAP’s non CPU related
licensing model.

.\®

12

IBM Systems
Director /
Flex System
Manager

Enables automated,
workflow oriented
infrastructure
operations

Integration with
SAP Landscape
Virtualization
Management
enable end-to-end
Cloud operations.
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e AIX for SAP Business Applications

e System Management
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New SAP Environments are Growing in Size and Complexity

Multiple Servers for each
SAP System Landscape
are required by SAP

Application
Sarvear .
Multiple system

\/ - 2B landscapes per SAP
S — Application ~SE ¥ Le functional solution

Server

Database

Multiple operational stages per System

2001 2003 2005 2006/7 2008+
1 landscape 2 landscapes 5 landscapes 9 landscapes 14 landscapes
59 batch jobs 2 upgrades/yr 4 parallel rollouts 6 parallel rollouts 9 parallel rollouts
400 users 124 batch jobs 3 upgrades/yr 8 upgrades/yr 8 upgrades/yr
850 users 198 batch jobs 310 batch jobs 412 batch jobs
1400 users 2800 users 3100 users

- 14 © 2012 IBM Corporation




PowerVM V2.2.2 Enhancements, 4Q2012

Technology

= Support for 20 VMs per Core e

= New VIOS Performance Advisor
analyzes VIO Server performance and ==>
recommends optimal settings

» Live Partition Mobility performance
improvements doubles the
concurrency and improves VM
movement performance up to 3x

=

= New VMcontrol support for advanced
PowerVM functions

Linked Clones
IBM i system pool support

» Shared Storage Pool Enhancements
=D

SAP Infrastructure Benefits

Improved flexibility, by allowing more VMs to be executed
on asingle core.

Proactively optimize VIOS performance with
recommendations provided by the performance advisor.
Client benefits from performance experts best practices.

Accelerates VM movement which allows clients to move
VMs faster to balance workload or to evacuate systems
for Maintenance.

Enables faster dynamic change for the business.

Linked Clones accelerate VM deployment by sharing

common components saving storage and time to deploy

IBM i system pool support optimizes resource utilization
and management efficiency

Improved scaling, reliability, availability and serviceability
provides better service to clients.

15 © 2012 IBM Corporation



Processor Utilization Percentage

Combine functional Integration and Consolidation

SAP NetWeaver Bl

POWER Approach

100 \ /

—
if\ — 5 o,
\ / J =9
SN— v A 5%
Web Services B 8
m S
O T 40
o QL
5
.. . ' ‘. 'I g 20

ERP ERP / Dialogue

mySAP ERP

4 UNIX Instances, 4 separate SMPs or Partitions

Web Services

* POWER processor-based systems and manageability features
*Many SAP applications are integrated from a business and  will allow for workload ‘combination’ while still keeping

date perspective but not from a workloads point of view applications distinct
*They are managed as separate servers/LPARs - Improved system efficiency
* Results in low degree of synergy * Less TCO

* Less energy

16 © 2012 IBM Corporation




SAP consolidation without PowerVM Virtual 10

ERP BW | CRM [ SCM = DEV

Frm—— L —

W W HUB Clients

17
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SAP consolidation with PowerVM Virtual 10

Hypervisor (Virtual 10 Adapters)

BW | CRM [SCM = DEV
INT

Jousaylg

I
—
>
D
e
>
(1)
—

HUB Clients

The LPARS get access to the data via the Virtual I/O partitions

18 © 2012 IBM Corporation



Active Memory™ Expansion

uncompressed mem.

Innovative POWERY technology compressed memory
— For AIX 6.1 or later
— For POWERY7 servers

« Uses compression/decompression to effectively expand ~~
the true physical memory available for client workloads A ?\I
\ 4

%
—

 Advanced Memory Expansion is ordered as hardware
feature code (FC). The price is related to the server class.)

» AME has been tested with SAP ERP workload, and

delivered excellent expansion factors (as of March 2010). Power Hypervisor
— SAP customers can use AME today for non-PROD SAP |
— Work is going on to extend support to SAP PROD
e SAP monitoring (CCMS) integration of AME specific metrics Hardware New LPAR Attributes
*  Middleware testing Management » Active Memory
« Information and education of support organizations Console = Expansion On/Off
Memory Expansion
Factor

19 © 2012 IBM Corporation



Active Memory Expansion Value

= Enable more LPAR'’s per server

— Active memory expansion reduces the physical memory
requirements of existing LPAR'’s

— Existing LPAR’s physical memory sizes can be reduced
— Free memory capacity can be used to create more LPAR’s
= Supports SAP consolidation scenarios

» |[ncrease a LPAR’s effective memory capacity

— Active memory expansion can increase the effective memory
capacity of a LPAR

— Enabling active memory expansion for a LPAR and keeping
the LPAR’s physical memory size unchanged increases the
memory available to a workload

=» Supports natural growth and new SAP technologies

LPAR’s Effective

Memoi Caﬁaciti/

LPAR’s Effective
Memory Capacity

20
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e
Active Memory Sharing (AMS) . POWER6E™ feature

=Administration comparable to SPLPARS

SM P1: Desired Mem= 12GB

gy emeny Poct /0 Enitied Mern: 100 MB = No instantaneous memory allocation as

Paging VIOS SM P2: Desired Mem= 8GB

1/O Entitled Mem: 100 MB with cpu CyCIGS!

SM P3: Desiredt Mem= 4GB

/O Entiled Mem: 100 M8 =“Ballooning” policies for memory loaning

Paging Devices

* Not formally supported by SAP for
production use.

“Not yet thoroughly tested with SAP
applications.

Paging Devices

Paging VIOS (PSP)
(1 GB)

edicated

Zﬁ:‘t}gm - PoCs with small SAP instances work fine

(8 GB)

SM SM Partition|SM Partition
Partition 1 2 3

["vscsi - Scalability for large memory sizes ?

Server

“Formal DB vendor support statements
pending (DB2, Oracle, MaxDB)
Shared Memory Manager (SMM)

= Pilot program (non-production environments)
Hypervisor started in 11/09, acquiring additional pilot
customers.

Dedicated
Memory
(9GB)

Shared Memory
Pool
(16 GB)

Free Memory
Pool
(5.5 GB)

= Technical Paper on PW:
http://www.ibm.com/partnerworld/wps/serviet/Content
Handler/POWO03017USEN
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Active Memory Expansion & Active Memory Sharing

Active Memory Expansion

 Effectively gives more memory
capacity to the partition
= “memory expansion”

— Efficiency depends on compressibility of in-
memory content

AIX partitions only

Easy initialization via HMC

Instantaneous effect when activated

Potential of HW assistance
Permanently requires few CPU cycles

22

Active Memory Sharing

= Moves memory from one partition to
another = “memory pooling”
— Latency of memory availability

— Best fit when one partition is not busy while
another partition is busy

= AIX, IBM i, and Linux partitions

Comparably complex to setup

Latency until pooled memory available to
application

= N/A
= No CPU cycles required after memory
allocation done * ECl

FEEEELEE:
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e System Management
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Power Systems’ Strategy = Reduce unplanned outages

| 1. CPU

= Processor Instruction retry
=» Alternate Processor
Recovery

Soft Error

Ru Instruction State
Chechkpoint
CRl=O¥l 4343433
CTm-0¥1 2344324

On Fault I

No Error

2. Memory

Dynamic 1/O bit line repair

» Redirect physical connection
to DIMMSs

3. Server Nodes

= Hot node add

= Concurrent repair

24 © 2012 IBM Corporation



Faster Memory Bandwidth ideally fits growing demand
by SAP applications

POWER5

g i v
W L
i " s
:':" . L

2x DIMM

POWERO

Memory Performance:

Memory Performance:

4x DIMM

POWER?

Memory Performance:
6x DIMM

(AR
DDR2 @ 553 MHz DDR2 @ 553 /667 MHz DDR3 @ 1066 MHz
Effective Bandwidth: Effective Bandwidth; Effective Bandwidth:
1.1 GBIs 2.6 GB/sec 6.4 GB/sec

© 2012 IBM Corporation




POWERY Multi-threading Options

e Certain SAP workload characteristics
benefit from different SMT modes

—Always differentiate “system capacity” = SAPS  { g -

and “performance” of a single thread =

response time @
v
« SMT1: Largest unit of execution work %
e SMT2: Smaller unit of work, but provides greater 3
amount of execution work per cycle =]
 SMT4: Smallest unit of work, but provides the 8
maximum amount of execution work per cycle e
g6
_ <
«Can dynamical shift between modes as required: 04
SMT1/SMT2/ SMT4
: _ 0,2
*Mixed SMT modes supported within same LPAR
— Requires use of “Resource Groups” 0

26

Borelia dvs

V)

A
L

yaleqg dvs

—
X
>

Single-threaded
_|
X
3]

Sequential Job A

SMT1 SMT2 SMT4

© 2012 IBM Corporation




I
IBM SAP Customer experiences

SAP Systems in a Customer Datacenter on a virtualized IBM POWERS Environment
Il

[EIENE]

» Large European Bank . I
e 62 SAP “systems” + HA j !
» Classic sizing = 189 CPUs ,
 Virtualized = 48 CPUs

shared instances

» Consolidated to 4 p570 systems using f ~ 60% avg. util
Shared Processor LPARs and LA o s
MicroPartitioning

* One system ran 21 LPARS, peak usage,
11.5 physical CPUs I Il

* Another ran 18 LPARS, peak usage 11.7
physical CPUS

Isolated instance
< 20% avg. util |

I _ _ Illllllmll |
088888888838885388358883 BBBBB
8888888888888888888888888888
ssssssssssssssssssssssssssss
B8 8888888888 §f88 #8878 A#82a¢8¢8¢8%
® B ®m B m A ®mR m R W ®m ®m = = & = B8 ®8 ®8 @ @ 8 8 8 3= 3 3 3

=3

27
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I
Factors pro CPU Virtualization

* Multiple SAP or other application instances can be consolidated to a Power
based system

* Their workload peaks are statistically well distributed

—At least Micro-Spikes and/or long term distribution

* You can use less time critical application instances for cpu pool buffering

—E.qg., non Production systems like DEV, EDU, TEST etc.
« Automated priority based capacity adjustment during out-of order situations

—HA take overs

—Unplanned load peaks

» Customer has a high demand for immediately deployed (temporary) systems

—E.g., test, demo, migration environments

- 28 © 2012 IBM Corporation
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Sample SAP ERP Workload behaves well

Single Partition in use by DB and AppServer

180% - 100%

160% AME Memory Gain SAP ERP 1 950

140% - 90%
S 120% L e e o — 85% S
5 S 100% T R
= % 80% 7?% more memory for _ T 713% g
.g % 1% additional CPU L ?Dﬂ/l:'.l S
T 60% 1 65% B
S 40% - L

20% l 1 55%

0% [] 50%

mmm Memory gain by AME  —=¢==CPU Utilization

Test configurations held total memory constant at 14.25 GB, varying mix of real and gained memory by AME.
Number of cores was kept constant at 4 cores.

SAP application throughput was kept constant = increase in cpu load caused by AME

Individual load results will vary depending on expansion factor of the SAP applications and data and available

CPU resource

- 29 © 2012 IBM Corporation
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Active Memory Expansion benefits for SAP instances

Throughput

180,0

160,0

140,0 -

TPS

120,0 -

100,0

80,0

heavy OS paging

60,0 -

800 900 1.100 00 1.600

1.000

Users

‘—O—AMEon —&— AME off ‘

1.700

CPU Utilization

500
450
+ 400
+ 350
300
+ 250
40,0 ,.// 1 %00

+ 150
20,0 - + 100

+ 50
0,0 " T 0

800 900 1.000 1.100 1.200 1.300 1.400 1.500 1.600 1.700

100,0

80,0 -

60,0

CPU %

Users

‘ ——1 Avg pi AME off —#— AME on —#— AME off

page-ins per sec

30

* In cases, when server resp. LPAR throughput
is limited by insufficient memory allocation,
AME can help to fully utilize the available CPU
power.

—OS paging is avoided or shifted to a higher
utilization rate

= new SAP technologies, natural growth

* LPARSs can be deployed with fewer real
memory

—Allows for more LPARSs per server and
thus even more compact consolidation
scenarios

=>» SAP system consolidation

e Depending on SAP memory requirements,
customers may be able to stay with smaller or
less DIMMS per box:

—Less TCA
—Headroom for future growth

© 2012 IBM Corporation



Potential real memory savings by AME for SAP customers

450
Potential Memory savings by AME
400
350
Olo
300 - 6‘3 | % —
3 P\%P*V : £ —
g 250 Java savings A - i % ]
s —— ABAP savings {e,cb% \,Gad “U_Tl
£ 200 SAP ABAP/Java mix o =33\ o ——
5 N Q°
= \\l\l %) x> @
= f_}‘p\? ()]
150 = = —————
ufﬁ
<10 ©
e
2\ W
Re
50 - o Java, 107
n 1
_— [ess compresssing
I:I T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T
P AV s &7 qﬁb "Lf'bb‘ %hrp ‘gﬂﬁ ;53% @ﬁ: é}b‘ @rp é}u ﬁ,;;b ,a,‘b:tk
Real Memory slzed/GB
« Real live memory gains by SAP implementations depend on the workload mix
 Internal and customer tests show an potential expansion factor of factor 2x for ABAP based workloads,
about 1,6 for DB-loads.
» See presentation at TechDocs for details: http://w3.ibm.com/support/techdocs/atsmastr.nsf/\Weblndex/PRS3879
iéé?é 31 © 2012 IBM Corporation




AME on POWER7+ offloads compression from SAP Application LPARS

POWER7 AME

1 Work of binary
compress /
decompress

Work of
managing pages

CPU Consumption

]|

Work of
managing pages

 Less CPU for the same

amount of memory expansion
« Can then run more partitions or
work per partition
* If fewer cores needed, may result
in lower software licensing

 OR more memory expansion
for the same amount of

processor

» Better able to relieve memory
shortages and improve
performance

« May be able to do more work

© 2012 IBM Corporation
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Required SW-Levels for POWER7 Systems — all SAP certified

AlIX 5.3 with the 5300-11 Technology Level and SP2, or later

AlIX 6.1 with the 6100-04 Technology Level and SP3, or later

IBM i 6.1 with 6.1.1 machine code, or later. IBM i 7.1 plan mid 2010
SUSE Linux Enterprise Server 10 with SP3 for POWER

SUSE Linux Enterprise Server 11 for POWER, or later

RHEL SoD

VIOS 2.1.2.12 with Fix Pack 22.1 and Service Pack 2, or later

Live Partition Mobility r\
POWERG LPAR needs to run in
POWERG6 / POWER6+ Compatibility Mode

* Migrate partitions between POWERG6 and POWERY7 Servers
—Multiple SAP customers have successfully applied this method
* Leverage POWERG6 / POWERG6+ Compatibility Mode

—Forward and Backward
—Does not allow to run SAP on POWER7 in SMT4 mode

- 34 © 2012 IBM Corporation




AlX - most reliable OS for mission critical SAP Apps

Operating Percentage of Percentage of all
System Critical and High OS Vulnerabilities

Microsoft 73% 27% Vulnerability Disclosures Affecting Operating Systems
2005-2010 H1

Apple 9% 29% 40%
Linux 16% 31% -
HP-UX 2% 1% 0%
Sun Solaris 0% 4% SR
BSD 0% 4%
20%
@AIX 0% 2%>
15%
Others 2% 4%
10%
‘lable 9: Operating systems with the most critical 596

and high vulnerability disclosures, 2010 H1.

0%
2005 2006 2007 2008 2009 2010 H1

—— inux = Apple - » Microsoft = Sun Solaris — BSD

AlIX Dropped off the list due to low vulnerabilities!

*X-Force report — Mid-year 2010 http://www-935.ibm.com/services/us/iss/xforce/trendreports/

35 © 2012 IBM Corporation
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AlX Workload Partitions

 SAP supports WPARs for production systems.
— Shared system WPARs

— No resource control
— DLPARs (Monitoring)

AlIX Image

single memory space

« SAP-Note 1105456 describes supported WPAR environment
prerequisites and restrictions

— System WPARSs only

Workload
Partition

Workload
Partition

« WPAR Application Mobility not supported B

Workload
Partition )

 Benefits for SAP customers

— Less administration efforts for AIX maintenance in LPARS N - “
/ Workload D “"Workload
— Fast to deploy | Partiton | .7 Port_t_oa :
. . . o ' T ' Partition
— Single memory space = real-time memory virtualization, no‘x\ c g
DLPAR operations S S Tt ’

e Customer testimonial April 2012
— “Savings up 2,8GB per SAP system, in sum 60GB for landscape”

—  “Down from 21 to only 2 OS environments to be maintained”
—  “Still own environments from SAP application side”!

- 36 © 2012 IBM Corporation



- 000000/
SAP Solution Package for IBM PowerHA SystemMirror 6.1

 Motivation
— Standardized toolset around the globe

— Support for replicated enqueue scenarios
— Align implementation to SAP recommendations
— Provide SAP specific Best Practices and recommendations

e« Supported SAP scenarios
— ABAP, JAVA and Double Stack w/o ERS and App (optional)

 Tested for NW7.0, 7.20, ECC®6.0, EP6, PI7.1
— 2-tier and 3-tier installations

— Multi-node clusters
— DB2 and Oracle DBs
— HA + DR (PowerHA/XD and SystemMirror Enterprise)

e Solution

— Set of documentation covering Storage, VIOS, AlX and PowerHA for SAP HA installation &
configuration

— PowerHA configuration

— PowerHA start, stop and monitor scripts
e Limitation
— manual setup (not automated) of PowerHA accordingly to Documentation

- 37 © 2012 IBM Corporation



Public PowerHA Best Practices WIKI

Home Solutions +

AIX and UNIX
IBMi

Information Mgmt
Lotus

Rational

Tivoli

WebSphere

Java™ technology
Linux

Open source

S0A and Web services
Web development
XML

Cloud computing
Industries

Feedback

Related links

haWorks (emerging
technalog
+ IBM Academic Initiative
= IBM Virtusl Innovation
Center (Bus. Partners}

- IEM Redboo
= IBM Pr:
= IBM communities

Local sites

Services - Products - Support & downloads - My IBM ~

eloperworks Cashboard = Systems > HOME > Sap

| Overview \ New to \ Forums Y15
SAP and PowerHA

Countryfregion [ select]

[~ Germany ]

N -
=nd PowarHA developerWorks.

Design Motivation

PowerHA Configuration

Standard HA Implementation

Advanced HA Implementation

Failover Test Scenarios
Summary
Download Info

Documentation, and Refsrences

Appendix

Children Hide Children | View

in hierarchy

« last edited by worb on Nov 24, 2010 (view change]

SAP Info on High Availability !

HA Homepage o
Community Ne

SDN

SAP Notes search®

1

| [S4% Smmvize Mashetziaze 1] rmaimd

1. This page is far from
being complete. Please
consider it work in
progress...

Feel free to add your
content, this is a wiki

17|

anced HA Implementation {Systems]

tems)

n

L

Tt o o Y T, T, T

standard HA Impleme

e Link at ISICC-WIKI http://www.ibm.com/developerworks/wikis/display/WikiPtype/SAP+and+PowerHA
» Co-Authors and contributors welcome
— could be established as central SAP with PowerHA repository

—— — —
— — — —
- — —
- E————
- ————
- -
—— — N —
—— — F —
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IBM Systems Director provides a cross-platform management tool

E- Windows Am\zLinux \E‘

AlX PN Administrator

Administrator IBM |

Administrator

VM

VIO Vi

PowerVM
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PowerVM and AIX SAP Monitoring Transaction (stos, 0S07)

= [
Operating System Monitor Edit Goto Environment System Help
@ 210/ Cee CHE DDHL FF @
BCE is3043w AIX is3043w 1 6 00C4A1B04C00 H|erarchy of
& & . . .
aljiefimlis virtualization layers
¥ DHosts BE O ECEEE R EEFEE learlv visib|
DRSN002174954 : o NOow cClearly visiple
ihls63 Snapshot Overview Tue Apr 14 17:23:40 2009 Interval 10 sec.
E i53{]19 Monitoring Category 1 Description Value |Unit | Description Value | Unit
[ isz021 Info Operating system AlXi53043w 16 D0C4ATB Timestamp Tue Apr 14 17:23:40 2009
f53°32 CPU User utilization 0% |Number of CPUs 2
:23067"" System utilization 99 |% | Average processes waiting { 1 min) 0,00
18326 E‘ Idle 1% | Average processes waiting { 5 min) 0,04
(is3s04 E‘ 110 wait 0%  Average prgcesses waiting (15 min} 0,04
< B Snapshot E‘ System calls 205 |Is Context switches 215 |/s
EI cPU E‘ Interrupts 22 s
] CPU Virtualization Host Hardware Id IBM,02104A1B0 Model IBM,9117-MMA. H
Memory ! ! h I
g Disk Maximum Processor Frequency 3504 MHz Processor FowerPC_POWERG I y C a S e rV er
_:. LAM CPU Virtualization Virtual System  Partition Id 21 SMT Mode on
Filesystern Partition Name i53021 Threads 2 L P A R
@ Top 40 CPU processes Fartition Type Cedicated LPAR
a Monitored processes CPU Virtualization Virtual Container Container Mame is3043w Physical CPUs Consumed 0,03 PCPU
Monitor "Operating System” (F Container Type System-Unshared FS WPA R
= ﬂ Previous hours Memory Fhysical memaory 2097152 KB |Free swap size 434 264 |[KB
EI CPU i Free physical memory 972708 KB |Maximum swap size 524 288 KB
ﬁ Memary Fagesin 0lis Actual swap size 524 288 KB
B Disk Pagedin 0 |KBIs Filesystem Cache 81140 |KB
== L Pages out 0//s |InUse 4KB Pages 1402972 KB
J FCSHEET Paged out 0 |KBIs | Useable 4KB Pages 1484112 KB
i @‘ History Configured swap size 524 288 KB
EI CcPuU LAM {summary) FPackets in 0s Errors in 0is
g ger:or].r Fackets out 0s Errors out 0is
_:_ L)I\EI'\I Collisions 0lis FPackets 0s
Filesystem
= g Additional functions
Hardware infarmation
g Operating system log
E} system settings
o Parameter changes
== LAN check with ping (0501) =
7 Administer SAPOSCOL (4]
I % aetinns
[0l [ DKo [ (4[]
[& SAPOSCOL not running (shared memory available) % [ BCE (1) 000 B[ beemain [INs | [~
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E£7SAP MetWeaver Adminisirator - Microsoft Internet Explorer provided by SAP IT ];ﬂgﬁ_'
. Addrass |amw:rm1&;n webdynge 520, cormbe e evvebadbmiry-eminkraeme-errd W B s>
PowerVM behavior shown in Imm-mm wwmw 0
SAP NetWeaver = E“m'"m e
Administrator Console o e Loy e - =
= 3 [Fetrosh | Customize Tobie | || Coen Suteien | Cose Suktres | | [Hestory Conpasison Mode | PR |
I o s 5
J fse o e e e
s o P =
[ HST on e3018 (dava) B HETws3018_HET_OOperatingSy slemCFL Virtualzation Entillemert Consumed Analyze
=Consumed ,entitlement” of e
an LPAR over time R e e
=> history data
. [=]
&) Done % Loca intranet

SAP NetWeaver Administrator Console showing the percentage of consumed entitlement over time
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-]
POWER Specific Memory Metrics in CCMS

=
Operaing System Monflor  Edn Golo  Emvironment  System Help

&G | DO H Qo8 SHB SHLS BE 2
Y13 is3046 AlX is3046 1 6 00F609624C00

Hlﬂlﬂw

]

(e i =1 =10

[ | [FEespenview &) [&] W[ E]W=] o]0 B]é =] n] ] 18] [H]

= gk sdonional funchons
H Hardwars infarmzzan

= 23 Hosls
EHisa04 - Snapshot Memory Fri Oct 28 11:28:52 2010 Interval 10 sec.
B wrrmwarsESi41 | ‘Miznitonng Category “|Descnption waluz|unit |
T i Systems | finfo (Dparating system AL iS3045 1 B 00FG0502
Sl e ! Tinestarms Fri Dcl 20 112252 2010
v Qg 1N] ! E Kemoay Phiysical memary 8.388.808 KB
I[: g,::: = 'Cnnp_qured swap Ee 2621440 KEI
Free swap s@e 2.343.020 KB
Z- E%‘agf:t:ll'n'n'fmmmlm G Waximurm swap size 2621440 KA
i) = Al swikp iz | 2631441 K8
& Hemory |Free _ Be %
B Dizk Fages In 1 Fois
oBa Ly Fages Cul b Fats
3 Fllesyatem |Pagein 4 kais
EL Top 40 CPU pracesses Page Qut | 0 kais
EL Menitared process ss Page in of RAK b %M
2] Manitar “Operaling Sysberm” (RE20) |Page Dt of RAk | 0 Sn
= B Fravinus haurs Fasyslem Cachs 47 MEB
= Systarm mformation Uszeable 468 Pages BED TED KB
| CPuU
&9 Memory
B b=k AME Targes Fackor
o= L AME Aclual Factor
R AU Egandeditenar a1e2 ue
[;S.yr:rurnmrarmmim AMEE True Memory 4096 ME
cpL |AME Dehicd Memory b e
&9 Memary
B Disk
g Luy
E3 Filgsystarn

L]

AME specific section

[E rinaratinn cuvatam lan

| |_ {."‘:‘

« The memory monitoring capabilities are introduced with saposcol version 12.46.
— See SAP-Note #710975 for more details and updated SAP-Note #1464605 titled "POWER7 Active Memory Expansion”.
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IBM SmartCloud Entry for Power

Entry cloud solution that focusses on virtual
machine and OS provisioning and operations.

Independent from SAP stack, but can complement
SAP Cloud solutions. -

S IBN SmartCloud Entry

@ Ciick an apoliance below to wark with the appliance

Welcoms

v" Fast time to value with a solution that is simple -« -

deploy, easy to use and works with existing

[1-10 1
Mame i

infrastructure

AIX 6.1 TL 3 . IDE snapshot & Ok

v" Accelerate infrastructure delivery and speed a3 T wasur

snapshot

service deployment to quickly respond to
Changlng bUS|neSS needs IBM | VER1 snapshot

IBM i ¥TR1 snapshot

Mydpp on AlX Image

v Increase IT efficiency with standardization i A

RHEL & Linux on Pawer

and lower operations cost

SLES 11 Linux an Powar

anapahiol

v' Scale as needed to improve quality and meet
demand with continuous availability

v Enable self service with a simple interface that
provides oversight

44

"nn"
RIH
iy
ln
wl |I|
“ 1]

]

nowc 10 | 20 | 50 | AN Htems

-
& o
& ok
& o

& o

& ox
& oK

& ok

Cloud Administrator = | Halp | About |

» & Cloud Status

+ Waorkload Summary

1 RHEL & Lt
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I
IBM entry cloud configuration for SAP solutions on Power

The entry cloud solution for SAP landscapes.

Lifts IBM Power Systems Cloud capabilities to SAP software layer by
Integrating with SAP NetWeaver Landscape Virtualization Management.

v'Huge time savings for base virtualization and cloud administration tasks in a
SAP environment, by maintaining transparency between all SAP and IBM
layers

v Offered integration and simplified deployment allows customers to respond to
business needs much faster

v'Easy implementation of base use case scenarios, such as SAP instance
provisioning, SAP rename, and SAP post-processing

v Improved responsiveness with automation for key operations like SAP
System Copy, SAP System Cloning

v'Better insight with capacity management and monitoring of all SAP and IBM
layers

v'Enables self service with a simple interface that provides oversight

v'The solution is upgradeable and expandable to advanced cloud offerings
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PowerVM and Systems Director Integrate with SAP Cloud Technology

IT ADMIN & & SAP BASIS

o
0. "

. .

o 0

. LN

. e
.......
..........................................................................................................................
"~
.

----------------------------------------------------
.
.
.
.
.
.
S
o

0
.
.

SAP Solutlon Manager
IBM Systems Director / FSM e =
: SAP Lands =
Topology view = ar : e
) 27 . = V|rtuaI|zat|on Mé aqem«enntm .
Virtualization metrics arge : =
. re 1t j_Ei l-'r L D.; Bs e L e
I(.)l;e parFlt_lon_mob|I|[¥:5... =i bl = N =
rovisionin T v —— T = —
p Eg—ll‘ - .ALM et —— v o Vet Ko P m—
“‘& - e F e — =
:i__./i!- - -_E"" ;:‘....,"., < p| HEE E s
M — - SAP instance prowsmmng
SAP rename -
SAP post-processing

4 T )
\

QT e @ T

IBM Tivoli Storage
FlashCopy Manager

Database / storage cloning

Find a comprehensive presentation on this topic on TechDocs:
“Introduction to an Integral IBM / SAP Cloud Solution for SAP
Landscape
Management”
http://w3.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS4803

jjn
#
N
»
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» Technology

— Roadmap

— Processor Leadership

— Green Technology built in | “aonm |
— Common architecture from Blades to High-end

"0
« Performance -
— Power Systems scalability 200
— Performance leadership in a variety of workloads 10
— Best per core / per system performance -
—Memory and |10 bandwidth -

Virt I/O Server
ve|e

Single SMP Hardware System

* Virtualization
— Consolidate to higher levels

— Virtualize Processors, Memory, and 1/0O

— Dynamic movement of Partitions and Applications

— Reduce infrastructure costs

* RAS — T
— Power Systems mainframe inspired RAS features R - :-:
— Hot Add support / Hot Maintenance = e E:__ 2 -
— Alternate Processor Recovery ——
— Operating Systems Availability Leadership o =_":_
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Integration: The Power Systems advantage -

-

PowerVM"

= x86 Competitors’ approach: = IBM Power Systems approach:
— Start with generic motherboard — Start with leadership CPU
— Insert third-party CPU — Design industrial-strength server

— Install third-party hypervisor — Integrate world-class virtualization
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I
Conclusion — Why Power Systems for SAP?

« TCO =  SAP landscapes often have large # Leadership performance per core,
of instances both prod & non-prod virtualization + reduced middleware costs
when priced pe

=  SAP migrations are disruptive,

* Risk expensive . ized due t

Mainfram
~ 4

* Unplanned outage  Business critical nature of SAP, ;
_agai

avoidance even Bl and SCM mean that
outages can result in huge
business cost

p 1 |

) Z\Ilacl)rildn:r?cgutage = Multiple shifts, batch workloads

and/or global single instance mean
that systems operate 24/7/365

Operations

simplification = Personnel and facilities often cost
3 to 4 times the cost of the server .
hardware, skilled employees
increasingly hard to find
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I
Helpful ,SAP on IBM POWER" documents

IBM internal competitive + reference materials available as a Cattail Collection: o
— http://cattail.boulder.ibm.com/cattail/#view=collections/C64753E05COC3DDA93486644093F23B6  ~
Comfortable Video-Demos available at TechDocs (includes PW & www): snp Appllcatlons
— POWERS® Live Partition Mobility Demo with SAP on
—http://w3.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS2921
— Integration of IBM PowerVM and SAP Adaptive Computing Controller + CCI‘IBM PowerVM
— http://w3.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS4232 e
Whitepapers available Tansparent
— Live Migration of Power Partitions running SAP Applications (SAP SDN) B,
—https://www.sdn.sap.com/irj/scn/go/portal/prtroot/docs/webcontent/uuid/b0b6911f-bf10-2c10-14bax bc789953ff2

—SAP Adaptive Computing Controller for IBM Power Systems and IBM System z
—http://w3.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/\WP101745

Redbook completely reworked in October 2011
— SAP Applications on PowerVM
—http://www.redbooks.ibm.com/redbooks/pdfs/sg247564.pdf

ibm.com/redbooks

ISICC Wiki Page covering SAP landscapes on IBM PowerVM
—http://w3.tap.ibm.com/w3ki2/display/isicc/PowerVM+and+AlX+Virtualization
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I
SAP Provided Information

» Almost all technical SAP materials are maintend on the SAP Service Market Place. It
requires a one time registration (S-User) in order to get access to the provided links and
repositories at SAP.

Login | Register | About Us | How to Contribute | Languages | Store

w Welcome Guest
f

[ ] PrOduct Avallablllty Matrlx (PAM) | Q | SO Community | BPX Community Business Analytics University Alliances SAP EcoHub
Home [ Feorumsz [ Wiki [ Bloge | Articlez [ elearning [ Downleadz [ Code Exchange [ Career Center [ Eventz [ InneCentive [ ldea Place
—_ httD llserVICe . SaD . COm/Dam Getting Started o | Home = Application Lifecycle Management = Technical Enablement = Landscape Design
H Application Lifecycle Management «
—Lists all supported OS/DB/SAP stacks
Introduction @
[ ] A h h I S SAP D I p N 4(/9(8 D N) e 1B ALXE s an open, standards-hased operating system that conforms to The Cpen
n Ot e r tec n Ica Ou rce IS eve O er etW®F - Group's Single UMK Specification Wersion 3. tis designed to deliver outstanding
L. Gefting Started | scalability, reliability, and manageahility. Each of these disciplines is highly impartant ta
- httD//WWWSdnsapcom/lrl/Sdn Technical Enablement v efiiciently operate SAP business applications.
. . Landscape Design o The AlX operating system provides hinary compatible support for the entire IBM POWERTI
) AI X Land I n Pa e In S D N based serverline starting from 2-core BladeCenter® JSx: blade servers reaching to the
g g Initial Setu o high-end IBI PowerTh Systems 595 supporting G4-core scalahility.
p
. H H Solution Documentation @ The latest version of AlX - Version 6.1 - provides new software-based virtualization
- http //WWW Sd n. SaD . COm/I rl/Sd n/a|X ) ) capahilities known as Warkload Partitions (WPARS] in addition to fully exploiting the
. Solution Implementation *! advanced PoweryWMTH virtualization layer and perfarmance of the underlying IBI Fower
* Public SAP Benchmark Entry Page Templae Hanagement o - Sstems harsuare

Test Management o Highly effective resource sharing (CPU, memeory, 10} and capahilities to minimize planned
' an unplanned downtime (error prediction, concurrent maintenance for hardware and OF,

- httD //WWW SaD . COI’n/SO|UtI0nS/beﬂCh mal‘k/I ndeX eDX Change Management @ live migration of running SAP instances etc.), make the combination of AlX an IBM Fower

Systems an ideal platform to support any kind of 34F Business applications.

. . . Application Incident o
—2 tier is most common one and base for SAPS comparisons $AP Appiications on IEM PowerH
Technical Operations @ - - | Anewversion ofthe IBM Redbook "SAP Applications on IBM Poweryl" is
Business Frocess Operations @ = now available. Besides updates on topics that have been covered
P S already in the firstversion of this book, new topics like Active Memory
lMaintenance Management o Expansion (AME} and FOWERTY are discussed . Another chapter
_ provides a deep insight in CPU utilization metrics on Power Systems. Additional sections

Landscape Transfarmation 2| cover specifics of the IBM i platform. The Redbook can be downloaded from the following
Update and Upgrade of [BHweDsite:

Business Intelligence v hitp:ifwnaee redbooks.ibm.camiRedhooks. nsffRedpieceAhstracts/sq24 7564 html

Data Warehousing > 09 Sep 2011
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Mail contact:  motajovic@sk.ibm.com,
Isicc@de.lbm.com
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e
Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in other
countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in your
area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions on the
capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give you any license
to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or guarantees either
expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the results that may
be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to qualified
commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may vary by
country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.
All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are dependent on
many factors including system hardware configuration and software design and configuration. Some measurements quoted in this document may have been
made on development-level systems. There is no guarantee these measurements will be the same on generally-available systems. Some measurements
guoted in this document may have been estimated through extrapolation. Users of this document should verify the applicable data for their specific
environment.

Current: 3Q 2010
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I
Special notices (cont.)

IBM, the IBM logo, ibm.com AIX, AlX (logo), AlX 6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON, i5/0S,
i5/0S (logo), IBM Business Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld,
PowerPC, pSeries, Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AlX
5L, Chiphopper, Chipkill, Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File
System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM,
PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor, Power Systems, Power Systems (logo), Power Systems
Software, Power Systems Software (logo), POWER2, POWER3, POWER4, POWER4+, POWER5, POWER5+, POWERG6, POWERY7, pureScale, System i, System
p, System p5, System Storage, System z, Tivoli Enterprise, TME 10, Workload Partitions Manager and X-Architecture are trademarks or registered trademarks of
International Business Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first
occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this
information was published. Such trademarks may also be registered or common law trademarks in other countries. A current list of IBM trademarks is available on
the Web at "Copyright and trademark information" at www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by
Power.org.

UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.
AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Other company, product and service names may be trademarks or service marks of others.

Current: 3Q 2010
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e
Notes on benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers
should consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented
testing. For additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site
of the benchmark consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html_.

All performance measurements were made with AlX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems,
AIX Version 4.3, AIX 5L or AIX 6 were used. All other systems used previous versions of AIX. The SPEC CPU2006, SPEC2000, LINPACK, and Technical
Computing benchmarks were compiled using IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the
latest versions of these compilers were used: XL C Enterprise Edition V7.0 for AlX, XL C/C++ Enterprise Edition V7.0 for AIX, XL FORTRAN Enterprise Edition V9.1
for AlX, XL C/C++ Advanced Edition V7.0 for Linux, and XL FORTRAN Advanced Edition V9.1 for Linux. The SPEC CPU95 (retired in 2000) tests used
preprocessors, KAP 3.2 for FORTRAN and KAP/C 1.4.2 from Kuck & Associates and VAST-2 v4.01X8 from Pacific-Sierra Research. The preprocessors were
purchased separately from these vendors. Other software packages like IBM ESSL for AIX, MASS for AIX and Kazushige Goto’s BLAS Library for Linux were also
used in some benchmarks.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

TPC http://www.tpc.org

SPEC http://www.spec.org

LINPACK http://www.netlib.org/benchmark/performance.pdf
Pro/E http://www.proe.com

GPC http://www.spec.org/gpc

VolanoMark http://www.volano.com

STREAM http://www.cs.virginia.edu/stream/

SAP http://www.sap.com/benchmark/

Oracle Applications

http://www.oracle.com/apps benchmark/

PeopleSoft - To get information on PeopleSoft benchmarks, contact PeopleSoft directly

Siebel
Baan
Fluent

TOP500 Supercomputers

Ideas International

http://www.siebel.com/crm/performance benchmark/index.shtm

http://www.ssaglobal.com

http://www.fluent.com/software/fluent/index.htm

http://www.top500.0rg/

http://www.ideasinternational.com/benchmark/bench.html

Storage Performance Council http://www.storageperformance.org/results
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I
Notes on HPC benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should consult other
sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For additional information
about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system perf.html_.

All performance measurements were made with AIX or AlX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, AlX Version 4.3 or
AIX 5L were used. All other systems used previous versions of AIX. The SPEC CPU2000, LINPACK, and Technical Computing benchmarks were compiled using IBM's high
performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C Enterprise Edition V7.0
for AIX, XL C/C++ Enterprise Edition V7.0 for AlX, XL FORTRAN Enterprise Edition V9.1 for AIX, XL C/C++ Advanced Edition V7.0 for Linux, and XL FORTRAN Advanced Edition
V9.1 for Linux. The SPEC CPU95 (retired in 2000) tests used preprocessors, KAP 3.2 for FORTRAN and KAP/C 1.4.2 from Kuck & Associates and VAST-2 v4.01X8 from Pacific-
Sierra Research. The preprocessors were purchased separately from these vendors. Other software packages like IBM ESSL for AIX, MASS for AIX and Kazushige Goto’s BLAS
Library for Linux were also used in some benchmarks.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.
SPEC http://www.spec.org

LINPACK http://www.netlib.org/benchmark/performance.pdf
Pro/E http://www.proe.com
GPC http://www.spec.org/gpc
STREAM http://www.cs.virginia.edu/stream/
Fluent http://www.fluent.com/software/fluent/index.htm
TOP500 Supercomputers http://www.top500.0org/
AMBER http://amber.scripps.edu/
FLUENT http://www.fluent.com/software/fluent/flsbench/index.htm
GAMESS http://www.msg.chem.iastate.edu/gamess
GAUSSIAN http://www.gaussian.com
ANSYS http://www.ansys.com/services/hardware-support-db.htm
Click on the "Benchmarks" icon on the left hand side frame to expand. Click on "Benchmark Results in a Table" icon for benchmark results.
ABAQUS http://www.simulia.com/support/v68/v68 performance.php
ECLIPSE http://www.sis.slb.com/content/software/simulation/index.asp?seg=geoquest&
MM5 http://www.mmm.ucar.edu/mm5/
MSC.NASTRAN http://www.mscsoftware.com/support/prod%5Fsupport/nastran/performance/v04 _sngl.cfm
STAR-CD www.cd-adapco.com/products/STAR-CD/performance/320/index/html
NAMD http://www.ks.uiuc.edu/Research/namd
HMMER http://hmmer.janelia.org/
http://powerdev.osuosl.org/project/hmmerAltivecGen2mod Current: 3Q 2010
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e
Notes on performance estimates

* rPerf for AIX

» rPerf (Relative Performance) is an estimate of commercial processing performance relative to other IBM UNIX systems. It is derived from an IBM analytical model
which uses characteristics from IBM internal workloads, TPC and SPEC benchmarks. The rPerf model is not intended to represent any specific public benchmark
results and should not be reasonably used in that way. The model simulates some of the system operations such as CPU, cache and memory. However, the
model does not simulate disk or network I/O operations.

» rPerf estimates are calculated based on systems with the latest levels of AIX and other pertinent software at the time of system announcement. Actual
performance will vary based on application and configuration specifics. The IBM eServer pSeries 640 is the baseline reference system and has a value of 1.0.
Although rPerf may be used to approximate relative IBM UNIX commercial processing performance, actual system performance may vary and is dependent upon
many factors including system hardware configuration and software design and configuration. Note that the rPerf methodology used for the POWERS6 systems is
identical to that used for the POWERS5 systems. Variations in incremental system performance may be observed in commercial workloads due to changes in the
underlying system architecture.

+ All performance estimates are provided "AS I1S" and no warranties or guarantees are expressed or implied by IBM. Buyers should consult other sources of
information, including system benchmarks, and application sizing guides to evaluate the performance of a system they are considering buying. For additional
information about rPerf, contact your local IBM office or IBM authorized reseller.

« CPWforIBMi
» Commercial Processing Workload (CPW) is a relative measure of performance of processors running the IBM i operating system. Performance in customer

environments may vary. The value is based on maximum configurations. More performance information is available in the Performance Capabilities Reference at:
www.ibm.com/systems/i/solutions/perfmgmt/resource.html
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