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Agenda
* OMEGAMON Alert Management

— Classic Interface and CUA Interface
— NetView And Automation interfaces

= Tivoli Enterprise Portal (TEP) Alert Management
Technology
— About situations and policies

= Types of alerts

= Forging an integrated alert management
methodology

= IBM Tivoli Netcool/OMNIbus
— Integration and event correlation

* Recommendations
— Putting it all together
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_ 20PS VTHM OM/DEX ¥520,M2 MYSA 11/28/05 9:26:53
> Help PF1 Back PF3 Down PF8 Zoom PF11

Major command

BATX IMSAMSG1 IMSBMSG1 IMSBIFP1
step DFSMPR  REGION DFSIVA4
8:15 DY 8:15 DY 8:15 DY

Minor Commands

> For more information, place the cursor on the exception name and press PF11.
LXGRPHD OMEGAMON/MYS Group Exception Analysis

Classic exception screens commonly used in many console rooms
Uses OMEGAMON classic exception settings stored in classic profiles




Z0PS VTH OM/DEX ¥520.M2 MVSA 11/28/05 9:26:53 46
+ since 11/24/05 10:42:53 - 423415 recornds lost 4

o TR L TR e

Number of Outstanding Replies = 5

+ o+ o+

Profile member

STC PCAUTH Fixed Frames in use
PCAUTH Wait: 8:06 DY

STC TRACE Fixed Frames in use
TRACE AL

STC DUMPSRY
STC GRS XACB LIST=XREP

STC CONSOLE : XREP
STC JESXCF DISPLAY Parameters: THRESHOLD Parameters: XLF Parameters:
STC ALLOCAS : State=0N Threshold=1 Auto=0FF
Group=0P Display=CLR3 Log=0FF
: Bell1=0FF Attribute=NONE Limit=0 (0)
)(I\(:E; : BOX Parameters: CYCLE Parameters: Repeat=N0O
: Boxchar=NO BOX ExNcyc=0 Persist=0
command Boxc1r=NONE Stop=0 (1) 58=
Boxattr=NONE Cumulative=1 >11/28/05 09:26:53<

+ + 4+ + + + F + o+

Each Classic OMEGAMON (MVS, IMS, DB2, CICS) has a set of pre-defined exceptions
Note — OMEGAMON for Mainframe Networks and Storage do not have Classic interface

Settings are stored in a profile member — may have multiple profiles

XACB command sets threshold ON or OFF or sets threshold level, enables XLF logging

facility, and automated screen facility
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Classic Interface requires

a monitoring session for A
each Managed System to
get alerts

OPERATION STATUS

SCPU10 _ CPU Utilization_ O 10
Enclaves .03 >

Total

BATX IMSAMSGl IMSBMSGl IMSBIFP1 IMSTMSGl

SCPU10 __CPU Utilization | 4.,  pDFSMPR REGION DFSIVA4  DFSMPR

Enclaves -03 elap 16:20 DY 16:20 DY 16:20 DY 16:20 DY
Total

> Help PF1l 1 > Enqueues

BATX IMSAMSGL IMSBMSGL IM  gyocp  Twcs Exc SYSZDRK TWCS8EQQTWSOE
SCPU10 __CPU U;
step DFSMPR  REGION D§ TWSSE Wait Exc SYSZDRK TWCS8EQQTWSOE

Enclaves . .
s elap 16:20 DY 16:20 DY 16§ TWSSE Exc SYSZDRK TWCSEQQOTWSIE
Tota.

SCPU10 _ CPU Utilization_ | = o+ TWC8 Wait Exc SYSZDRK TWCSEQQTWSIE
Enclaves .03 = > Enqueues

i T BATX IMSAMSGl SXQCB  THCS o

step DFSMPR

elap 16:20 DY

> For more information, place the cursor on the exception name and press PFll.

TWS8E Wait Exc LXGRPHD  OMEGAMON/MVS Group Exception Analysis

BATX IMSAMSG1 IMSBMSGl IM THSEE Exe + XCHN +++++++ttttttttttttttttttttttttttt bttt bbbttt bttt bttt bbbttt bbbttt bbb+
step DFSMPR  REGION D TWC8 Wait Exc

E
elap 16:20 DY 16:20 DY 16 nqueues
SXQCB TWC8

+ TWS8E
+ TWS8E
+ TWC8

> For more information, place the cursor on the exception name and press PFll.
LXGRPHD OMEGAMON/MVS Group Exception Analysis

Exc + XCHN +++tttttttttttttttttttttttttttttttttttttttttttt bbbttt bbbttt bbbttt bbb+

Wait Exc
Exc =
Wait Exc > For more information, place the cursor on the exception name and press PF1ll.
LXGRPHD OMEGAMON/MVS Group Exception Analysis

: : + XCHN +++++ttttttttttttttttttttttttttttttttt bttt bttt bttt bbbttt bbbttt bbb+
> For more information, pla

LXGRPHD  OMEGAMON/MVS Group Exception Analysis
+ XCHN +++tttttttttttttttttttttttttttttttttttttttttttt bbbttt bbbttt bbbttt bt
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CPU....... CTC Tuning N _ Available. NN

tions GoTo Hy o LSR. . Buffers...

.. IR«
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+ DB2 Alerts 5 D
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ICEs ok | / Paging ok | CICSloop
Response (TN Storage ([T Dumps
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Color highlighted issues NetView
Integration with drill down capability PPI Interface

Warning and Critical level alerts
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KD2LOPTN Locks Thresholds

r=Rules
Threshold Description Code Warning

Resource wait time WTRE seconds
Wait for Drain Lock WDLK 48 seconds
Wait for Drain of Claims WCLM 48 seconds
Global Lock Wait WGLK 48 seconds

KD2LOPTN Volume Activity Thresholds

Threshold Description Code Warning Critical
DB2 I/O rate VDIO
extents per DSN VEDR extents Yes
service time VSRV millisec Yes
TL I/O rate VTIO /sec Yes
utilization VUTL Yes

F4=Prompt **=Bkwd **=Fwd Fl2=Cancel

CUA allows for warning and critical values (unlike Classic)
Settings stored in profiles allocated to CUA address spaces
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OMEGAMON Interface With Automation
Integration With Classic Interface

—_—
=
=
-
=1

6-5
L-R

R S S OMEGAMON can

OMEGAMO 7 view the console and
Classic issue commands
Automation may check for classic exceptions
Automation may issue OMEGAMON commands _
‘ Automation
IBM \4 provides a
— 72/0S Console pldlrectlongl
System Automation « > interface with the

z/OS console

= |IBM System Automation and AF/Operator provides a bi-directional
interface with OMEGAMON

= Automation may detect OMEGAMON classic exceptions
= Automation may run execs to send traps to Netcool/OMNIbus
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Classic And CUA 3270 Alert Mechanisms
Considerations

= Classic and CUA 3270 alerts offer certain benefits
— Setting exceptions is a commonly used and proven mechanism

— Easy to set up requiring only mainframe centric 3270 interface based
technology

— Each OMEGAMON provides a set of pre-defined alerts
— CUA offers the use of color to highlight issues
= Classic and CUA 3270 alert considerations

— Classic interface provides an automated screen facility, but in general full
automation of OMEGAMON 3270 exceptions is best done with an automation
engine (IBM System Automation or AF/Operator)

— Pre-defined set of exceptions for each OMEGAMON monitor
— Exceptions are stored in profiles

— Advantage is each tool may have multiple profiles, as needed
— Profiles must be managed and copied for each monitoring session

— Alert correlation or additional alerts requires the Tivoli Enterprise Portal or
Netcool/OMNIbus

OMEGAMON and System z_Alert Management Strategies and Best Practices © 2009 IBM Corporation
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Visibility — Control — Automation
Alerts Are An Important Part Of A Management Strategy

Visibility Connol

Observe & Correct DITe

isolate critical performance 2S £
issues & availability

issues neeaq

mmmmm

002¢q BEQUBLUALETI @ TEBAR

U i ek w el b x w o ol camee Take Action

<Select Acton:

mmmmm d [¢Select Action>
{addFICrid_E10

P E taddFItCite
////// a @0z 2 20 80X ecddM ntrCritr_610
I ) 3 ddbd rtrCritel

nnnnn

x E DelFiuCrtl_610 B
e i 2 [ DESINAON Ip o Cril
o : Issue z/M Commands
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An Event Management Strategy

= High level analysis

|||

Netcool/OMNIBus |~ *
— Integrated event management and Tivoli Busi bt
rrelation IVoil 5usIness ] e
event correlatio Service Manager
— Integrated business application (TBSM) =
topology analysis
" Integrated technical view OMEGAMON DE,
— End to end technical analysis OMEGAMON XE,
o & ITCAM |
— Alerts for problem isolation and
automation
= Technical detail view

— Technical deep dive analysis

— Alerts for problem isolation and

automation

OMEGAMON XE

(TEP, 3270) &
ITCAM

OMEGAMON and System z_Alert Management Strategies and Best Practices
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Benefits Of An Integrated Alert Management
Methodology

* Improved ability to manage increasingly complex
composite applications

— Enables an integrated approach to the management of subsystems,
platforms, and application components

* Reduce time to problem resolution
— ldentify potential issues more rapidly

* Improved event management and problem isolation
— More meaningful and useful problem alerts

* Improved event correlation and management
— Eliminate the “noise” and focus on key issues

= Superior performance analysis capabilities

— Monitor and manage based upon actual information, not anecdotal
data

OMEGAMON and System z_Alert Management Strategies and Best Practices © 2009 IBM Corporation
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Categories Of Typical Alerts

IBM Tivoli mainframe
and distributed
monitoring may be

. Tr Application availability
A Vallablllty Essential infrastructure availability

Subsystem availability

used to create each
of these categories

Examples of
typical alerts

Performance

Resource

Subsystem resource utilization
Application resource utilization

Subsystem performance
Application performance
Identification of performance issues

OMEGAMON and System z_Alert Management Strategies and Best Practices

© 2009 IBM Corporation 13
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Alert Notification
Types And Options

= Visual View — Custom Views — Enterprise View
— Red/Yellow indicators and icons in Tivoli Enterprise Portal or TBSM displays
= Console messages
— Example - Issuing messages and commands to the z/OS console
— Use this as a mechanism to feed other automation
= Paging and emails
— Issue commands to feed paging systems
— Use 3" party tools such as Postie to issue emails from the command prompt
— Console messages may be used to feed email systems
SNMP traps and alerts
— Issue SNMP traps from the command prompt using situations or policies
Netcool/OMNIbus events
— OMNIbus acts as an event correlation engine
— May receive events via traps or the EIF interface
= Alerts to 3 party (non-IBM) tools

OMEGAMON and System z_Alert Management Strategies and Best Practices © 2009 IBM Corporation
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Tivoli Enterprise Portal
Provides An Alert Management Interface

Tivoli.| Enterprise Portal

Welcome Ed Woods

(] : i
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File Edit ‘iew Help
H EBR4$AEE 0028 ¢4 B QWKL OOEERVY @0BE A B =
o E
@ENauigatnr 2 M i | [E| situation Event Console £ 2 0 -8B B =
@< ViEWZ|F'h.'r'3ica| M a oA NE O @ | R oy g | F.5] | @ (Active) | Total Events: 62 | ltern Filter: Enterprise
_w [Enterprize| Severity Status | Owner Situation Mame Display ltem Source
(G Lirwe Systems A1\ WWarning Open K53 LCU 10 Rate Sec_Waming CHEGDSST:MYSASTORAL «
(] Wwindows Systerms ¥ Critical Cpen K53_Cachecu_Trk_Dstg_Critical CHEGDSST.MYEASTORAL
i@ 2/05 Systems 1 R Critical Qpen Kah_Resaurce_Health_Crit DEMO_SRYRE | DEMOPLYDEMOP LS8 —
E DEMOPLAMWS: SYSPLER 5‘ R Critical Open kah_Resource_Health_Crit SYSPLEX DEMOPLY. DEMOPLH:SA
Bl Coupling Facility Policy Data for Sysplex |2 R Critical Open Kah_Resource_Health_Crit DEMOMNZ DEMOPLY DEMOPL¥:SA
ta for Syse ¥ Critical Cpen kah_Rsrc_Mot_Satisfactory_Crit DEMO_SEYR | DEMOPLDEMORP L SA
for Sysple ® Critical Qpen kah_Rsre_Mot_Satisfactory Crit DEMORMNZ DEMOPLADEMOP LSA
R Critical Qpen Kah_htr_Health_Status_ Crit DEMOPL DEMOPLSA
%

CHEGDSSRMYSC:STORA

=

K53 ol _Perd_Resp_Time_Critical

TLS Total Free Spacef

KS3_5Stg_Toolkit_Result_‘Wamingf
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TBSM Provides Event Management And
Business Systems Management Perspectives

Business Perspective

| Executree |
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from a variety of sources

2{20}2003 4:26:16 PM L INCOMS [PRI]

OMEGAMON and System z Alert Management Strategies and Best Practices © 2009 IBM Corporation 16




IBM Software Group | Tivoli Software

|l
il
]

|||

I
|
1
..[l
||Il

IBM Tivoli Service Management Center for System z

Enabling clients to strategically use their System z as an integrated, enterprise-wide, hub for the
efficient management of business and IT services

IBM Tivoli IBM Tivoli IBM Tivoli IBM Tivoli
Service Request Change & Business Business Service
Manager Release Continuity Process
IBM Tivoli Service Management Ll
Center for System z

Manager
Manager
Best Practices and Services

Process Mgt

IBM Tivoli
Service Mgt Platform

Tivc IBM Tivoli Change IBM Tivoli Service
Application and Configuration
Discovery and
Operational Mgt

Request Manager
Management
Dependency Manager Database (CCMDB)
(TADDM)
Optimized Infrastructure

IBM Tivoli IBM Tivoli IBM Tivoli
Netview for z/OS, System

IBM Tivoli Identify
Accounting & Manager, IBM
, Automation & Usage Tivoli Access
IBM Tivoli IBM Tivoli Manager, Tivoli Manager,
Composite Workload Decision zSecure, Security
Application Automation Support for Information and
Manager, DFSMS z/0S Event Mgmt, RACF

OMEGAMON ahd System z_Alert Management Strategies and Best Practices

© 2009 IBM Corporation

17



IBM Software Group | Tivoli Software

z/OS Health check

1z/0S Management Console

= =

IBM solutions

z/OS & USS

|OMEGAMON XE on z/0S

that integrate
via the Tivoli

: NetView for z/OS

\IBM Tivoli NetView for z/0S V5.3

Enterprise

, Network

\

[

DB2

CICS

\OMEGAMON XE for CICS

OMEGAMON XE for Mainframe Networks

Portal

OMEGAMON XE for DB2 PE/PM

)

) Health Monitor Status - pfowler - SYSADMIN *ADMIN MODE* E@
v

Fie Eat viow Hep
@ [ TAEBLSIT|SER20¢ BEQUBAELBET O
Tae

be

IMS

{ OMEGAMON XE for IMS

, Storage

OMEGAMON XE for Storage

WebSphere MQ

OMEGAMON XE for Messaging

@ [Pryscal ] LR
> = Health Checker Counts

= e
[ ]
161 o

o

ysplex 8 a
ok o
A -l g

= Tivoli Enterprise Portal

|y Pro | Task jguur Version | Exceptons | Excepton eiks | Checks | Checks
Nare_|_ideniter deniier__| Outsanding e | Deleed | DeetPenc
PLDSOES |PLDSOES _ Adve (508 010400 (] o

|

, WebSphere Appl Server

| ITCAM for WAS

L z/NM & Linux on z

OMEGAMON XE on z/VM and Linux

: Distributed Monitoring

\ IBM Tivoli Monitoring (ITM) & ITCAM

, Automation

\ SA for z/0S

\
>

DFSMS Audit

Advanced Audit for DFSMShsm

P>
\

Catalog Management

\ Advanced Catalog Management for z/0OS

' SMF trend analysis Reports

S

N Tivoli Decision Support for z/0S

Yient Strategies and Best Practices
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Tivoli Enterprise Portal - The Power Of The Portal

File Edit ‘iew Help
9 |0 @ | @K

2 WiEW | Integrated Overview |

The Tivoli Enterprise Portal enables integrated technical views
and dramatically expands alert management capabilities

_ BRXIEAME b X oo S
_ﬁ Integrated Overview "
5 G, oS Promancs - ' End To End Management View

Redion Cverview
RESpDnSETimEAna ! gEE NI NI ENEEINNESINNEE NS N ISR IERENEEEIEEENIEEENSEEERER

e VTR o

DE2 Performance

Thread acivey WebSphere MQ s z/0S

Ehy System Status : ; |

Ely Subssysten Managed® F ICS Performan

Ely DE2 Connect Serve |COI‘|S hlghllght a pI‘Oblem
= B MS Performance :

Bl MS Dependert Regi

Middlesware CI CS

=l Metwork \ﬁe?,;gﬁk
%iﬁpplicatiuhs DB2! IMS - -.' - DE2 Performance
s | Middleware

Ozrt} S Performa

= I.]; Storage !
% User DASD Groups Netwo rk Fy
Lzer DASD Grovps 8- [ ]
= BB sysplex Performance Storage
B Coupling Facilty St “uu-luuu-u L DE2
- #Wid S : ) . ﬁDBEPEﬂfmm ce
& é;ﬁssr A DIStI‘IbUted Z/VM QSysplex Ferformance
= II]; Zi0S Performance Z/OS ITR:
Sl ZIVM Customlzable graphic overview
User-definable drill downs for detail
Combine information from multiple sources

B5) UNIX Performance Z/OS p|eX
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Situations Highlight Alert Scenarios And
Provide Drill Down Detail For Analysis

Tivoli Enterprise Portal  Welcome DNETS21

Log out

File Edit View Help
B EEmeE 00

Havigator

@<

Icons highlight alerts
[ull common Storage # M B B % |[ul common Storage s 0B B x

m e

(0 9 »
Doro
DEMOPLAMYS&MYSSYS :] m

{Ely Address Space Overview
{Ely Channel Path Activity

&0

© CRITICAL
05300_WT_alloc Common Storage C DEMOPLX:MVSA:MVSSYS 10/20/08 00:00:26

<

fg’E Physical |

w m

(2] Lix}
I=
IFne Ed

it “iew Help
|

£ Common stg . . I NeAE 002 dd SEQUBESLEEED ? SEE A S
- Click to see alert detail e e——  <meo -
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== | CSA 2342812 G2 2222080 8.8 : : = B DEMOPLXMVEAMUSEYS = Percent Percent Systermn Size
[ ECSA | 133705728 36| 133001216 36.2 i *[ER) Address Space Duervien 56.5 | DEMOPLYCMYSAMYSSYS 2342812 2222080 3776512 13312
oA il il G7O936 23.2 Charinel Path Activity | 33.0 | DEMigiinihia S i § 471040
& | FgA i 0 785491200  4A1 . § mon Starags FE¥Y DEM 26600

2048
L3

=t Alert details

g[S
i Cruptographic: Copity

y DASD MYS =
g DASD MYS Devices || | E3 current situation values s 3D B A x
y Enclave Information :
Allocation In Use Managed i Tatal
i Enqueus and Reserve Sum Percent Percent System R lviee Size e
f LPAR Clusters 56 6 | DEMOPLCMYEAMYSSYS 2342013 | 2777080  3r76&12| 13312
: i g 36.2| DEMOPLCMVSAMYSSYS | 133775360 | 133065728 | 367741168 7H1846
< ] = ] o DEMOPLCMYSANMYSEYS 0 BBOAG0 2928640 25600
DEMOPLMYEAMYEEYS 0 28459968 61918232 2048
L @E Physical I I N
= command View 0 B 0 * i P Expert Advice s 20 B0 %
Take Action « 5 O @ S 8 Location [l kadThL |
A0 : g i
; ADVICE("lm5:"+"C5390_Allocated CS5A_Cnt");Demo Situation is "TEUE" - deeper
e <Select Action v

analysis neccessary!

Command:  [<Select Actions
CAMCEL JOB
[Dema action

=R
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Boolean Logic Capability Of Situations
Makes Event Management More Meaningful And Powerful

___OMEGAMON alerts are based upon a mechanism called a situation

H % &

EH | A Formula | (&) Distribution || TP Expert Advice || 7 action || .Urm||
IV Situations are created with

= KOP ATRE_{
s KDP_WITRE_)

an easy to use GUI editor

Formula Using boolean logic allows the alert
“ to be more meaningful and useful

Getpage Flan Autharization | DBZ Elapsed
Count Mame Identifier Time .
» 200000 =='DSNJDBC' == PRODUSER |- 00:16:40.0 For example - A single OMEGAMON
DB2 situation can handle multiple
P TS application or subsystem scenarios
w
Condition Type
processigfPihread. Walid entry is an w
(=) Aftribute Comparision hs of ]
() Situation Corparision reais running. Valid entry is an
P characters.
~Attribute Group ~Attribute ltem at DB2 has accumulated far a thread. M
DE2 SR EDM Archive Tape VWait Fat T
DEZ2 SRhi Log Manager Azynchronous Page Reads
DE2 SRM Subsystem Authorization [dentifier
DE2 SRM UTL Avthaorization dentifier (Unicade) Stata
DE2 System States Cancel Comrmand -
DE2 Thread Exceptions CICE MYE D Fitical s
DP Collector Control Block Collection (Unicode)
DP Global Yector Tahle Collection Identifier Eciit... [] Run &t startup
Local Time Comit Count
Universal Messages Cotmit Ratio
| Lniversal Tine Connection ldertifier H H H H
ki v Any item of information monitored by
e [ OMEGAMON may be used in a situation
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G Back - | xL

: L e - \ .

: Address | @] http:/jhdntz.der i&; Pl f Cordition | [ Distribution | TP Expert Advice | 7 Action | @) Until
B System Status : _

RO Enterprise Portal® | | = @4 wvs oe #ction Selection

(%) System Command () Universal Message

g [EA_Demo_DB2_Rlert

&R KDP_ARCY_Crtical

File Edit View Help

Easy integration of automated
responses to issues

TLEEY

&R KDP_ARCY Warting
## KDP_DDFS_Crilical

Systern Command

Bk Lo
Bk sul
By Log
By Uti

Active Trigoers
Active User Functions

Archive Device
Archive Dataset Mame

Issue the message to the console.
& variables add detail to the
message string.

= gw e
# 2 Mz
42 Physical

Stored Proc
Uszer Functiol
Count

o]ofe]o]
0290

Description

Use the DBEZ System States attributes to create situations
system-level performance and exception alerts.

0290

0280
Tirme Iy

0090
0290

Message mechanisms are
simple to set up using only
situations.

Cance

o]ofe]o]
0ose

0090
0290
0080
uusu

Good way to feed existing
automation mechanisms.

D.

SDSF IYSLOG
COMMAKDY INPUT ===>

@ @ Physical KDP DDFS Wiatmin OMEGADDT TEST MESSAGE EDM IS 8DE2_System_States EDM_Utiization UTILIZED = = =
g o el o Situations may be used to drive
< e (T X automated responses to
;: % IfEirQU_u;ys‘tem_States ::t:e Stored Procedures | pe rfo r m a n ce i ss ues

splay Filter View Print QOptions Help

COLUMNS 51 130
_ SCROLL
+[FHKEO101 DBDCCICS DFHSIP IS NOT APF-AUTHORIZED. CICS WILL TERMINATE.
- --TIMINGS (MINS.)--
--\-PAGING COUNTS---
-JOBYAME STEPNAME PROCSTEP
PARE  SWAP VIO SWAPS
-cIcsigvL CICS31
¢ 0 0 o
IEF404I\CICSTIV1 - ENDED - TIME=14.10.25
-CICSTIVY, ENDED. NAME-
ELAPSED \IME= .02
$HASP395 CHCSTIVL ENDED
GTM1682E ERROR READING GLOBAL

6575.101 MVSA MVSA 11/21/2005 8W 599285

RC EXCP CPU SRB CLOCK SERV PG

12 k] .00 .00 .02 162 0

TOTAL CPU TIME= .00 TOTAL

VARIABLE IEF404I CICSTIV1 - ENDED -

TIME=14.10.2% IN GTMRX019

GTM1B683E RC = 0. ATTEMPTED RESTART OF SERYER TERMINATED
IEA989I SLIP TRAP ID=X33E MATCHED. JOBNAME=xUNAVAIL, ASID=0107.
$HASP250 CICSTIV1 PURGED -- (JOB KEY WAS BDF2930E)
FKLYSUUUY UULESLUE MUDE 1S LN EFFELT FUK FHEE ELTENDED STORAGE
OMEGROQ1 TEST MESSAGE EDM IS 90 UTILIZED
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Situations May Be Correlated With Other Situations
Correlated Alert Example

|||
Iy
i
1T
..[ll
||Il

& [EW_Demo_RTA_Aler]

~Farmula

be true for this
situation to be true.

Evy_CICS_RTA_Alert
EMYSA CICSAOR1

052390_AvgCPU_Pet_Crit
@OEMOPLY MySAMYSSYS

| =)
()

and to compose the expression.

IID one

Select ‘Add Conditions’
I to add additional logic.

Click inside a cell of the formula editor to see a description of the attrib

E for that column

Situation Farmula Capacity |

[ Add conditions... ” Advanced...

%
)
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Situations
General Recommendations And Rules Of Thumb

= Make situations Meaningful, Actionable, and Useful
= Meaningful situations

— Situation naming is flexible — make the names understandable

— Adopt a situation naming convention

— Makes it easier to identify customer created versus product provided
situations

= Actionable situations
— Have appropriate notification

— A workspace with an alert icon, command/message notification
— As a standard have expert advice

— Have pre-defined take actions where appropriate
= Useful situations
— Eliminate phony alert indicators — tune out the noise
— If an alert situation fires it should indicate an actual issue
— An alert, an owner, and a consequence

OMEGAMON and System z_Alert Management Strategies and Best Practices © 2009 IBM Corporation
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Tivoli Enterprise Portal
Advantages Of TEP Alert Mechanisms

*Tivoli Enterprise Portal alert advantages
— Most flexible

— Any monitored information may be used in an alert

— Easy to set alerts for disparate systems from a single
point of control

— Easy to set up with GUI technology
— Sets of pre-defined alerts (Product Provided Situations)
— Automation capability integrated within the tool

— Easiest way to integrate alerts with other core
technologies (such as Netcool/OMNIbus)

— Superior monitoring and alert integration
— Superior problem isolation and root cause analysis

OMEGAMON and System z Alert Management Strategies and Best Practices © 2009 IBM Corporation 25
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Let The Portal Do The Work Of Multiple Classic
Screens With A Single GUI Screen

File Edit ‘iew Help

|||
[l

Bg|e| 50| alo|ukal$|@|Eo|e 8]

L]

m| =

mslgl
a ETEHPHISE ﬁl Global Enqueue and Reserve Data
- Cwivning Waiting WWait : :
Address Space | Address Space Systemn Mame | Swapped ASID Time tajor Marme tdinar |
NSwap status ofthe address space inwhich the task is executing. ILE}{
MotSwapped 0 0 KLVGLOCK | 8YBG
£ 5 MotSwapped 0 0| svs2JESZ FFSMP15Y51
:(é'g F'h_l,Jsm:aIl r{‘g’E Busmessl iI _'I
alsle] x| ojela]
System CPU Utilization Address Space CPU Utilization (MCPUQ2)
Avarage ht'S Undizpatched | Padition | Patition Farition Total tanaged Job CPU TCH SRB
CFU Percent | Owerhead Tasks LCPD% | FCPD% | Owerhead% | Enclave% System Marme Fercent | Percent | Percent
G 5 1] 7 7 0.30 0] LPAR400J.SP1 22MVESYS | RMFGAT 348 348 0.o
11 11 1] 18 18 0.2y 0] LPAR400J.SP1 22MVS5YS | CCCDEMOT 27 26 0.1
| v]| LPAR4DDLSP22:MVSEYS | HCFAS 27 1.4 1.2
mlelol x| ojelg] x|
System Paging Activity Situations Raised
Managed Fage Fault System Unreferenced | ASM Queue Status Situation Marme Display ltem Qrigin Maoc
System Rate Fage Rate | Interval Count | Length Raised | Sysplex_DASD_Dev_Continds_Warn LPAR4D0J:MYS: S &
LPAR400J:5P1 2:MVSSYS | o 0.3 254 o Raised | Sysplex_Workloads_Perfd:_Crit LPAR400J:MYS:S
LPAR4D0.:SP22:MVSEYS | 108 11.2 1600 0 Raised | Sysplex_Workloads_Perfldx_Crit LPAR400J:MYS:S"
Raised | Sysplex wWorkloads Perfldx Crit LPARA00) MYS 5™
Faised | Sysplex workloads Perfldy Crit LPARAD0) MY 5™

TWO MVS LPARS

SP12 & SP22

|&] Applet started

OMEGAMON and System z_Alert Management Strategies and Best Practices
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XE/DE to “tweak” the view to meet the
needs of the customer.
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Tivoli Enterprise Portal
Integrated Command And Automation Options

The TEP provides multiple command options

— Manual ‘Take Action’, Situations, Policies

Take Action provides for manual command capability

— Commands may be predefined

Situations are the basic building blocks for alerts and
notification

— Situations drive alerts and notification

— Situations offer automated reflex action command function

Policies allow for multiple step commands, checks, and
automated actions

— Policies consist of a combination of situations, commands, and other
checks

— Policies provide added flexibility and power
— Policies may be used as a form of event correlation

OMEGAMON and System z_Alert Management Strategies and Best Practices © 2009 IBM Corporation
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Basic Policy - Example Scenario

|||
|
[LL]]
1T
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||Il

Have A Situation Trigger Multiple Commands
&) Workflows <
~Faolicy Details
% % ﬁ x ;E "C’umpatibiliwlevels ‘
Undo Edithrkﬂ...I Policy name i
-
—T-’ErkﬂDWEditnr _____________:
Y 4 BB X o o P gy kY
| nrkﬂEubq:\;EDizzponenﬁs — l: , e ———
eneral activities Emitter activities |
™

’ I =J=ed
r * )
A2 : :
[HaH{~
L& e
Wait urtil a

[
Action - %
AdEtue s Wait until Demo_
situation is True LDB2_AIert |S TrueJ

Take action: LOG
'"This i...

|
Check for
| DB2 Alert
T

Issue second

command

Take action or

Write message

_ Issue first
Take action: LOG| B¥eYe} st 128
L “Thisig.. | 8
] JJs1 .—m_
4
Edward A Wood
IV Moty Start/Stop

(839
OMEGAMON aLd System z_Alert Management Strategies and Best Practices

][ Cancel H Apply H
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Policy Example

Multiple Situations, Multiple Commands

|||

alert are independent events.
The same would apply for two

Situation is true

DB2 alert

Note — The DB2 alert and the MQ

situations of the same agent type

or managed system.

OMEGAMON and System z_Alert Management Strategies and Best Practices
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Issue command

0N s frue

7

Tale action: LOG
TEST ME...

~Paolicy Details
; Compatibility levels
T [
Undo Edit Workil... Policy name Distributed | Auto start | Save results Correlate by i’ Correlate by

. | %  DNETSB1_DEMO_POLICY [ ] [J " Host Mame host name

£ 1] | Host Narne
T Host Address
—orkilow Editor Logical Application Group
. : Uncorrelsted ; Pl
Y 3 BRBRX oo BamE IR

forkilow companents { /DNET581_DEMO_POLICY - Grapher View s
| Extension Il Mame mizsing | ----

General activities | Etnittet activities | +r_.|_ 11]
& 4@
L
— T BN Check
ST PR
q_:_:,r Wait until Demo_ |L : Mgg;:!itegnm@ MQ alert
DE2 Alert is True ction succeaded ChannEI_ -
Wait urdil a Stopped is True
situation is True = Check

Issue command

© 2009 IBM Corporation
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Integrated Automation With SA for z/OS

Situation: TXIMSMON

OMEGAMON XE for z/0S:

If growth of “CSA Usage of IMS” exceeds threshold
THEN

Tell SA z/0S about this via the INGSIT command

| fr Formuia | (B Distrioution| TP Expert advice | T Action | & unti|
~Action Selection

(%) System Command () Universal Message

—System Command

F NETVIEW,INGSIT TXIMSMON _Warn,warn

by

Aftribute Substitution...

~Ifthe condition is true for more than one monitored iterm:

| | @B

() Take action on each item

~Where should the Action be executed (performed):

@ Execute the Action at the Managed Systern (Sgent)

O Execute the Action at the Managing System [TEMS)

~Ifthe condition stays true over multiple intersals:

@ Don't take action twice in a rove Cevait urtil situstion goes false then true again)
() Take action in each interval

Managed System

OMEGAMON XE

tor 2105 —% <:> Internal console /

v

INGSIT ING150I

—— >

Health / recovery
commands

1. Inform TBSM

2. Wait 2m:

IMSMON REXX

1. Check CSA usage
3. Inform TBSM

SOAP |Requests using INGONRG—or
 CT_GET

« CT_DEACTIVATE

Forward Take Action

F NETVIEW,INGSIT TxXIMSMON _Warn,warn

2. Clear Situation TXIMSMON

OMEGAMON and System z_Alert Management Strategies and Best Practices

© 2009 IBM Corporation

30

|||
[l




IBM Software Group | Tivoli Software

|||
|l
1l
]

I
1
..[ll

I
([RL

1

Considerations for Automation
Levels Of Automated Actions

= Automated actions may be invoked at various levels
— Situations, Policies, IBM System Automation

= Situations may be used for basic ‘fire and forget’ type
corrective actions

—Issue commands based upon a check

= Policies may be used for multi-check and multi-command
scenarios

= For more complex automation requirements, automation is
best done by an automation engine (such as IBM System
Automation)

— Use Situations and Policies as a way to feed alerts and information to
console automation

OMEGAMON and System z_Alert Management Strategies and Best Practices
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Considerations For Event Correlation

= Event correlation helps to improve the ability to manage

Increasingly complex composite applications
— Applications are more complex

— Infrastructure is more complex
— Alerts are more complex

= Event correlation helps to eliminate the “noise” and focus
on key issues

—Tune out false alerts and focus on root cause analysis
— Identify potential issues more rapidly

—Reduce time to problem resolution

= Event correlation helps to enable an integrated approach

to the management of subsystems, platforms, and
application components

OMEGAMON and System z_Alert Management Strategies and Best Practices
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About IBM Tivoli Netcool/OMNIbus

= |BM Tivoli Netcool/OMNIbus is the cornerstone of the IBM Tivoli
Consolidated Operations Management solution

— Delivers real-time, centralized monitoring of complex networks and IT domains
— Event processing scalability that can exceed over 100 million events per day

= Netcool/OMNIbus includes over two hundred out-of-the-box probes
(and more than 25 vendor alliances)
in the network or IT environment

— Enables the ability to include events from virtually any management system or device
expense

= Unigue manager-of-manager capabilities for reduced operational

— Depth and breadth of event coverage and correlation

— Software failover for highly available consolidated operations management

— Event-processing efficiency resulting in cost savings and unmatched scalability

OMEGAMON and System z_Alert Management Strategies and Best Practices

© 2009 IBM Corporation

33



OMNIBus

#% Enterprise Status - YBSSRYE - SYSADMIN

Edit VWiew Help

File
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Situation Alerts May
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il
]
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| # Situations for - Situation

Be Forwarded To

4 B &

£ Formula Distribution

P Expert Advice ?ﬂﬁnn | B3 EIF | cal

[~ Situation

Ewent Integration Facility Forwarding

[+ Fonward Events to an EIF Receiver

EIF Severiy
X Fatal
® Critical

Minor

EIF Receiv
rAssigned

< Drefault § /1y

Situation Editor with

G- W AEReARD @O

4

_ Harmless

&P Unknown

B EIF tab enabled

@ENavigmor 2 @0 B

Situation Event Console

QO AABD O = d @i | 68 | @ @ctive) | Total Events: 11 | item Filter: Enterprise

+ 2 M -B.0 %

Eusziness Service Manager &gent
Univerzal Agent
Warehousze Prowy
s Windows 05
E] /05 Syztems
2B LPAR400J:MYS:SYSPLEX
; Coupling Facility Palicy Data for Syzplex
Coupling Facility Structures Data for Sysp

|

Coupling Facility Systems Data for Spsple _
P e FHEEE TR
|

LPAR4OOMVS: SYSPLEX

= = Sysplex_\Wvarkloads_Perfldx_Crit
R Open kika_test LPAR400):5P22:MYESYS
] ] Cpen kjkd_test LFPAR4OO0JSP22:MYESYS
® open Kik3_test LPAR400)5P22:MYSESYS
q >:< Open kjk2_test LPAR4D0JSP22MVSSYS
x Open Kik1_test LPARA4DD)SP22:MYESYS
2 05390_LPAR_OverheadPercent_Crit LPAR40O0J:5P22:MYESYS

OS_CMD_DASD_Device_Contldx_Warn

LPAR400J:MYS: SYSPLEX

05390_AvgCPU_Pct_Crit

LPAR4O00) P22 MYSSYS

fg’E Physical |

— e e
Cpen KRS_TESM_\Web_aApp_Critical YESSRYE.RY
tystart| | & & | B cownpowssysten [ tictcoolfOMNIbUs Event ... || (R Netcool/OMNIbus Eve... & I8M Help System - Micros. . | |5L 2 WL ER & 7iuseu
% Netcool/OMNIbus Event List : Filter="all Events", ¥iew="Dx._ " ] == x|
Edit Wiew alerts  Tools Help
%= G | B [eiEens =l| @ [oetaut by | “1Q | F|ToplOFF] 7 | %

Mode Alert Grou Last Dccumehce Court

wbssrvG Adminiztrator ttempt to login a3 root from host wbssred failed 20,2008 10:19:38.. Proble

Priman:*BSSAYENT | ITM_TCP_Statistics estme([Segments_Sent/zecy0 ] ON PrimanyWBSSEVENT [Segments Sentdszec=2]] 6/24/2008 9:27:14 .. THM P

WBSSHEYVE isql izgl process running on %BSSAYS has connected as username root 20,2008 17:11:46... FProble

: U 0
Ale anageme ategies and Be Pra B © 2009 ornoratio /|
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Improving The Integration
How Does The TEP Integrate Wlth Netcool?

OMNIBus
Integration enables
customer to forward
events reported by

OMEGAMON XE
monitoring agents
to Netcool/Omnibus

Situation
Paolicies

Automation/
Trouble tickets

ITM Server ——
OMEGAMON situations may feed information

\ to automation and/or send events to OMNIbus

OMNIbus Event Mgmt Server

Events

. . OMNIbus Probes

Situation Events

OMNIbus events &=

—
; o Ry
-|______.—l""
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The following list of components requires configuration to make the product
operational. Refer to the appropriate configuration documentation if you

require additional information to complete the configuration. The ICAT Conflguratlon
To configure the desired component, enter the selection number on the command tool | used to configure

line. You shouldglonfigure the components in the order they are listed. OMEGAMON
on z/0S.
Note: It may 4tot be necessary to configure Tivoli Enterprise Monitoring Server ICAT has an option to

(TEMS) component, if listed below. Press F1 for more information. §
enable the EIF interface.
CZAPONENT TITLE

Tivoli Enterprise Monitoring Server

OMEGAVIEW
OMEGAVIEW II fcr the Enterprise

5| B 2% B w8 % & O] @O

CONFIGURE THE TEMS / RTE: TVT5036

Each RTE can contain only one TEMS. To configure Last selected
the TEMS for this RTE, perform these steps in order: Date Time

—

Configuration information (What's New) (=== Revised

Create LUG6.2 logmode p9/09/16 11:
Specify configuration values 09/06/09 12:
Specify communication protocols P9/06/09 12:
Create runtime members 09/09/15 0O0:
Configure persistent datastore 09/08/19 12:
Complete the configuration

AR W -

Optional:

7 View TEMS list and registration status
8 Generate sample migration JCL 09/06/09




Started task CANSDSST
Type (Hub or Remote) HUB
Hub TEMS type _ (HA=High Availability)

Security settings:
Validate security? ==> N (¥, N)

TMS password encryption information:
Integrated Cryptographic Service Facility (ICSF) installed? ==> N (Y, N)
ICSF load library —_ ,
B T — Hit ‘F5’ for the advanced
encryption key .
==> IBMTivoliMonitoringEncruptionKey Optlon to enable EIF

Program to Program Interface (PPI) informaj ion:
Forward Take Action commands to NetView/for z/08? ==> N (Y, N)
NetView PPI receiver ==> CHNMPCMDR
TEMS PPI sender
Enter=Next Fl=Help F3=Back F5=Advanced

Enable Web Services S0AP Server
Enable Tivoli Event Integration Facility (EIF)
Enable startup console messages == (v, N)
Enable communications trace (v, N,
Reconnect after TCP/IP recycle (v, N)
Enable storage detail logging (v, N)
Storage detail logging: Hours 0 (0-24) Minutes ==> 60 (0-60)
Flush VSAM buffers: Hours == 0 (0-24) Minutes ==> 30 (0-60)
Virtual IP Address (VIPA) type (S=Static, D=Dynamic, N=None)
Minimum extended storage 768000 K
Maximum storage request size 16 (Primary) ==> 23 (Extended)
==> 1 (Press Fl=Help for a list of codes)
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Enabling The EIF Interface (Windows Hub TEMS

@ =2 \Warehouse Proxy

@ =2 Demo Monitoring Agent for TTCAMTY

e e — elilililiii 3
? Manage Tivoli Enterprise Monitoring Services - mﬁl'cmnputer‘]' M

Actions Options  View ‘Windows Help

Elso] 5| & 2]

Service/Application I Task/SubSystem I Configured I Status | Startup | Account | Desktop | HotStdby | Versi([ﬂ

@ =2 Demo Monitaring Agent for Sybase Primary Yes (TEMS)  Stopped Manual LocalSystem Mo Mo 06. 10

@ =2 Demo Monitoring Agent for Oracle Primary Yes (TEMS) Stopped Manual LocalSystem Mo Mo 06,20

@ =2 Demo Monitoring Agent for Microsa..,  Primary Yes (TEMS) Stopped Manual LocalSystem Mo Mo 08,10

@ =2 Monitoring Agent for Windows 05 Primary Yes (TEMS)  Stopped Manual  LocalSystem  Yes Mo 06,21

@ =2 Demo Monitoring Agent for Mainfra... Primary St Manual  LocalSystem Mo Mo 06. 10

@ =2 Demo Monitoring Agent for WebSp... Primary - Manual LocalSystem Mo Mo 06, 10

@ =2 Demo Monitoring Agent for 2/05 Primary Manual LocalSystem Mo Mo 06.1C

& =2 Demo Monitoring Age rLinux OS5 Primary Manual LocalSystem Mo Mo 08,20

@ =2 Demo Monitoring Agent C He... Primary Manual LocalSystem Mo Mo 06, 1C

@ =2 Demo Monitoring Agent for Primary 3 ocalSystem B bg 06 1C

@ =2 Demo Monitaring Agent for Micr Primary vai Tivoli EI'ItEl‘pﬁ'SE Honitoring Server Cunﬁguratl'on ﬁ

Mal - TEMS Type - " i . .

@ =2 Demo Monitoring Agent for CICSTG Ma I | Configuration &uditing v Tivoli Event Integration Facility
@ =2 Demo Monitoring Agent for Lotus D... Ma & Hub it W ali . ) .
@ =2 Demo Monitoring Agent for Microso...  Primary Mg r Srzaul: ‘\-falfdate L?SE[ ; r Dizable WD[kﬂpW Palicy/Tivol Emitter Agent
@ =% Demo Monitoring Agent for Active ... Primary A M3 " Remate IC LDap Senurity; Yalidate Lser with LDAR 7 Event Forwarding
@ =2 Demo Monitoring Agent for Eaton P... Primary Ma |_ Address Translation
@ =2 Demo Monitoring Agent for DE2 on ... Primary Erowse Settings... Mz
@ =2 [TCAM for SOA Primary About Services... Ma
@ =2 Demo Monitoring Agent for CICS Primary . Mz TEMS Name II-”'IB—IBM_-| E 477540528
@ =2 Demo Monitoring Agent for 1505 Primary fradere e e M3
@ =F Demo Monitoring Agent for Active ... Primary Licensing v || ma]| — Protocol for this TEMS — 1 Canfigure Hot Standby TEMS —
< v Protocol 1: ||P_|_|DP LI ™ Protocal1: I ;I
Reconfigure wi 'anced options

nght CI|Ck on the [ Protacal 2: I LI [T Frotocal 2: I ;I

windows TEMS to

Frotocal 3: Fratocal 3:
access the e | (| | =

configuration option

Cancel |
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OMEGAMON Integration With OMNIbus

= In many environments alerts are forwarded from the
mainframe to OMNIbus via SNMP trap interfaces

—For example, have SA Automation issues a REXX exec to send a trap
— Process works and is easy to set up

—SNMP traps may offer limited granularity of detail that may be passed on
to OMNIbus
= EIF interface
—More integrated and flexible to use
— Integrated directly within the Tivoli Enterprise Portal interface

— Pass more detailed information (EIF information may be customized)

—Map Tivoli Portal attributes to be passed through the EIF interface

OMEGAMON and System z_Alert Management Strategies and Best Practices
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Pulling It All Together
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= OMEGAMON Classic provides a basic set of alert functions

— Classic alerts are limited to those provided by the OMEGAMON tool

= The Tivoli Enterprise Portal provides more robust alert capabilities in
the form of Situations and Policies

— Situations provide for more meaningful and robust alerts

— Situations and policies provide easy to invoke automation functions
meaningful alerts

— Situations and policies provide basic event correlation

such as OMNIbus

— Use situations and policies to tune out the noise and provide the most useful and
= More robust event correlation is best done by a correlation engine,

— OMNIbus may handle millions of events per day

— OMNIbus may be fed via a variety of interfaces, such as SNMP or the EIF interface
— OMNIbus may in turn feed Business views of the enterprise

OMEGAMON and System z_Alert Management Strategies and Best Practices
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Thank You!
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