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How Does Storage Management Affect the Organization?

Storage affects many key
operational aspects of your
organization
= Application performance,
throughput, and availability

= Effective and Efficient Storage
Device Utilization

= CPU Utilization & Batch
Processing
= DR Planning: Backup &

Recovery, Data loss, Regulatory
Compliance
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Effects of Storage Issues can be easily masked or overlooked

Performance impacts related to storage issues

Growing requirements for CPU, storage devices and media: “cost of
doing business”

Planned outages (e.g. ICF Catalog maintenance) are a ‘“necessary evil”

Hidden problems that can cause unplanned outages or application
failures

Data Integrity - Failing/struggling DR exercises
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How Does Storage Management Affect the Organization?

<~ Storage Administration Staff Stretched to Keep Up
= Monitoring daily/weekly/monthly activity
= Device management
= “Process of elimination” problem resolution
= Wasted time on repetitive tasks

= Lack of time to research what’s going on in the
system

= Labor intensive activities such as backup & recovery )
= Learning Curve
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So what are these problems?

< All sites have different configurations
and unique expectations

= Application Tracking
= Space Problems

= Maximizing Resources
= DFSMShsm Problems
= Catalog Integrity

= Data Integrity
= Tape Management
= Identifying Complex Problems

Maximizing Storage Personnel
Breaking down the Silos



Monitoring Storage for Application or Address Space

Application Tracking <« How do you know if an
application is having a problem
Space Problems due to it’s zStorage activity?
Maximizing Resources <« M/F subsystem I/O resources

become congested, affecting
application performance,
Catalog Integrity availability — and cost!

DFSMShsm Problems

Data Integrity
Tape Management
Identifying Complex Problems

Maximizing Storage Personnel

Breaking down the Silo




Ability to Focus on Workload Performance
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Processing Delayed Due to Space Problem?

Application Tracking How do you know how much
space you have in your storage
DREES H@ I environment?
Maximizing Resources From the data set to volume

to storage group ... are your
allocations both adequate
Catalog Integrity and efficient?

DFSMShsm Problems

Data Integrity
Tape Management

Identifying Complex Problems

Maximizing Storage Personnel

Breaking down the Silo
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Avoid Costly Space Problems
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e | e Set up alerts on various space conditions,
t ST E— make sure alerts provide enough warning
o HEeE I r before impacting applications or users
& ,,,mm,| ‘Storage Group: SGDB2 Storage Group: SGDB2

Volume Space Report

Storage Group: SGDB2
eaty @ Fub Time: Thu, 0372472005 0751 P b Server Avalabi [ 88 Storage Group SVSADMIN

Quickly determine the constrained
storage area

ye338i1 H

Prevent X37 type of .

abends and NOTCAT2s |dentify root issues quickly and
....Identify repeat offenders respond seamlessly, (automatically
to correct underlying where possible) from single solution

allocation issues




Slow batch cycle
st night, was
caching doing

what it was

supposed to?
fn our shared

DASD
environment, are
cffecting

sl affecting
performance?
are our

DS8000’s
running the way
they should be?
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Need to get the most out of our resources
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What is Impacting Overall I/O Subsystem Performance?

s e : Analyze DASD performance, from both real-
B time and historical perspectives to identify

=] sP22
P Storage Subsystern

i issues affecting performance

Some times simple volume-level information
just isn’t good enough....

& ENTERPRISE
=& 051290 Systems

Dataset-level analysis can provide deeper
insight to where problems may be occurring.

Dataset thresholds and alerts for critical

20556@

3ICME12

workloads being serviced by your system can e
quickly pinpoint problems impacting
performance




Is HSM Driving Hidden Costs or Problems?

» How did last nights HSM processing go?

« Are repetitive migration failures

Space Problems affecting performance daily?

< Are HSM migration policies in tune
with the current business

DFSMShsm Problems environment, or are they draining

CPU resources and wasting DASD?

Application Tracking

Maximizing Resources

Catalog Integrity

Data | '
ata Integrity Migration/Backup/Recall Failure Summary

Tape Management W Migration Failed for

Unknown DSORG

Identifying Complex Problems Failed Backup
Failed Magration Due
to Other Ermrors

Maximizing Storage Personnel W Migrations wi Crifical

Errors

M Failed Recall

Breaking down the Silo




Get the most out of your HSM

=Nightly execution cycles can churn on errors that are ==-="""%

lost in the “haystack” of work

»Pinpoint and where possible automatically correct
the underlying issues that cause the failures that sap

CPU resources.

Success vs. Failures

40,000
35,000
30,000
25,000
20,000
15,000
10,000

5,000

# of Data Sets

@ Successes
B Failures

0 . . . ( \
R Migrations Backups Recalls Recoveries Unreferenced Migrated Data
_ , , - Years B over 2
=Qver time HSM processing can result in huge quantities of | Marated h—l 0 Over 3
. B Over 5
old, unreferenced data being managed by DFSMShsm | | | | - |mover 10
. . . . Q O >
=This old, unreferenced data can be eliminated, freeing up ° 58 \9@9@ & & w@o@@
storage resources!
# of Unreferenced Migrated Datasets

=

=Aggressive or outdated migration policies can result in
overhead that can actually make life cycle management
more expensive than doing nothing at all!

=|dentify and correct these issues, using what-if analysis to
preview migration policy changes before committing them.
="mprove batch job execution by optimizing migration —
reduce data recall wait-time




Ever Experienced a Catalog Problem?

< Catalog Issues can cause outages

Application Tracking = Catalog Failures — rare but deadly
= Needed Catalog maintenance (merge,
Space Problems split, reorg, etc) can cause application
downtime
Maximizing Resources = Recovery delays can be costly

DFSMShsm Problems
Catalog Integrity
Data Integrity
Tape Management
Identifying Complex Problems

Maximizing Storage Personnel

Breaking down the Silo




Common Catalog Scenario

# Data Sets % of Total Cumulative % # Aliases

Largest Catalogs Top 2 Top 5
Total data sets: 957,671 1,354,516

SYS1.TST3.DEV.CATALOG 193,212 129% 72% 222 % of total data sets: 60% 85%

SYS1.PRD1.DEV.CATALOG 118,877 8% 80% 665 Total aliases: 44 1,309

SYS1.DBNT.DEV.CATALOG 84,756 5% 85% 78

SYS1.DBTD.DEV.CATALOG 65,727 4% 89% 206

SYS1.DEV.PXCJ 39,841 3% 92% 11 ——r

SYS1.TST2.DEV.CATALOG 35,037 2% 94% 230 3 53 ) Y [ @10) 0] 1m0l e o e 5 s

SYS1.GRP.DEV.CATALOG 30,174 2% 96% 33 BN

SYS1.ENV.DEV.CATALOG 29,173 2% 98% 15

SYS1.USR4.DEV.CATALOG 10,336 1% . 2,898

SYS1.USR3.DEV.CATALOG 7,242 1% . 1,807

SYS1.USR1.DEV.CATALOG 6,484 <1% . 980

SYS1.DRD.CATALOG 2,099 <1% 23

SYS1.DFHSM.DEV.CATALOG 1,595 <1% 1

SYS1.CADISK1.DEV.CATALOG 355 <1%

SYS1.LOGR.DEV.CATALOG 187 <1% 5

SYS1.DEV.CPYCROSS 137 <1% 1

SYS1.PLEX.DEV.CATALOG 48 <1% 2

SYS1.CADISK2.DEV.CATALOG 5 <1% 2

<« Common scenario — a few key catalogs affect the vast majority of applications
= Improperly protected catalogs cause widespread outages

Backup & reliable, fast forward recovery are imperative

Health monitoring of catalog’s complex structural integrity can prevent problems

Alerts identify problems before they cause outages

Catalog maintenance-while-open can reduce application downtime

What-if simulation previews the effects of actions




Automatically identify what needs
Application Tracking backup

Space Problems Automatically track backups &

. FrEeCOVeEry processes
Maximizing Resources

Share resources
DFSMShsm Problems

Getting the most out of your physical
Catalog Integrity

tapes
P )
Data Integrity
Tape Management
Identifying Complex Problems
Maximizing Storage Personnel
e \ J

Breaking down the Silo

ll Y . :
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Backup and Recovery Management
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« Effective DR depends on several factors

= Automatically and accurately identify what needs to be preserved
Backup/Copy only what needs to be preserved
Validate data capture and eliminate redundancy; Alert for data NO7 backed up
Automate recovery processes to reduce required manual data manipulation
Faster recovery time reduces business impact
Mirrored environments still require point-in-time backups




Are you managing your offline storage ?

Improve resource utilization

Application Trackin
il < How much gas do you have?

.......... “That’s within your
physical tapes!”

Space Problems
Maximizing Resources
Monitor your tape drives and
DFSMShsm Problems DESMSrmm

Catalog Integrity

Data Integrity

Tape Management

Identifying Complex Problems

Maximizing Storage Personnel

Breaking down the Silo

Copyright IBM Corporation 2011



What can be done with offline storage?
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How do you pinpoint problems in
Application Tracking your environment?

Space Problems Quickly determine the problem?

Maximizing Resources Do you need more than just a

simple threshold alert?
DFSMShsm Problems

_ How do you respond quickly to
SRl Il identified problems?

Data Integrity

< V7

Tape Management TA™
Identifying Complex Problems
Maximizing Storage Personnel

Breaking down the Silo

ll Y . :
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Make zStorage Problem Identification Easier

Situations: What are they?

A situation is an intelligent alert that Situation “fires” and you
can utilize and/or logic to monitor a quickly navigate to what
condition or set of conditions that you triggered the alert

want to be notified about, which would
indicate a potential problem with an

identified workload and/or resource Flo_EON View Help
HeBRepd 52200 BQUUCUDEER T =S
H H . ) sleal mDBeO=x
Situations: Why use them? g - ——
-Proactively detect and resolve problems  EBgrmtunn ) e | S| | | 2
. i H& VCCTH@@L SYSLSTORAG 0223 1] 2107 1767 65.2 157 E:I
before end users report impact. e @] G P Y 1 11 —a
*Minimize time determining root cause CelCmecutmeneen — - @ E JF
. i @ Logical Contral Unit Rept X
(Alert if stor class=PRILRG and free o Current Shution Vlues
space < 10% or largest free space < X | e | e || | | | 2
H L @ 0223 0 2707 | 1767 65.2 157 [
MBs) . T i _1?
«Create alerts based on multiple ' —
Condltlons ranglng from Slmple to - Take Action AVTOC index has been disabled This can degrade performance onthe
com plex ,:::a | r yolume. Enable the VTOC index
» Customize for specific conditions and Commang. | =
environment s
» Automate problem resolution using = | eoataas
H 1 eady |® Hub Time: Wed, 0313072005 04:20 PM D Server Avallable. | K83_Vol_Disabled_YTOC_Critical - orlon2000 - BLAWS
Take Action (reflex automation) [l S




Application Tracking
Space Problems
Maximizing Resources
DFSMShsm Problems
Catalog Integrity
Data Integrity
Tape Management
Identifying Complex Problems

Storage Staff Efficiency

Breaking down the Silo

Manage by exception
Common Tools and Processes

Create collaboration through tool
integration

Efficiency in doing the day to day
management of your zStorage

= Link actions to situations
= Automate problem responses

= Capture expert knowledge

VISIBILITY CONTROL AUTOMATION

& M B

Copyright IBM Corporation 2011




Focus Visibility and Control to Key Areas

File Edit View Help
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From monitoring HSM, DSS, IDCAMs, ICKDSF,
RMM and JCL, use the Toolkit to generate
automated or manual batch job responses directly
from your monitoring activity

Manage by exception — monitor key applications
and limit visible information to what is needed

When situations “fire” quickly see what caused
the alert, and compare current status of the
situation to the initial condition that caused this
alert

Pre-programmed actions can respond
automatically to situations — or - Take Action by
issuing commands
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Improve Staff Efficiency with Tool and Process Integration

Seamless integration among tools provides synergy, makes collaboration easy in problem solving and
other day-to-day administrative activities

Tivoli. Enterprise Portal 2 File Edt View Help
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&] Applet CviwApplet st\ | @ Internet "

The Storage Administrator links to the
Advanced Catalog Management Catalog The Advanced Catalog Management Catalog Cache
Cache Performance Summary workspace Performance Summary workspace indicates that the
cache hit ratio for the user catalog residing on the badly
performing logical volume is very low.




Application Tracking
Space Problems
Maximizing Resources
DFSMShsm Problems
Catalog Integrity
Data Integrity
Tape Management
Identifying Complex Problems

Maximizing Storage Personnel

Breaking down the Silo

Storage is a common denominator
for workloads running on z/OS

Is your environment managed by
different teams that do not
regularly work together?

When there is a problem, do you
have to meet or gather information
from multiple people to identify the
root cause (war room)?

Copyright IBM Corporation 2011




Fostering Teamwork and Efficiency

File Edit View Help

AFEERSNT|SETL00 OQUIECUIERST B
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Tkl volume. Enable the VIOC index
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Run

™ Expert Atvice |

Faadj

I@ Hub Time: Wed, 03/30/2005 0420 PM

[ Server Available. [ K53 Vol_Disabled_¥TOC_Criical- 0rion2000- BLAWS

Quickly identify the problem, exploit Expert Advice,
and Take action to reduce meantime—to-resolution
and knowledge transfer

Separate teams using common tools and
processes can collaborate easily on problem
determination and resolution, breaking down the
silos

Intelligent tooling and knowledge capture reduces
24x7 reliance on experienced “gurus”.

(&) Applet started,

[ B el ntranet 4

Storage is a common entity with any z/OS workload,
regardless spanning CICS, DB2, IMS, middleware,
networking and z/OS operating system information

Integration at this level:
*Increases ability to identify and address problems
*Fosters greater communication
*Prevents issues from impacting service levels
*Reduces down time and business impact from issues

= View: | Integreted Overview E

igh PI

 Performance

Percent | P

Service

Iﬁi Class index IF#on CP B o ST
o M cics PO AIGs gﬁrif 243 g parcent| Name [ S*Class| Sporigg” | ASID | JESIOBID|
Region Ovarview: |
%Respunseﬂme;ﬁnﬁlys\s cics d 50.0 | SWONGAL | BATCH 7| 0X00ZC J0B15263
= 6§ ooz STE: v 10.0 | vCOZHREL | STC 2| 0%00AC STC14973
Thread Activiy ] ] 1.8 2.1 |HET3L SYSETC 1| oxaoss | sTCla4s0
Syster Status
Subsystem Managsment
DE2 Connest Server

o]

¥ MS Performance
3 IS Dependert Regions

o Middisware Managed Dropped | Tape Mounts
Managed mverage | RMFMVS | RMFL Mot Respondint
= B Hetwere yetam CPU Parcen| cPU Percent| CPUP G i Boac onding il
i LPAR40DJSYSLMVEEYS 91 [EFR] 9.7
= Mg Storage

User DASD Groups Perform:
User DASD Groups Space
= B Sysplex Performance
)] Coupiing Facilty Structures

Managed SYELOG

B} L Pertormance Mot Recording | Mot Active | Not Recordi
. 'g \Windowes LPAR4DOLSYSLMVEEYS | False [False | False aiossl Pl Sé?!.i%e Response | o, | SA0e RPSE,
=g sz:’:::usrsmancs 03300 PAGLO3 | NiA 26| 13.7 | Active -
I 0XGEID1 | PAGLO4 | NA 23 13.4 Aclive
%3842 | TDSHR1 | BGTDSHR 45| 0.0 Active ~

Enclave Intormation
System CPU Utilization
B 2 Per formance

<| | r[ ]« |

1) Stuation Evert Console

O A D | e | @ |TotalEvents: 3 | emFite Take Action [
Severity Status | Owner Situation Name Di: =
% critical open EW_Demo_Threar_alert Nerme: |=select action=
% _Critical GOpen Dist_DB2_Net_Alert G
R Critical Open Ewi_Derno_CF_aAlert
6 tomreted Overviv | €5 Logem

Physical < | » o




Enterprise Storage Integration:

*‘Newer SOA workloads introduce the need for enterprise-wide (cross-platform
management of storage issues which can impact business applications

=Today using OMEGAMON Dashboard Edition (DE) we can create views of storage
information that span both System z and Distributed storage encompassing:

~OMEGAMON XE for Storage s

G- 0 HBR$IEFE 002 dd BQLUAELPSRIEAOTEDAD S =
| €2 Wavigator t OB x |[m 4 3 M B O x| [ ACM Catalog Summary s3I DBEN X
@€ View | Logical -l Function| Dataset | volume | actve | wating Catalo; Volure Remaining Catalog| Last Backuy
=Advanced Catalog Management CE D I () [ o e e A [ e e e e
@ HSM Migration | Not Held Migra || ICF RSPLEXO1.HSM.CAT1 S1P100 3584 User.
A [Recall ot eta | ICF RSPLEXO! HB1ALOS REF1IT D — T —|
ackup. ot He! ack || ICF RSPLEXO1 HB1A DATA REP 109 2936 User
ccovery[NotHe eco [ ICE RSPLEXDT HFS.CATI FF 100 2530
Ll . g ut He! urng || ICF RSPLEX01 IMS.A3SYS CAT1 SIRB43 2931 User
. I Ivol I Sto rag e M a n ag e r I S M elete ot He elet || ICF RSPLEXO1 IMS.A3DB.CAT1 SIRB46 2936 ser
ICF RSPLEX01.IMS.ASS'8.CAT1 SIRKAZ 2932 User. -l
4l | = —— == | _’_l_‘
| 3 vsm schedute sz DBOx
L] ] ] ] o Timestam Server Name. Node Name | Node Type| Schedule Start Actual Start |@‘ Schedule Status | Schedule Result
n 08/02/0 195 (_INCR BKCLI243 | CLI 08/02/09 17:00:00 nding T N
I VO I ro u C IVI e n e r 08/02/09 1 ICR BKCLI240 L 08/02/08 17:00:00 | Pending |
0802109 1 (_INCR BKCLI241__|CLI 0@/02/08 17:00:00
0802109 1 ICR SG-TSM1 cu 08/01/09 17:00:00 | 08/01/09 17:41 e operatio
08/02/09 195 (_INCR SG-TSM1 cL 0&/02/08 17:00:00 | 08/02/03 18:05: e aperatio
08/02/09 1 ICR SG-TSM1 cu 07/27/09 17:00:00 | 07/27/09 17.58: e operatio
08/02/09 195 (_INCR SG-TSM1 cLu 7/28/09 17.00:00 | 07/28/0917:17: e aperatio
=Advanced Backup & Recovery for z/OS £ G URCTARG
08/0209 195 3| DAIL ICR SG-TSM1 cL 7/30/09 17:00:00 | 07/30/09 1726 e operatio
08/02/09 19 WEEKLY_INCR | SG-TSM1 cu 7/31/08 15:51:49 | 07/31/08 1557 e operatio
08/02109 19:52: SG-TSM1 DAILY_INCR SG-TSM18 | CLIENT 7/31/09 17:00:00 | 07/31/09 17403 The aperatio
08/02/09 19:52:41 SG6-TSM1 DAILY_INCR SG-TSM18 | CLIENT I7/26/09 17:00:00

0810209 1952:46 | SG-TSM18 | DALY INCR  |SG-TSW1B |CLIENT | 07/25/00 17.00:00

.Advanced Audlt for DFSMShsm o ] T8 1 M Ao e ORI -

| E1 TPC Device Server Services 4 % [ 5 0 % |E5 TPC Data Server Services 3 DBOx

Timestal & _ Data Server 0. PE
. 08/02/09 18:58.3. Performancemanagerservice | sg-tsmapp0 rocketsottware.com 08/02/09 18:58:34
™ etv lew | SmapoUT rockeisohware-com | UB/02109 10155-54 | SANEveRIComIaIFatony famanoOT rocieieOmwars-com | 080203703534
Sgrtsmappl

HSMappUT IOCKEtsOMware.com | 0802108 18:56:34
[ sg-smappu1 rocketsomware.com | 08/02i08 18:56:34

Sg1smappo 08102109 15:58:3
Sg-1smappo 1 fockelsotware.com | 0802109 15.58:3
sg-lsmapp0 08/02/09 16.58 3.
surlsmapp0 | 0802/0918.58.34 |

H H H H H H [ sgtsmapp01 rocketsofware.com | 08/02/09 18:58:3
" ivoli Monitoring (distribute s eeme Gt
sg-tsmapp0; 08/02/08 18:58 3.

B S E e Sample View shows information

sgtomap)

. . . 1.rocieteotwars com | B/2/00 10:58:34

™ “sgrtsmapp0 00/0210910:50:3
livoli System Automation
5g tomapp0 1 rockot 08/02/0318:58:3:

sgtsmapp0 m | 08/02108 18:58.3

<

extracted from OMEGAMON XE
. for Storage, TSM, Adv. Backup &
Recovery, and TPC

= and more....




| IBM Software Group

IBM Tivoli System z Storage
Management




IBM Tivoli System z Storage Management Solution

Robust Tools to monitor and
manage heterogeneous System
z Storage from an application
basis as well as physical devices

Powerful Integration of System
z Storage information via Tivoli
Enterprise Portal (TEP)

Link dynamically across
products

Take action directly from TEP
and automate tasks and
preplanned corrective actions.

Flexible real-time and historical
reporting options
Simple maintenance & upgrade

Reduce resource usage and
energy consumption!

Standardize System z Storage
Tools - Reduce dependency on
‘gurus’

Increase staff productivity and
learning curves

OMEGAMON DE for z/OS (Dashboard Edition)

T SVSADMIN SADMIN MOGDE®




IBM Tivoli System z Storage Management

<« IBM Tivoli Solution Addresses Key Storage Management Issues:
= Application Performance
= Efficient Device Management
= CPU & Storage Cost
= Storage-Related Outages
= Data Integrity
= Storage Administration Productivity

<« Easy to use GUI interface shared with other System Management tools
= Improves efficiency
= Provides visibility into your storage environment
= Gives you the control you need to manage
= Automates repetitive or programmable actions
= Fosters integrated management methodology (breaking down organizational silo’s)
= Reduces learning curve
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System z Storage Management Solutions

Tivoli zStorage Management Suite -Tightly Integrated Products

Set of tools needed by a storage administrators to monitor, automate, and tune for the day-to-day management of a complex environment

IBM Tivoli OMEGAMON XE
for Storage on z/0S

IBM Tivoli Advanced
Reporting and Management

IBM Tivoli Advanced Audit
for DFSMShsm

IBM Tivoli Advanced Catalog
Management for z/0OS

IBM Tivoli Advanced Backup
& Recovery for z/0S

IBM Tivoli Advanced Allocation
Management for z/OS

IBM Tivoli Automated Tape
Allocation Manager

IBM Tivoli Tape Optimizer

IBM Tivoli OMEGAMON XE for Storage on z/0OS

= Monitor and manage in both real-time and historical space, performance, offline storage,
DFSMShsm activity, DFSMSdss, track applications (ASIDs), take actions and expert advise
minimizing and avoiding outages while improving efficiency

= Integration with other solutions via TEP, cornerstone in a storage management tool box

IBM Tivoli Advanced Reporting and Management for DFSMShsm

= Provides deep dive reporting of DFSMShsm logs, identify inefficient HSM migrations, maximize
the efficiency of your DFSMShsm day to day activity and environment

IBM Tivoli Advanced Audit for DFSMShsm

= Ability to quickly audit, identify and correct DFSMShsm errors that cause costly outages,
waste of resources, and time

IBM Tivoli Advanced Catalog Management

= Provides the capability to manage your ICF Catalogs, audit alias, view structures, and make
sure that your ICF cataloc_fs and tape environments are backed up appropriately for forward
recovery, preventing costly outages

IBM Tivoli Advanced Back and Recovery for z/OS

= Identify critical application data. track & validate Backups, recover Fast from Disasters or
Local Outages

IBM Tivoli Advanced Allocation Management
= Ensures no costly space allocation problems by avoiding X37 abends & NOTCAT2 conditions

IBM Tivoli Automated Tape Allocation Manager

= Share tape resources in across sysplexes, or in a non-sysplex environment, maximizing your
investment

IBM Tivoli Tape Optimizer

= Tape copy and stacking solution for data residing on tape storage devices (DFSMSrmm
environments)




OMEGAMON XE for Storage on z/OS v420

A mainframe STORAGE monitor, real-time and
historical

Powerful alerting and “Take Action” capability
Daily Storage management capability and

functions
A wide breadth of mainframe storage
information:
= Space and Performance management (storage
groups all the way down to data set groups, define
your own for reporting)
= Tape/VTS
= Channels (FICON), Control Units, CACHE
=  DFSMShsm (View and administer your active HSM
queues, control Datasets, etc. )
= DFSMShsm / DFSMSdss / ICKDSF / IDCAMS online
toolkit
= Batch JCL creation from toolkit — any JCL
= SMS constructs
= DS8000 support
= Ability to see all logical volumes on a physical disk
= Powerful applications view
= Powerful dataset view and action capability
= Integration capabilities from TEP interface to
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= Dynamic Workspace Linking to:

IBM Tivoli Advanced DFSMShsm Reporter (ITAARD)
IBM Tivoli Advanced DFSMShsm Audit (ITAAD)

IBM Tivoli Advanced Catalog Management (ITACM)
IBM Tivoli Advanced Backup and Recovery (ITABR)
IBM Tivoli Advanced Allocation Manager (ITAAM)

IBM Tivoli Tape Optmizer (ITTO)

IBM Tivoli Automated Tape Allocation Manager (ATAM)

= DFSMSrmm reporting and toolkit
functions

Cornerstone for every zStorage




Advanced Allocation Management for z/OS

Formerly Tivoli Allocation Optimizer:

Enables users to avoid and recover from X37
type abends such as B37, D37, and E37
abends and NOTCAT?2 situations

Provides ability to simulate changes before
implementing

Handles all DASD data sets, both SMS and non
SMS-managed (VSAM and non-VSAM). Used
with SMS, a/l _unsuccessful DASD allocations
are eligible for recovery

Maximizes use of the current volume before
attempting to allocate additional volumes -
dynamically adjusting catalog and control
blocks only when an extent is needed

Limits fragmentation of a data set on a single
volume and across multiple volumes,
preserving valuable catalog space and
memory-based control block storage

TEP integration and take-action makes it easy
to see issues and intervene

D Bnme s 002 dd E0LBLSGEELEY @ 7BB A =
it teriEs ra Reseer e =

e}

New in V3.1 - Overall Control of Allocation
*Greater control with SMS and non-SMS
*Non-SMS volume group definition

*Re-direction of unit type

Allocation based on variety of variables
*Non-SMS placement based on resource metrics
*Set or override over 50 allocation attributes
Make DATACLAS, override JCL




Advanced Reporting and Management for DFSMShsm

ummary - tep-gal - SYSADMIN

Fie Edt ‘iew Help

+ Provides Detailed HSM Reporting Capability IR EET TR
e Proaca
H @ & Tirestarp REE“”E” Count Messane Action
. Dally Health Reports 10811 £ uﬁ 1526 | MIGRATION OR DBA DBU FAILED RA
- 1081 4 6026 | SMS DS ERROR RA
+Provides reports for: : - et om=n0s o0
=
= DFSMS Mounted Volumes = Tl 7T+ 1D DIRECTORY RERD ErFoRHionR
= 1081 37 2 0 SPACE OMMIG YOL RA
= DFSMShsm Managed Volumes = 1051 109 | RECALLRECOVERY OK RECALL
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" DFSMShSm space Management ES‘ ags Subsystem oo 1081 22 | RECALLRECOVERY OK RODELETE
= DFSMShsm Automatic Backup - Ha iz o sioRace W 1051 121 WISRATION O LI
DFSMShsm Autodump Activities

0Automatlc Spreadsheet Charting
= Ad-hoc reports
+Fast and highly interactive

nnnnnnnnnnnnnnnnnnnnn

+Easily find areas of concern. |
= Drive the view to the area of concern
= Look around, Act on what you see ' ‘
- P rf I‘.m “Wh _if‘” n I i o To00 2000 2000 at0
e O at a a ys S | |(® Huh Time: Tue, 01/08/2008 0Z:45 PM J&E Server Available | Retum Cade Summary- tep-gal - SYSADMIN
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+Recycle percent valid

= “Plans” Feature makes new reports simple to create and .
save <« TEP Interface makes it much

+ Provides filtering logic so you can drill down easier to detect a|_1d c_Iiagnose
= Automated command generation problems — even "“k'“gkto otl:(er
+ Allows wrapping action commands around listed data sets pr:_ducts, and s:llp?ortsdiy ta t‘:
+Go from “Now I know what to do” to “I’ve already done it” action commands issued from the
: TEP
+Add your own customized commands to the command

library « [Easy-to-Use ISPF User Interface




IBM Tivoli Advanced Audit for DFSMShsm

- STEVEC *ADMIN MODE*

< Audits, repairs, and ensures integrity of the
DFSMShsm environment, including tape.

™1 Migration Control Dataset Erron Summ

Viewr

ary - fep-srv.

-
& Enmor

< Automates data collection and corrective L r— ngmgMNF%TNc;N;Agz;;:T{WD i -
actions - =

<+ Proactive notification and alerts to critical - W i
problems which can be expertly resolved : e — ]
before a system outage occurs e ]

<+ Finds and can correct 100% of DFSMShsm T ——
errors

< Prove integrity of DFSMShsm environment

<« QOperates many times faster than native

DFSMShsm commands, without performance
impact on DFSMShsm

< Ease-of-Use and performance permits regular
rather than periodic audits

<« TEP Interface makes it much easier to detect, Regular HSM audits help Maintain the

: : lex data structure of the
drill down, and diagnose problems — even comp
linking to other products, and allowing key DFSMShsm Control Datasets (CDS) to

actions to be intitiated from the TEP in prevent outages and improve efficiency
response to situations




Advanced Catalog Management for z/OS

=
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« Provides powerful, safe, reliable, and easy ICF B sseusouziacechs
catalog and VSAM backup and /ast forward . s
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< Helps meet Service Levels: reduces application
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<« New Merge-while-open capability is key for
Customers who are undergoing merger activity or o .
datacenter consolidation s B hrsar e s eouns - HEAT e aEn
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/€ @ Basic Catalog Structure Detail 412707 08:15:43
4127107 08:15.43
4127107 08:15:43
4127107 08:15:43
4127107 08:15:43
/27107 08:16:43

@ Catalog Cache Performance

- alas Surmary | € o Dataset Space Summay

@ User DASD Group Performance

< Easy-to-use interface improves staff productivity
<« TEP Integration and Take-Action capability makes it
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Advanced Backup & Recovery for z/OS

« Single Toolset to automatically:
. - . . G-% 0 ORA+35 00240 SEQUECHEEEY 0T EE A
» Identify critical application data = |

= Track & Validate Backups

+ Where they are

+ Currency

+ Support removable or non-removable media types
m Recover Fastfrom Disasters or Local

Outages
+ Either at Local or DR site
+ From one central location e Aopienton
+  With one simple process e ime oty 2P

= Eliminates guesswork and manual processes
= Eliminate duplicate backups

= Comply with governance requirements — Excouto APPLEND
always be audit_ready! Feed Backup Execution
» Easy to use TEP interface makes it easy to AL
stay on top of backup status and spot e oplcations

One Time Onl,

problems before they cause outages! ’

e, Ay .t .
ks = b ¥

Process Flow

Setup Tasks
Automated Tasks




Automated Tape Allocation Manager for z/OS

< Automated Tape Allocation Manager
(ATAM):

- Share tape devices between multiple <
images: sysplex, nonplex, multiple i
standalone in any combination - even | E&s
legacy devices such as 3420

<+ Improves Operational Efficiency:

- Maximize the use of existing tape devices

- Reduce operational overhead

- Minimize backlogs of job requests

- Improve ROI on tape hardware investments

B Support hardware achISItlon deC|s|onS [ v Time: s, owa0r2008 5307 P | @ server vaiabie || Fitrecvotume Dataset List- TEP-TG - SYSADHIN ADMIN MODE

- Single Point of Control without the Single
Point of Failure — no shared control file to
fail

- Responds automatically and directly to
user/job resource requests at “machine

speed” instead of “operator speed”

- Real-time and historical reporting — built-in

- TEP Integration and Take-Action capability
makes it easier to detect, drill down,
diagnose, and correct problems — even
linking seamlessly to other products as
needed

Edit View Help
E OBme b 002 @d AEQUBS HELED @ JBE A S

s s mBO0x

ata Set ataSet | Original
Name | Sequence Numbel Chai




Tivoli Tape Optimizer

< Copy individual tape data sets by name, — -
expiration date, catalog status, and many o+ 00 EBReAD 60544 SEEEESEIEECSTEBAS
other filter criteria g

< Optionally rename tape data sets during copy
operations

< Support for 3592 tape drives and high-
capacity tape media

< Optionally continue copy processing after
certain types of failures or errors, such as
tape I/O errors

< Uses relative generation data group (GDG)
catalog entries to help identify generation
data sets for a copy request

< Edit copy options for requests pending restart
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< Run multiple, concurrent copy tasks for a *Use Full Tape Media Capacity —
copy request reduce waste

< Reporting for stacked tapes «Automatically updates DFSMSrmm

<« TEP Integration and Take-Action capability *Ensures system catalog accuracy

makes it easier to detect, drill down,
diagnose, and correct problems — even linking
seamlessly to other products as needed




Thank You for Joining Us today!

Go to www.ibm.com/software/systemz to:
» Replay this teleconference

» Replay previously broadcast teleconferences

» Register for upcoming events




