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Application High Availability in a Heterogeneous
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Agenda

= High Availability Concepts
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Business Issue

Cost per hour for being Down in M$

Brokerage
Retail Sales

Pay per view

StandishGrOl(J)p 1234567

Qutage Causes

Application

Failures 40% 40% Errors

20%

Operator

Technology Failures 1DC 2001

« L oOss of business

. Loss of customers — the competition is just a mouse click away

. Loss of credibility, brand image and stock value

On demand challenges
» Downtime unaffordable
» Heterogeneous by nature
® Different HW/SW platforms
® Cross-cluster application dependencies
» Complexity
Customer pressures
» No end-to-end automation
» Cost and availability issues due to multiple automation and
operations teams
® Education requirements
» Automation implementation and maintenance costs
» Rapid change of I/T infrastructure

© 2010 IBM Corporation



How do You I\/Ianage this?

Frontend
Web- R

server 1ol :: SAP Solutions

SAP StartAfter

ENQ App
Server Server

StartAfter
StopAfter DNS eMail DNS Http

- Server Hosting I Server Server
ForcedDownByi | . _

H Y
............

End to End Aut,omatlon LeveI

First Level Automatlon

.
‘e,
™
0
b

o [ERSES]

FEPLEX2

: End-to-end D zos unix

FEPLEX1 FECluster FEClusterSAP
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June 7, 2011

Highly Available Hardware

— Processors, Memory, Power Supplies, Fans, Disks, Backplanes, IBM
Director

— Network, LAN, SAN connectivity (multiple links)

Problem: Single Points Of Failure (SPOF)
— Non Redundant Hardware

— System Software

— Application Software

Solution: Failover application (components) to backup
system(s)
— Problem: Dependencies to HW/SW resources

— Solution: Policy-based knowledge about application components and
relationships

— Problem: Data integrity (shared disks)

— Solution: Heartbeats, quorum, STONITH (Shoot the other node in the
head), DISk reserves © 2010 IBM Corporation




System Automation Basic Principles

* Provide Continuous Availability of IT resources
 Applications, processes, IP addresses, file systems, ...
» Capability to automatically start and stop resources with knowledge
of...
ﬁ * Resource groups, relationships, backup resources,

Operator @ \
W, L

IT Manager

)

((

Event {\’ ‘ @
— ﬁ - %‘ - QL

Scheduler e e —

o -3 ) _ =

783 Automation Automation Coordinated Operator

B Restart

Orchestration ": — g Agent 2 Eailover

Resource Groups

Relationships and
ependencies

Customer mySAP DB2 WebSph MQ IMS
Policies  Policy Policy ere Policy policy feature feature

Administrator
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Agenda

= Overview of Tivoli System Automation
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IBM Tivoli System Automation

High availability and policy-based automation for
applications and services across heterogeneous
environments [ T

http://www.ibm.com/software/tivoli/products/sys-auto-app-mgr/
Process Integration
"Plan my IT redundancy”

Energy

Operating Systems

Virtualization

IBM Service Management m

Business Continuity

Process Manager
planning, testing, and execution of
recovery for disaster situations

Enterprise Application

Management Tivoli System Automation

"Recover my IT Business” Application Manager
End-to-End Automation of
heterogenous, multi-tier applications

Tivoli System Automation Tivoli System Automation

for Multiplatforms for z/OS
Automation & Availability Mainframe Automation &

IT Infrastructure &
Platform Management
"Recover my platform”

(AIX, Linux, Solaris, Windows) Availability
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Components of Tivoli System Automation Family

The System Automation Product Family shares same Automation and Availabilly Concepts
across different platforms and management levels. It integrates other Automation and Cluster
solutions to provide single point of operations and true management of composite applications.

Tivoli System Automation
Application Manager
Distributed
Disaster Recovery

Tivoli System Automation
for Multiplatforms

Pre-canned Automation Policie

Tivoli System Automation
for z/OS

Automation Adapter

1
HACMP / Microsoft Cluster .

© 2010 IBM Corporation




Agenda

= Overview of Tivoli System Automation
— System Automation for z/OS
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SA z/OS Component System Operations

Configuratio Requests
n Status Override
Goals Events S

|Im Automation Engine
f*c:ommand

Applications| Sysplex|

Resources Monito

Job/STC | Logs| I/O | System

11

= Automation

Start, recover and termination
Manage applications

Operator task automation
Message monitoring & response

Prevent outages of critical resources
(WTO buffers, spool)

Plug ‘n play automation modules for
CICS, IMS, DB2, mySAP, WebSphere,
GDPS

Integration: TWS, TBSM,
Performance automation

Graphical interface
» Applications, systems, events, critical

Sysplex resources
Command interface

© 2010 IBM Corporation



START and STOP relationships

 Relationships define how one resource
relates to another resource

HasParent

MakeAvailable, MakeUnavailable

PrepAvailable, PrepUnavailable

ForceDown

» Condition associated with relationship

WhenAvailable, WhenUnavailable
WhenAvailableOrStarting
WhenUnavailableOrStopping

WhenObservedDown
« Automation option

o Active vs Passive
Unidirected, sysplex-wide

12 Evaluated when goal not equal status © 2010 IBM Corporation
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A group is a collection of multiple resources

Status derived from the aggregated status of its
members

A group can be part of any dependency or other
group

Membership in multiple groups possible

Groups are referenced by a sysplex or system-
wide unique name

Members can be distributed within a sysplex

Enables automation and control for a complete
(business) application

Frees operator from knowing the various
pieces the application consists of

© 2010 IBM Corporation



Policy Management
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Convert

MENU OPTIONS HELP

SA z/0S 3.1 Customization Dialog Primary Menu
Option ===>

0 Settings User parameters

1 Open Work with the Policy Data Base

2 Build Build functions for Policy Data Base

3 Report Generate reports from Policy Data Base

4 Policies Maintain Policy Data Base list

5 Data Management Import policies/Migrate files into a Policy Data Base
U User User-defined selections

X Exit Terminate Customization Dialog

To switch to another Policy Data Base, specify the Policy Data Base name
in the following field, or specify a ? to get a selection list.
Current Policy Data Base. . .

Licensed Materials - Property of IBM
5645-006 (C) Copyright I1BM Corp. 1990, 2004 All Rights Reserved.

Customization Dialog
Reduces complexity and
manual tasks

1 Policy Data Base for
z/OS enterprise

*Define once, use multiple:
share, clone, inherit

© 2010 IBM Corporation




Sample Policies based on “Best Practice”

= Base Policy + Multiple add-on policies |
= Structured Collection of Policies -
= Unique Definitions across all policies
= Solution Oriented
[ e S DB2
= S = TWS
WO WebSphere
| | R
e NMC
' USS
ProcOps
OMEGAMON
GDPS

Q System Basic APG

-

5 _-\) Syeplex Server APG

15 © 2010 IBM Corporation



Agenda

= Overview of Tivoli System Automation

— System Automation for Multiplatforms
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System Automation for Multiplatforms

» Tivoli System Automation for Multiplatforms

— Provides a High Availability Cluster

— Automates startup and shutdown in correct sequence of
complex, statefull applications

— Actively monitors all resources and reacts on outages
of SW and HW components by automatic restart in correct
context

®

= Automation Policies define the Automation Scope of
System Automation

— Describe resources, groups and relationships

Tivoli System Automation h

for Multiplatforms HA-Cluster
— Define the desired target availability situation

,,,,,

solaris

— No need to develop automation workflow scripts

17
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Automation Policy

System Automation knows how to
start/stop all required resources in
correct sequence. One request against
top level group is sufficiant.

Apache Apache Scenario 1: ,Operator starts Portal Group*

- Disk and Service IP will be mounted/created on Node 2

- DB2 start as first application
WAS WAS - WAS and Apache follow this start in correct sequence
DB2 DB2 Scenario 2: ,, Maintenance on Node 2°

, - Apache, WAS and DB2 are stopped in correct sequence
- Disk and Service IP are being mounted / moved to Node 1
Node 1 Node 2 - Applications start on Node 1 in correct sequence

© 2010 IBM Corporation



Availability example — Portal HA Automation Policy

System Automation constantly monitors -
all resources and can react on SW /
HW unplanned outages.

I56rtql Grou

Scenario 1: ,DB2 Failure”

- Applications dependent on DB2 will be stopped first

- DB2 will be ,restarted in place”

- WAS and Apache are started in correct sequence again

-Scenario 2: ,DB2 cannot be started on Node 1°

- All resources on Nodel are stopped

- Disk will be mounted on Node 2

- Service IP will be moved to Node 2

- DB2, WAS and Apache start in correct sequence again

Scenario 3: Failure of Node 2

19 © 2010 IBM Corporation
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Pre-canned Automation Policy Templates (Linux / AlX)

= Data Management = Shared File Systems

» DB2 8.x/9.x ESE ekl L:“JHL;”;?E‘”“ Management » NFS Server

» DB2 8.x/9.x ESE DPF » NFS Client

» DB2 8.x/9.x HADR » Samba m.?&a

» DB2 7.x WE, EE

» Oracle 9i " Groupware .

» Oracle §i ORACLE » Sendmail 8.11 ;

= Web Servers sendmalorg

= WebSphere » Apache Web Server

» WebSphere Application Server 6.0 » IBM HTTP Server

» WebSphere MQ

Tivoli Products
» Tivoli Workload Sche

» CCMDB / TADDM
» Tivoli Storage Manager (TSM)
» TSM Client

software

Currently under development:
» WebSphere Application Server 5.1

» DP for mySAP

> _ » DRBD
» Tivoli Enterprise Console 3.8 » SA MP End-to-End Component
= SAP » Tivoli Provisioning Manager

» SAP Replicated Enquw Jironment
» SAP Application Server

http://www.ibm.com/software/tivoli/products/sys-auto-linux/enablement.html

20 © 2010 IBM Corporation
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Tivoli SA MP is the build-in HA provider for DB2 on distributed platforms

Different HA concepts for different levels of availability — all based on Tivoli SA MP

Warm-standby

21

Hot-Standby

DB2 LUW with shared disk = DB2 HADR

» DB2 built-in replication of
transaction data from primary
to standby node

DB2 instance data is stored on
shared disk

Standby node takes
automatically over on failure = Server roles (primary /
standby) will be automatically

Access to DB2 via Service . . .
switched in case of failure

bound to active node
= Access to DB2 via Service IP

or automatic client re-routing

[ Service IP ] [ Service IP ]

Primary Node Standby Node Primary Node Standby Node

DB2 DB2 DB2 <« DB2

% = =

Active-Active
= DB2 pureScale

= Cluster of DB2 nodes with
centralized lock and memory
manager

= Maximize availability during
failure recovery processing

» Clients are rerouted to healthy
member at failure of member
and healthy member are fully
available all time

Member Member Member

DB2 DB2 DB2

CF | CF

N

—

© 2010 IBM Corporation



SAP Policy

= Add product support for SA MP SAP policy within a defined scope of configuration
variants - New customer orderable SAMP feature license for SAP policy.

= Enhance documentation

» Improve usability by replacing existing setup script “mksap” with template XML policy
“sampolicy” and creating a wizard

Benefits:
» Product support can be called for questions and problems

« Consolidated documentation to have a clear setup and operation guidance
» Ease of use wizard to help customer with initial SAMP cluster configuration

22 © 2010 IBM Corporation



Agenda

= Overview of Tivoli System Automation

— System Automation Application Manager
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System Automation Application Manager

= Tivoli System Automation Application Manager

— Provides a Cross-System and Cross—Cluster Operation
for composite business applications

— Automates startup, shutdown and resynchronisation
of composite business applications running on different
platforms.

— Works on top of various High-Availability Clusters such
as ,System Automation for Multiplatforms*®, ,System
Automation on z/OS*, ,HACMP/ PowerHA*®, ,MSCS*,

MyPortal
.veritas Cluster Server, - supporting all platforms —
. . . . SA Application
including workload running on Mainframe e

— Integrates application components with replicated
storage devices in order to provide a multi-site disaster

recovery solution. .

e

1 L | ® ‘ Aiache
| & HTTP SERVER P]Eﬂ

Ao |

SA for Multiplatforms

24 © 2010 IBM Corporation



Components of System Automation Application Manager

Operations Console ‘

Policy Editor ‘

Automation
JEE Framework

Websphere

SA
Application
Manager

Automation Policy

(a

Automation Engine

AL Adapter

Windows Linux, AIX AlX, z/0S Any OS
Solaris Solaris

25

Clustered or Not
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Management with Integrated Solutions Console

Tivoli System Automation offers WEB-based user interfaces as single point of control

Truly manage the availability of all resources hosted by different OS/Platforms managed
by different Automation Products in one Interface

Clustered and Unclustered Systems

- SA MP Automation (Windows, AlX, Linux, Solaris)

Information Area

- SA z/OS Automation Sysplexes (z/OS) aidiesi ol
- HACMP / MSCS / Veritas Cluster on Solaris x|
- Agentless attached resources Linus
- Virtual or Real Systems S
» B DB2 User Site1 Linux
b B DB2 User site? W  Linux
» O wAS site1 Linux
b By was sitez “  Linux
¥ B webserver sitet o Linux
b B Websarver Sitez Linux
b P
Business Applications =
]

- Applications, Disks, FileSystems
- Replication Sessions

EI Portal Choice Group
Dj Replicated-Data for DB2

26

OK

oK

| Compound State A |

General Resource Group
I Location Info | name: D DR_Portal
.._’w_; Class: RescurceGroup
i History | Automatio
ks Monitor & Control Systems

(A Applications and Data Replication
infelink: | Sessions here.

Description

Resource Group Status

&l The rescurce works as desired

Observed state: @ Online Request Offline...

Desired state: @ Online

View Requests

Suspend Automation...

© 2010 IBM Corporation



Create Automation Policies

Tivoli System Automation also offers a WEB-based user interfaces to create automation policies

Compose and Visualize Business Applications for SA MP and SA AppMan.

Policy Editor Topology Viewer

Automation for Multiplatforms first-level automation policy

Create Resources, Groups and Relationships

- Supports policies for:

- SA Application Manager
- Agentless Adapter o

- Provides Resource Harvesting
- Integrated Policy Checker

] &\
ﬁf*

| Properties

samadapter L | 92
|\ DependsOn .~
D:p:ndiOn\ r’

A4 &

samadapter -ip rtw‘hoﬂ a3

Move Grou

 (1BM.Appli

Class Attributesi Name

Edit menu General

Create new P Create menu

= e
Move Group » Mowve Group meanu Nodes wi
Equivalency IBM.AgFileSystem
=0 sa:
% % Resource Reference from » IBM.Application
) ' + sa:
Resource-Refe... | i ResourceRefe... Resource | oM Sevicell -
" H z ; IEM.Test
v v Parsistant attributas b
'@ % Tie Breaker G
Isast4:eth0 Isast4:eth0 uny_s=
uny_s
Ram
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SA Application Manager & Disaster Recovery Components View

Operations Console

Alitomatinn

Automation Engine

Application
Manager

A

Adapter

Adapter

Sitel . Sitell
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» Graphically Dispersed Parallel SYSPLEX
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Disaster Recovery with GDPS (Geographically Dispersed
Parallel Sysplex) & System Automation for z/OS

= Multi-site sysplex

= Remote data mirroring (disk & tape)

= System Automation for z/OS
provides:

» Automation infrastructure
» Move of applications to site 2
» Processor Operations

» Sysplex automation like CF mgmt and
removal of failed system

© 2010 IBM Corporation



GDPS Supports Two Data Mirroring Technologies

= Peer to Peer Remote Copy (PPRC) S/390
—  Synchronous data mirroring zSerles
= GDPS manages secondary data consistency
GDPS/PPRC —  No or limited data loss in failover - user policy
7% = Production site exception condition monitoring ESCON
—  GDPS initiates and executes failover
= Designed for Continuous Availability and Disaster Recovery IL
solution
= eXtended Remote Copy (XRC)
— Asynchronous data mirroring “ gﬂ
—  Limited data loss to be expected in unplanned failover —
= XRC manages secondary data consistency
= GDPS executes Parallel Sysplex restart nl“g/ﬂ/vln

—  Limited user involvement 1
= Designed to support unlimited distance I I
= Disaster Recovery solution

31 © 2010 IBM Corporation
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» [ntegration Scenarios
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Integrated Service Management (ISM) and System Automation

33

/ Business Service Automation Business Service Monitoring \

SA AM Reporing

Event Mgmt

Discovery

Data Replication

Availability

IT landscape

© 2010 IBM Corporation



TSA MP & TSA AppMan Integration with OMNIbus

Operators get a complete and consistent overview of situations. Automatically
triggered corrective actions from TSA will appear as event together with other
messages triggered by various monitors.

= Tivoli System Automation Multiplatforms and Application Manager
now support to send availability state resource events to OMNIbus

= A set of SA specific OMNIbus rules for event correlation are
provided

= An Operator can use the Launch-in-Context (LiC) feature from the
selected SA event in OMNIbus to the SA Operations Console

34 © 2010 IBM Corporation



ion

=

System

aa
=

S @]

IVO

i
Automat

T

Rasources of Friandiyeze

ion

ivoli

_aaer

T

L epsermaton
o e,

System
utomat

Sysbrnuamaton

A

SISt St v canga of s de2_c” 1 doman o Bybrausmaion

a0 10530

QD S A Sl

OMNIbus Integration

© 2010 IBM Corporation

35



= Tivoli System Automation Application Manager now provides
documentation and service templates that can be used to enrich
TBSM service views with TSA availability state information.

= TBSM Operators can now control (request online/offline) the
automated resources.

= An Operator can use the Launch-in-Context (LiC) feature from the
selected resource in TBSM to the SA Operations Console and back.

36 © 2010 IBM Corporation



TBSM Integration
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TBSM Integration — End-to-End Business Services Availability View

= Enrich TBSM Service View with
information from SA AppMan
— Map SA events to
corresponding TBSM services

— Show ,Availability State” from
SA. Availability State shows if
application is running or not

— Events from SA AM, SA MP
and SA z/OS are supported

= SA Provide automatic recovery of
services
— Observe in TBSM service view,
how TSA recovers from
failure situations

38

Fle Edit View History Bookmarks Tools Help

@ - c ¥ & -!https‘.r’fsa:d:ﬁe:L6316fbmjconsoleﬂoqﬂ.d0?act|on=semre - ,,_,__' -5‘_'__ Google

| | Tivoli Integrated Portal I - ]
Tivoli. !Mks v Welcome tipadmin Help | L
J Service Ava... ' — Seled
Desktop
| Service Tree e 7 - B | Service Viewer
| UL 7 P e e
o | [oal| 4 o ich | @ B
[ < sme | Availaiy | [ Eif . <@ e e
[ T Online Trading Aplication & — P o
Pt
2 D82 Cluster ] Cobrm T s
@ [[J sext32c0B2 & Online
@ [ sexb32e:082 ] Offline
B Online TragingCluster =
E g & J =g
T B o o S
0] ﬂ saxbI2aWAS E Online S | = ]
it =%
3 *

o B
bl ! i !
4
o [l ]| | status refresh in 94 seconds. .
.l.lrgenl Services 7 - B | Service Details
i "i’j -/ v | sLa Events Rules

Sarvica State Last Changed

© 2010 IBM Corporation



« SA Application Manager delivers to
for your automated business relevant applications.

= Availability and Recovery Reports
— Resource Availability and Recovery
Report a resource's up- and downtimes, unexpected outages and corresponding
recovery times.
— Top Resources with the Highest number of Unexpected Outages
Report the top resources that had the highest number of unexpected outages in a

selected domain.

= Startup and Shutdown Reports
— Resource Startup and Shutdown
Report the cumulative startup and shutdown times for a resource including its
dependencies.
— Top Resources with the Longest Startup and Shutdown Times
Report the top resources with the longest startup and shutdown times in a selected

domain.
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Resource Availability Reports
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Availabilig QOverview

—Qverall uptime (5.64%)

Overall downtime (94.36%) —

This chart provides an overview on the overall uptime and overall downtime of a resource. These time calculations are based on
the observed state of a resource only. The desired state, e.g. whether an online or offline time was planned or not, is not taken
into account.

Downtime an alxsis

~Planned Downtime {45.94%)

Unplanned Downtime (16.5%) —

" Planned Startup Time (37.56%)

This chart gives a detailed insight in how the overall downtime value of the first chart is composed. "Planned downtime” includes "
Planned Offline”, "Planned Shutdown Time" and "Unplanned Startup Time". ™ downtime" indudes "L Offline”
and "Unplanned Shutdown Time".
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Resource Startup and Shutdown Times Reports
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Learn more about IBM’s entire Tivoli System z portfolio
at upcoming Pulse Conference

Pulse 2012
Optimizing the World’s Infrastructure

Location:
MGM Grand Hotel

March 4-7

Register at: Las Vegas, Nevada

= Receive Tivoli for System z information updates on a regular basis:

e 5] S0 6 S
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