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Agenda

= |Industry Issues
— New work loads

— New monitoring needs
= Integrated Monitoring
— Scenarios
— A monitoring infrastructure

= Workspaces
— How to use them to manage your system
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Challenges with Managing Enterprlse Assets

= Complexity

=l ] = S . b S 3
— Heterogeneous infrastructures consisting of IT [y 2 AL e T "“4
and non-IT assets Financial Services

— Increased interdependency of assets and their
effect on the business service IhH | ] “ u

— Operational changes requiring approval of

. . . . Public Sectnr Transpnrtation : i_ife Scica;ﬁces
multiple disconnected operational domains

Change 80% of CEOs agree that
collaboratively integrating
business and technology is key to
— Boundaries between Enterprise and IT assets are business growth and innovation
blurring with IT enabled business assets 40% of CEOs surveyed in the

— Industry consolidation, globalization

= Compliance 2004 Global CEO Survey
, _ _ - indicated that asset utilization
— Regulations, security, audit capabilities would be a key focus in
= Cost strengthening financial
performance given the impact of
— Management and administration, especially anticipated market focus.

across silos of redundant infrastructure

T IBM Global 2006 CEO Survey
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Server Virtualization Business Value

Roles Virtual Servers Possible benefits
» Consolidations H H E > High resource utilization
» Dynamic provisioning/hosting > Greater usage flexibility
» Workload management » Enhanced workload QoS
> Workload isolation \ Virtualization / > High availability and security
» Software release migration > Low cost of availability
» Mixed production and test . » Low management costs
> Mixed OS types/releases Pgﬁ"’(;a:l > Enhanced interoperability
» Reconfigurable clusters » Legacy compatibility
> Low-cost backup servers > Investment protection

» |n the final analysis, the potential virtualization benefits take three forms:
— Help reduce hardware costs
— Help increase physical resource utilization
— Small footprints
— Can improve flexibility and responsiveness

— Virtual resources can be adjusted dynamically to meet new or changing needs and to
optimize service level achievement

— Virtualization is a key enabler of on demand operating environments
— Can reduce management costs

— Fewer physical servers to manage
— Many common management tasks become much easier
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IBM Consolidation Announcement Highlights

= |IBM will consolidate thousands of
servers onto approximately 30
System z mainframes

= We expect substantial savings in
multiple dimensions: energy,
software and system support costs

= Major proof point of IBM'’s ‘Project
Big Green’ initiative

= The consolidated environment will
use 80 percent less energy

= This transformation is enabled by
sophisticated virtualization
capability provided by System z

z/VM and Linux Performance Management

IBM’S PROJECT BIG GREEN SPURS GLOBAL SHIFT
TO LINUX ON MAINFRAME

Plan to shrink 3,900 computer servers to about 30 mainframes targets
80 percent energy reduction over five years

Optimized environment to increase business flexibility

ARMONK, NY, August 1, 2007 — In one of the most significant transformations
of its worldwide data centers in a generation, IBM (NYSE: IBM) today
announced that it will consolidate about 3,900 computer servers onto about 30
System z mainframes running the Linux operating system. The company
anticipates that the new server environment will consume approximately 80
percent less energy than the current set up and expects significant savings
over five years in energy, software and system support costs.

At the same time, the transformation will make IBM’s IT infrastructure more
flexible to evolving business needs. The initiative is part of Project Big Green, a
broad commitment that IBM announced in May to sharply reduce data center
energy consumption for IBM and its clients.
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_ ==owmwe  |dentify problem Linux Guest
Look at additional data for

Linux Guest

= Uneven Linux Guest CPU consumption

= Use Linux Guest Workload workspace to identify
problem Linux guest

= Link to Linux workload/process workspace to identify
problem app/process

= Notify app owner of app performance problem

= Quicker identification of base problem ; T
= Can manage z/VM and Linux from a single point of : :
control \

.........

vz,

pace

i&g 1T}
ipseeee
E

Link to Linux process
workspace

|dentify problem
app/process on
Linux
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= Uneven Linux guest CPU consumption

= Use situation to recognize high swapping with high —=c=c
S o oo o Situation is triggered and

= Send message to Operations Manager B e

= Operations Manager invokes a rule to executg -
tuning command to allocate more resource ' .,

Guest - y ,,j:’;"

$64Pdddz

| —C)
=

nnnnnn Response to
problem is
automatic

Automated problem resolution
= Integrated solution

Action Processing
Server
(GOMSVMnn)

Main Server
(GOMMAIN)

Message is sent and Automation Product (Operations Manager)

triggers z/VM automation

z/VM and Linux Performance Management © 2008 IBM Corporation




IBM Software Group | Tivoli Software

OMEGAMON XE on z/VM and Linux

Provides performance monitoring for z/VM and Linux guests
Linux agents gather performance data from Linux guests
z/NVM agent gathers performance data from z/VM

— Including z/VM view of guests

— Uses IBM Performance Toolkit for VM as its data source
Executes automated actions in response to defined events or
situations
= Part of the Tivoli Management Services infrastructure and
OMEGAMON family of products

— Specifically focused on z/VM and Linux guests
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IBM Software Group | Tivoli Software

End to End Management from Tivoli

B0 Tivol System Workload OMEGAMON | omMEGAMON | omEGAMON = omEGAMON | CMEGAMON
Service XE for

Level Adv Automation Scheduler for XE on 2/0S XE for IMS XE for CICS XE for DB2 Storage
for 2/0S 3.1 2/0S 8.3 v4.1.0 v4.1.0 PE/PM v4.1.0 9

v2.1 v41.0

Service Level Reporting

Executive Dashboard

IBM Tivoli IBM Tivoli Composite Composite Composite OMEGAMON OMEGAMON XE
on z/VM & Linux

v4.1.0

Business Application Application Application NetView on XE for MF

Service Mor‘illtt;c:rlng Manager for Manager for R.T. Manager for Z/0S v5.2 Networks

Mgmt v4.1 WebSphere V6.1 Tracking V6.1 SOA V6.1 v4.1.0
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IBM Products

= Systems and Performance Management
— OMEGAMON XE on z/VM and Linux

— Operations Manager for z/VM

= Storage Management
— Backup and Restore Manager for z/VM

— Tape Manager for z/VM
— Archive Manager for z/VM

z/VM and Linux Performance Management © 2008 IBM Corporation
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Easy to use
Browser controls

| V Yiew Help

Tivoli Enterprise Portal

=} WehbSphere Prorrnn  Hoe?-14451 - TLEE

Navigation
Tree

Intelligent
Linking

Fo)d |

Whindows Systems

IR EELER

—>

Improve your ability to Diagnose and Resolve Problems

Selectable Chart Options

——

UNIX Run Time

Personalized
Views

BEOIR

BBONM BEODMN BEONMS

E ————

BEOSMSS  BBOAS

CPU Times

Run Time

3.0
I User CRU Tirn
20 Spstemn CPU Time
1.0
0.0
= thslcall‘@é Business] BEOSMS BEOIR  BBONM BEODMMN BEONMS BBOSMSS EEDASR1 BEOASA2
=]
081390 UNIX Processes for WebSphere
MY'S Status Process Status Execution State Process ID | Parent Process ID | Leader Session ID | Process Group | Foreground Pro
ormal Wultiple_Tasks_In_Procegs_+_Pthrea.. | Running_not_in_kernel_wait S0462821 1 50462821 50462821
&= rmal Multiple_Tasks_In_Procegs_+_Pthrea.. | Running_not_in_kernel_wait 33685615 1 I3685615 33685615
&) rwmal Multiple_Tasks_In_Procegs_+_Pthrea.. | Running_not_in_kernel_wait S0462832 1 50462832 50462832
&) rogmal Multiple_Tasks_In_Procegs_+_Pthrea.. | Running_not_in_kernel_wait 33685672 1 I36ES672 33685672
&2 Sviepped_Out | Multiple_Tasks_In_Process_+_Pthrea... | Running_not_in_kernel_wait 16908492 1 16908492 16908492
&) Sugppped_Out | Multiple_Tasks_In_Process_+_Pthrea... | Running_not_in_kernel_wait 33685727 1 I336E5T2T 33685727
&= mal Wultiple_Tasks_In_Procegs_+_Pthrea.. | Running_not_in_kernel_wait 16908519 1 16908519 16908519
b=l rmal Wultiple_Tasks_In_Procegs_+_Pthrea.. | Running_not_in_kernel_wait S0462998 1 50462998 50462998
0|
'Readv D Server connected. | WehSphete Processes - tlee2:14451 - TLEE

Persistent customized
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workspaces

View
Zoom

Splitter
controls
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Available Performance Metrics

z/VM Linux

= z/VM Linux Default Workspace = Linux OS

= PAGING and SPOOLING = Capacity Usage
Utilization = Disk Usage

= DASD = File Information

= LPAR Utilization = Network

= NETWORK Utilization (Hiper = Process
Socket and Virtual Switch) = System Information
REAL STORAGE Utilization = Users

TCPIP Utilization — Server
TCPIP Utilization — Users
SYSTEM Utilization

System Terminal Workspace
Workload (z/VM User ID) Activity
Linux Workload Workspace
ApplData Workspace

13 z/VM and Linux Performance Management © 2008 IBM Corporation
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LPAR Utilization (z/VM)
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D Server Available
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SYSTEM Utilization (z/VM)
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WORKLOAD (z/VM User ID) Activity
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System Information (Linux)
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CPU Averages (Linux)
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Processes (Linux)

G:9: | HEDHR S QB |2

00¢d ERPLMHALEERENY @ 7 BE &

L2 ey IPhysicaI j me [l = i
@<
Enterprise phkagent phkagent’
@ Linux Systems o whd
f{l—% mlnxl'l a e e
- Linux 05 e e
[EH Capacity Usage Information
EH Disk Usage mastar master
[}y File Information 4 ==hd it
[EH Metwork syslegd el
B0 3 kblackd kblockd i
EH System Infortmation Lt i”“, i
Bk Users cupsd cupzd i
El—ﬁ MM Linuz Systems kizagent =4 klzagent
EI—% T on 0.1 0.z 0.3 0.4 0.0 1.0 2.0
Wriocess System CPU(Percent) Ocumulative Process Swstemn CPU (Pement)
: B Frocess User GRU (Percent) B cumulative Process User CPU (Percent)
fg’E Phyysical I
Process Process Process Process | Cumulative Process | Cumulative Process .
Command name Pml%ess Parent Pg';'?ess System CFU | User CPU System CPU User CPL Kernel Priority | Mice Value Sizn;r(?Jt:glqes) Rs?felg]eangfsg
{Unicode) I} (Percenty | (Fercent) (Parcent) (Fercant) T
& | kizagent 9064 1| Sleeping 0.12 0.37 0.00 0.00 16 ] 19371 294'A|
22 | pdflush 12 4| Bleeping 0.06 0.00 0.00 0.00 15 ] ] 1
& | kewapdl 13 1| Bleeping 0.03 0.an 0.o0 0.o0 16 ] il 1
& | zlpd 2029 1| Sleeping 0.0z 0.0 0.o0 0.00 16 ] 288 2491
& | cupsd 2105 1| Sleeping 0.0 0.an .00 0.00 16 ] 1771 a1l
& | pickup avah 2180 | Sleeping 0.00 0.m .00 0.00 17 ] 1196 39
2 | gyents/i 4 1| Sleeping 0.00 0.00 0.00 0.00 5 -10 1] 1
E2 | sl a 4| Sleeping 0.00 0.an 0.00 0.o0 14 -10 ] 1
22 | init 1 0| Eleeping 0.00 0.00 138 1.40 16 0 147 b
22 | cio G 4| Sleeping 0.00 0.00 0.00 0.00 () -10 ] 1
& | cio_notify T 4| Sleeping 0.00 0.an .00 0.00 14 -10 1] |
& | ginfi 14 4| Sleeping 0.00 0.an .00 0.00 14 -10 1] |
& | khlockdd ] 4| Sleeping 0.00 0.an .00 0.00 5 -10 1] |
=2 | kmcheck J 43 1| Sleeping 0.oa 0.an | 0.0 0.oa 24 i] 1] 1=
1 b

(% Hub Time: Thu, 0711 32005 09:38 AM

z/VM and Linux Performance Management

Server Availahle

Process - PHKMSM - SYSADMIN *ADMIN MODE*

© 2008 IBM Corporation



IBM Software Group | Tivoli Software

Automation Using Situations

A situation describes one or more conditions that you want to test

— Each condition compares a user-specified value against attribute data
collected from managed systems

= If all conditions are met, the situation evaluates to true and an
alert indicator icon appears on the TEP to let you know that a
problem exists

= When you create a situation, you can also specify recommended
actions (Expert Advice) and/or automated responses to take
place when the situation becomes true (Take Action)

= Each management agent comes with a set of pre-defined
situations that start running as soon as the management agent is
connected

= Each situation may examine the values of one or more attributes

z/VM and Linux Performance Management © 2008 IBM Corporation
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Situation Analysis

Microsoft PowerPoint - [TivoliTalks V2.ppt]

m@

8=

=]

A M| 4

L
JD File Edit “iew Help
MeE:: | THEBRESAD|200¢ | SEQUBCEEELES @ T@EE
22 Wiew: [Physical VI (IRN=RRE N (25| |nitial Situstion Yalues mB O x|k
® < Operatér:giosrg:stem % Processor Time | @] Processor Server Name Timestamp
Enterprize ~ . - -
o [ Windows Systems el 5.1 31| _Total Frimary:|BM-734U41 ZEERY.NT | 08f
i = & IBM-7341041 Z5ERY
E5 Aggregation and Pruning Agent
I+ Universal Soent
=] Windows 05
20 Disk =
Erterprise Services
hdemarsy :
Metwork Oper%tér:gionstem % Processaor Time Processor Server Name
Pirter 5.1 10 | _Total FrimaryBM-7 3441 Z8ERYVNT 0812005 T7:55:0%
Process
= & Proc S |
[v]
fg’E Phrysical »
A Command View mBeEa0=x
a ]
Take Action «e» |02 ad &
AGHE Expert Advice W i
Iame: Select Action= 2 o
Command NT_System_CPU_Critical
Etop Service Situation Description Situation Description
_ Arguments... Possible Causes : \
21(3 STTaeataTAatior guested Actions Percent of time all processors are busy is
too high.
~Drestination Systern ¢
Possible Causes

2. The system may hawe a looping
annliratinn

[v]

fun B Eonert i |
Err %% 5:55PM
). Friday
" TivolTalks ¥2.ppt ] I & 8/12/2005

Initial Cause

Current State

Expert Advice

Take action to fix
the problem

z/VM and Linux Performance Management © 2008 IBM Corporation




IBM Software Group | Tivoli Software

TMS/OMEGAMON XE Architecture Overview

= Eal_\\

TEP Browser or Desktop

= b al_\\

Warehouse

- TEPS DB

TEMS Hub

22

Local Cache

z/VM and Linux Performance Management

Key:

TEP — Tivoli Enterprise Portal

TEPS — Tivoli Enterprise Portal Server
TDW — Tivoli Data Warehouse

TEMS — Tivoli Enterprise Monitoring Server
TEMA — Tivoli Enterprise Monitoring Agent

Monitoring
Infrastructure

© 2008 IBM Corporation



IBM Software Group | Tivoli Software

OMEGAMON XE on z/VM and Linux agents

=There are 2 types of agents

=There is one z/VM agent per z/VM LPAR
Y— =There is one Linux agent per Linux Guest
Infrastructure = | @ [epsos =Both types run on Linux in this release

= Eal_\\ E = b al_\\

TEP Browser or Desktop

Warehouse \

TEMS Hub TEMS Data (Built in operationakDB)

/
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Summary — OMEGAMON XE on z/VM and Linux

= New addition to the IBM Tivoli and OMEGAMON
family of products

= Specific focus on performance of z/VM and Linux
guests

= Breadth and depth of available metrics

= Single workstation to view alerts and perform
situational analysis

= Automated actions in response to defined events

= Integrates with broader Systems Management
portfolio

24 z/VM and Linux Performance Management © 2008 IBM Corporation
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Thank You for Joining Us today!

Go to www.ibm.com/software/systemz to:

» Replay this teleconference
» Replay previously broadcast teleconferences

» Register for upcoming events

z/VM and Linux Performance Management
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BACKUP
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Operations Manager for z/VM

»Increase productivity »>|mprove system availability
» Authorized users view and interact with »Monitor virtual machines and processes

logging onto them console messages
»Multiple users view/interact with a

; : : » Reduce problems due to operator error
virtual machine simultaneously

View & interact Console monitoring

with consoles Service Virtual
Machine being
monitored

Operations Manager Take action
for z/VM Service Virtual

Machine being
monitored
Console monitoring

z/VM and Linux Performance Management © 2008 IBM Corporation
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Operations Manager for z/VM and OMEGAMON XE on z/VM and Linux

@
&,
—

»OMEGAMON XE on z/VM and Linux

> » Performance monitoring for z/VM and Linux guests
R > Part of Tivoli Management Services (TMS) infrastructure
»Operations Manager for z/VM
» Monitor consoles of z/VM service machines and guest user IDs
> » Take actions based on console messages
» Respond to “take action” requests from OMEGAMON
» Schedule routine tasks

)

Web browser

Extensions

Application Application

Operations Perf OMEGAMON

Manager Toolkit TMS)

Linux Guest Linux Guest
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Tape Manager for z/VM

u Improved tape management
— Access control

— Data security erase option for
tapes with sensitive data

Operator Console
on z/VM

Manual
Mount Drives
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Backup and Restore Manager for z/VM

CMS FN1 FT1 FM1

minidisk or e
SFS
FN3 FT3 FM3

Track 0

Track 1

ECKD
FBA
VFB-512

Track 2
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Backup and Restore Manager and Linux Guests

K|
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Using Backup and Restore Manager with Tivoli Store Manager

Other guest Other guest

yAAVA\Y
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FBA or ECKD
DASD

dirA/file1.ext

dirB/file2.ext

dirC/file3.ext

CMS minidisk
and SFS files

FN FT FM
FN FT FM

FN FT FM
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Archive Manager for z/VM

CMS FN1 FT1 FM1

minidisk or e
SFS
FN3 FT3 FM3

Track 0

- Track 1

Track 2
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