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The future runs on System z  

Ensuring application-level availability 
and process automation across your 
enterprise
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System Automation Topics

1 System Automation Portfolio Highlights

2 System Automation for Multiplatforms Update

3 System Automation Integration with Tivoli Portfolio

Place holder for format; needs to be 
cleaned up



© 2009 IBM Corporation3

BCPM

System Automation High Availability and Resiliency Solutions

SA 
AppMan

Complex application automation 
for heterogeneous clustered and 

stand-alone servers

SA z/OS

Event automation 
for z/OS

Business continuity workflow 
process management

SA IOM

Automated alert and 
escalation management

SA MP

Distributed server clustering with 
heterogeneous platform support

• Extends high availability 
across clusters and 
heterogeneous 
environments 

• Integrates operational 
capabilities end-to-end

• Standalone high 
availability for 
distributed platforms

• Integrated high 
availability across 
platforms 

• Provides automated 
solutions to improve 
business resiliency

• Leverages 
automation 
technology for 
service management 
and business 
continuity

Adjunct to automation and 
high availability solutions for 
remote management, 
alerting, and escalation

Foundational z 
automation 
technology



© 2009 IBM Corporation4

System Automation Basic Principles

Coordinated 
Restart 

& Failover

Automation 
Agent

Event

Automation 
Engine

Operator

Administrator

•Restart & Failover

 

Rules
•Resource Groups
•Relationships and 
Dependencies

Scheduler

Orchestration

mySAP
Policy

WebSph 
ere Policy

Customer
Policies

…MQ
Policy

IMS
feature

CICS
feature

Operator

DB2
Policy

• Provide Continuous Availability of IT resources
• Applications, processes, IP addresses, file systems, …

• Capability to automatically start and stop resources with knowledge 
of…

• Resource groups, relationships, backup resources, …
IT Manager
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What Can You Automate With SA z/OS?
Application

High Availability

Processor I/O 

Integration

•Change I/O configuration on the fly
•Safe through system-integrated 
switching

•Manage ESCON & FICON Directors

• Initialize, configure, recover, and shut 
down servers 

•External monitoring and automation from a 
Single Point of Control

IBM Tivoli 
System Automation

•Automate applications
•Automate many repetitive 
and complex tasks

•Monitor processes, 
messages, and alerts
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Goal Driven Automation



 

Administrator defines the "goals" for the application according to 
business requirements 

– Goals relate to desired state, availability schedule and preferred system
– Relationships between resources and groups 
– Service Periods:



 

System Automation Manager tries to keep the system in line with goals


 

Easy, exception oriented operation
– Operator can "overrule" the policy goals by overrides or start/stop requests



 

Responsibility moves from the operation to automation administrator

12:30 13:00

UP UP
Down

8:00 12:00 13:00 18:00

SVP
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Sample Policies based on “Best Practice“



 
Base Policy + Multiple add-on 
policies


 
Structured Collection of 
Policies


 
Unique Definitions across all 
policies


 
Solution Oriented


 
Arbitrary selection of add-on 
policies

DB2
TWS
WebSphere
IMS
CICS
NMC
USS
ProcOps
OMEGAMO 
N
GDPS
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SA z/OS Powerful Relationship Support

START and STOP relationships
• Relationships define how one resource 

relates to another resource
• HasParent

• MakeAvailable, MakeUnavailable

• PrepAvailable, PrepUnavailable

• ForceDown

• Condition associated with relationship
• WhenAvailable, WhenUnavailable

• WhenAvailableOrStarting

• WhenUnavailableOrStopping

• WhenObservedDown 

• Automation option
• Active vs Passive

Unidirected, sysplex-wide
Evaluated when goal not equal status



© 2009 IBM Corporation9

Group and Conquer



 

A group is a collection of multiple resources


 

Status derived from the aggregated status 
of its members



 

A group can be part of any dependency or 
other group



 

Membership in multiple groups possible


 

Groups are referenced by a sysplex or 
system-wide unique name



 

Members can be distributed within a sysplex


 

Enables automation and control for a 
complete (business) application



 

Frees operator from knowing the various pieces 
the application consists of

Appl 
A

Appl 
B

Appl 
C

Group 1
(Basic)

Appl 
F

Appl 
E

Appl 
G

Appl 
D
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TSA AM Automation Web based GUI (ISC based)
Main features



 

Monitoring and problem analysis: 
Show…

– Operational status, location, 
resource details

• Actively show status changes
– Problems with resources
– Resource dependencies
– Topology 

• Clusters and systems
• Group membership trees

– Operator instructions per 
resource

– Automation logs per domain 
(cluster)

– Filtered views …
• matching a specified name 

filter
• located on a specific system
• with errors or warnings
• with operator requests
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SA MP (End-to-End Automation Component) - 
Cross Cluster Automation

Solaris
HP-UX

Linux 
on zSeries

SA MP

Adapter

Linux 
on POWER (p,i) 

SA MP

Adapter

Linux 
on PCs, 

BladeCenter

SA MP

Adapter

SA MP
(End-to-End Automation Component)

z/OS 
on zSeries

SA
z/OS

Adapter

AIX  

SA MP

Windows

PCs ( Windows / Linux ) UNIX ( AIX, Linux, Solaris, HP-UX ) zSeries ( Z/OS, zLinux)

MSCS

Adapter

AIX

HACMP

Adapter

SA MP
Veritas 
Cluster 
Server
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Pre-canned Automation Policy Templates (Linux / AIX)



 

Data Management
–DB2 8.x/9.x ESE 
–DB2 8.x/9.x ESE DPF
–DB2 8.x/9.x HADR
–DB2 7.x WE, EE
–Oracle 9i
–Oracle 8i



 

WebSphere
–WebSphere Application Server 6.0
–WebSphere MQ



 

Tivoli Products
–Tivoli Workload Scheduler
–CCMDB / TADDM
–Tivoli Storage Manager (TSM)
–TSM Client
–Tivoli Enterprise Console 3.8



 

SAP 
–SAP Replicated Enqueue



 

Shared File Systems
–NFS Server
–NFS Client
–Samba



 

Groupware
–Sendmail 8.11



 

Web Servers
–Apache Web Server
–IBM HTTP Server



 

Currently under 
development:

–WebSphere Application 
Server 5.1

http://www.ibm.com/software/tivoli/products/sys-auto-linux/enablement.html

Move to 
SA MP 
section
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Resource Startup and Shutdown Times Report
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Flexible model for 
scheduling call outs



 

Allows individual 
notification preferences



 

Can be used to activate a 
blackout period for a given 
escalation ID (to prevent 
alert flooding)

08:00-09:00  pager
14:00-16:00  email
17:00-24:00  SMS
Sep01-20,2006 vacation

SA IOM Alerts and Notification to Enhance Automation



© 2009 IBM Corporation15

SA IOM Ad-Hoc Notification
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At-A-Glance Status of Notifications
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GDPS: The Right Level of Protection for Your Business

A B

C

Continuous Availability
& Disaster Recovery 
Metropolitan Region

Continuous Availability 
Regionally and Disaster 

Recovery Extended 
Distance

Continuous 
Availability of Data 

within a Data Center

Disaster Recovery at
Extended Distance

Near-continuous 
availability to data

Single Data Center
Applications remain 

active

GDPS/PPRC HM

Automated D/R across
site or storage failure

No data loss

Two Data Centers
Systems remain active

GDPS/ PPRC HM
GDPS/PPRC

Automated 
Disaster Recovery 

“seconds” of Data Loss

Two Data Centers

GDPS/GM (blue line)
GDPS/XRC (red line)

Data availability 
No data loss 

Extended distances

Three Data Centers

GDPS/MGM
GDPS/MzGM
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GDPS Supports Two Data Mirroring Technologies


 

Peer to Peer Remote Copy (PPRC)
– Synchronous data mirroring



 

GDPS manages secondary data consistency
– No or limited data loss in failover - user policy



 

Production site exception condition monitoring
– GDPS initiates and executes failover



 

Distance between sites up to 40 KM (fiber)


 

Designed for Continuous Availability and Disaster Recovery solution



 

eXtended Remote Copy (XRC)
– Asynchronous data mirroring
– Limited data loss to be expected in unplanned failover



 

XRC manages secondary data consistency


 

GDPS executes Parallel Sysplex restart 
– Limited user involvement



 

Designed to support unlimited distance


 

Disaster Recovery solution 

S/390S/390
zSerieszSeries

UNIXUNIX
NTNT

1 4 

3 

2 

ESCON

1 4 3 2 

SDMSDM

GDPS/PPRC

GDPS/XRC
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Integration with Monitoring (TEP)

80
222

3

Request Summary:
Graph of vote status for all 
resources.

Compound Status Summary:
Graph of resources by Compound 
Status.

Resource List table:
Same data as INGLIST.
Sorted by Compound Status in 
this example.
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Smarter HA with TSA and TPM


 

TPM provides:
– Enterprise management of TSA
– Dynamic high availability  
– HA Multiple OS’s from the same 

pool
– Same pool for HA and 

performance

1. Admin tells TPM to setup a new 
TSA cluster

2. Admin tells TPM to deploy two 
applications into the cluster

3. TSA detects a hardware failure on 
one of the application machines 
and fails over to a server in the 
failover resource group and notifies 
TPM that it needs more servers in 
the resource group

4. TPM adds servers to the resource 
group restoring the cluster to an HA 
state

Windows Application Group

Linux Application Group

Windows Resource Group

Linux Resource Group

TSA

Sy
st

em
 z

10

System z10 EC- TPM&DB2

Bare metal pool

TSAMP

DB2DB2
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Crisis Management Based on Documentation

IT
Infrastructure

CI CI

History

Test
Process

History

Recovery 
Process

Automation 
Engine

Alerting and
Notification

Trigger 
Message Workflow

Email

Documentation

Collaboration
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Trigger
Message

Automation GDPS

Context CI

IT Infrastructure

Test CI Data

CI

History

Alerting and
Notification

Simulation / Test           
History

Test
Process

Recovery
Process

Workflow

Approve
Proposed
Recovery

Notify
Impacted
People

Verify
Recovery

Complete
Recovery

Analyze
Outage

Collaboration

Crisis Management Based on BCPM Workflows
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BCPM‘s Simple User Interface to Create Processes

Trigger 
Message

Recovery 
Options

Resource 
Status

Recovery 
Process
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IBM Tivoli Automation Resources


 

Resource Links
– Business Continuity Process Manager web site

– GDPS web site
– System Automation Application Manager web site
– System Automation for Integrated Operations 

Management web site
– System Automation for Multiplatforms web site
– System Automation for z/OS web site
– Tivoli Workload Scheduler web site



 

Interactive Forums
– Online discussions with customers and 

IBM specialists about these solutions
– Product specific forums



 

Annual User Conference
– Subject specific presentations 

delivered by customers and IBM 
specialists

– Excellent opportunity for interaction 
and discussion



 

Demonstrations
– Business Continuity Process Manager 

demo
– System Automation for Multiplatforms demo
– Tivoli Workload Scheduler demo

http://www-306.ibm.com/software/tivoli/products/business-continuity-process-mgr
http://www.ibm.com/systems/z/advantages/gdps/
http://www-306.ibm.com/software/tivoli/products/sys-auto-app-mgr/
http://www-01.ibm.com/software/tivoli/products/sys-auto-iom/
http://www-01.ibm.com/software/tivoli/products/sys-auto-iom/
http://www-306.ibm.com/software/tivoli/products/sys-auto-multi/
http://www.ibm.com/software/tivoli/products/system-automation-390/
http://www-01.ibm.com/software/tivoli/products/scheduler-zos/
http://www-01.ibm.com/software/tivoli/library/demos/bcpm.html
http://www-01.ibm.com/software/tivoli/library/demos/bcpm.html
http://www-01.ibm.com/software/tivoli/library/demos/tivoli-system-automation.html
http://www-01.ibm.com/software/tivoli/library/demos/twa-demo.html
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Demonstration Topics



 

Achieving end-to-end 
automation and operations with 
Tivoli System Automation 
Application Manager



 

Introduction to distributed 
disaster recovery with Tivoli 
System Automation Application 
Manager

To be revised; transition 
slide to demo
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Need More Information?

Please contact us: 

Allison Ferguson
fergusoa@us.ibm.com

Dan Plemons
dplemons@us.ibm.com
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Thanks for Your Participation
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