Managing Mission Critical Workloads on
Linux on System z
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Today’'s Agenda

= Addressing IT Challenges
—I1BM

= Best Practices for Managing a Virtualized Environment
— StreamFoundry

= Solutions for Managing Virtualization
—I1BM

= Best Fit Applications for a Virtualized Environment
—1BM

* Implementing Management Solutions
—Pirean
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Addressing IT Challenges
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Annual Operating Costs Are Out Of Control
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Worldwide IT spending on servers, power, cooling
and management/administration
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® Server Spending
Management Cost — Standalone Servers

4. Management Cost — Virtual Servers

® Power and Cooling Expense

— Physical Server Installed Base

Virtual Server Installed Base
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Source: IDC — “Three Data Centers — One Vision?”, March 2010
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Businesses face challenges today

= Lost business opportunity because IT too slow to react. Lack of
agility

= Long deployment timelines for new systems (weeks/months+)

= Many people involved in the process, high cost & complexity

= Many steps are manual and prone to error

= Huge up front investment for new infrastructure

= Server sprawl

= Low utilization

= Costly compliance, auditing,
and security patching
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Innovation is not limited to IT solutions: Business-oriented
plans rank high among CIOs’ visions of enhancing

competitiveness

Ten most important visionary plan elements
Interviewed CIOs could select as many as they wanted

Business Intelligence and Analytics
Virtualization

Risk Management and Compliance
Mobility Solutions

Customer and Partner Collaboration
Self-Service Portals

Application Harmonization
Business Process Management
SOA/Web Services

Unified Communication

Source: IBM Global CIO Study 2009; n = 2345
6

55%

63%
57%

W Low Growth m High Growth
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What Is The Solution?

= Reinvent the data center to build a more dynamic infrastructure
—Take Cost Out

* Virtualization and consolidation

—Reduce Energy Consumption
* Green Data Center

—Reduce Labor Costs

« Simplified Administration

© 2010 IBM Corporation



Best Practices for Managing a Virtualized
Environment
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StreamFoundry, Inc.
IBM Mainframe Software Services

SFl's System
z™ services

The IBM zEnterprise 196™

ESTreomfoundw

Managing Process More Efficiently

heimlich@streamfoundry.com
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Managing Process More Efficiently

= Why SFI?
— A company focused on Mainframe Software Solutions
— 100% Success Rate
» Consultants average 20 plus years experience from Fortune 50 and/or IBM
— An official sub to IBM Lab Services and Software Migration Project Office
* Plan
* Design
* Implement
* Upgrade
* Health Checks
* On-going system monitoring, programming and administering
» SFI's Linux on System z Practice led by David Kreuter
— QOver 10 years of experience in the space
— *Awarded 2007 SHARE Award for Excellence — Province of Quebec*
— Proven dollar savings in driving server consolidation and workload optimization
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System z ™ Software Solutions

Optimizing the Mainframe environment through
sensible services

= SFI's Service Categories
— Life extension
— Clean-up
— Applications
— Modernization

— On-going support

© 2010 SFlI, Inc.



System z ™ Software Solutions

Streamfoundry

aystem z™ Software Services

SFI's various levels of support
. Enginee""g
ation Process

“Ask the Mainframe software

expert” blog

jon
No charge! Integratlo

Fixed rate phone support to address
general questions

Fixed rate remote support*
24 x 7

Dedicated remote support*
24 X 7

Dedicated on-site support*

TBD (Requirement driven)

*Customer remote access required

**Rates are subject to change based on customer requirements. © 2010 SFlI, Inc.




System z ™ Software Solutions

Linux on z Assessment and
Recommendation

Applications/Infrastructure
= SFI's Mainframe Software
Savings Series ...

— Can your enterprise lower the cost of the current z/OS
environment by using Linux on System z?

— Which workloads are appropriate to migrate to Linux on System
z?

— What software, how many IFLs (Integrated Facility for Linux),
how much memory, what network schemes, and how much disk
storage are necessary?

— How many UNIX and Wintel servers can be consolidated?
— What are appropriate roll-out strategies?

13 © 2010 SFlI, Inc.
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System z ™ Software Solutions

SFI's Blue Print Linux on System z
Architecture Services

) A

David Kreuter
Dave Jones

SFI's Resident Linux on System z Experts

© 2010 SFlI, Inc.



System z ™ Software Solutions

Objectives

= Value proposition

= Colonizing with Linux Virtual Machines

= A great place for networking and data

= Strategies for using z/VM and Linux on System z
= Networking and data architectures

= Customer workloads

= Hints and Tips

= Best Practices

15
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System z ™ Software Solutions

Why Linux on System z?

= Potential for cost savings by reducing software licensing
costs

= Servers in a box

= Networks in a box

= Green energy

= | arge scale virtualization benefits the organization

= High ratio of servers to systems personnel

16 © 2010 SFlI, Inc.



Linux colonies on z/VM
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System z ™ Software Solutions

Intensive Resource Sharing: CPU, memory, network,

/O — everything!

VM

paging

& . SCSI via SAN
—— 1 =

IFLs and CPs
© 2010 SFlI, Inc.




System z ™ Software Solutions

zIVM: The storage friendly place to park your data

= Support conventional
ECKD disk

= And FBA disk
= And SCSI disk

( - >Cylinders,

3390 tracks,
records

device

19

123
Block
FBA numbers
device
N
SCSIl via SAN

~_
LUN
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System z ™ Software Solutions

Removing Mythology from IBM Mainframe Network
Devices

20

* HiperSockets and
OSAs are
mainframe
networking
devices

= 7/\VM virtualizes
networks with
guest LANs and
vswitches

* Real and virtual
play well together

— 2 —

OSA

= Connects the mainframe to the network. Cost
feature.

= OSA ports operate independently of each
other.

= Support for up to 4096 VLANS for Linux.

HiperSockets: Network in a Box

= HiperSockets provide an internal CEC network.
They are high speed and high volume
networks.

= HiperSockets are supported by z/OS, z/VM
and Linux.

= HiperSockets are included in System z
mainframe.

© 2010 SFlI, Inc.



System z ™ Software Solutions

z/VM LPAR with Linux Oracle Servers. Datais on
FCP SAN. vswitch network (built in redundancy)

Oracle
DB

21 © 2010 SFlI, Inc.



System z ™ Software Solutions

Linux machines have four interfaces: two on vswitches, one on
HiperSockets and one vipa dummy. Using OSPF through Quagga
network losses are announced and other paths and routing used.
Heartbeat software in the application will also notice outage.

LPAR A LPAR B

HiperSockets

network

22 © 2010 SFlI, Inc.



System z ™ Software Solutions

z/IVM LPARs with vswitches, vlans and HiperSockets. Shared
OSAs and ORACLE RAC on the SAN.
Creates a nice maintenance window method.

O LS =
100

\ vian \
100
Network vlan 7
trun Z VSWITCH SAN
i K . .

L b LPAR B
.
. vlan
100
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Oracle

DB
RAC

HiperSockets
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System z ™ Software Solutions

One z/VM LPAR with WAS in LPAR “A” connecting to the cloud. LPAR
“A” connects to LPAR “B” over HiperSockets to get the z/OS DB2
data. WAS Linuxen with multiple vswitches. Failures noticed by OSPF.
Uses WebSphere MQ and DB2 Connect.

Hi&erSocket A!

~ /7| DB2 data

Network vlan

trunk
LPAR A: LPAR B:

. vlan WAS z/OS and DB2
100

HiperSocket'B

24 © 2010 SFlI, Inc.




System z ™ Software Solutions

Service Zone for VM and Linux
building, maintenance, w

monitoring
A

Service Zone LPAR

== ‘ |
C_vswiTcH >

Production Test
Network VM TCPIP Zone LPAR Zone LPAR
TN3270 Access
A good VM TCPIP1 VM
dea! MAINT
TN3270

HiperSockets
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System z ™ Software Solutions

Important applications customers are doing today ...
and tomorrow

26

WebSphere

Cognos

Oracle

DB2

SAP

TSM ‘

CP
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System z ™ Software Solutions

Client Profiles

1. Large government service bureau
2. Police force

3. Software as a Service company

27 © 2010 SFlI, Inc.



System z ™ Software Solutions

Client profiles: Government Service Bureau

= IT service provider for many government offices (125)

— Going back several years:
« Existing mainframe shop
« 52890 + 1 z800 + 1 G5 on the floor on 3 sites
* 450+ physical servers (750+ logical) (HP, SUN, pSeries, ...)

Before Linux on System z

28 © 2010 SFlI, Inc.



System z ™ Software Solutions

Government Service Bureau: Current Configuration

= 1210 BC mainframe with 5 IFLs (~ 2400 MIPS)
— Started with z9 EC with 4 IFLS With Linux on System 7
= 5 LPARSs
— Oracle/DB in LPAR with 3 IFLs
— WAS
— Service Zone
— Lab Zone
= Over 40 different networks
= Software
—zIVNMv.5.4 +
— SLES9 SP3 Oracle 10gR1
— SLES10 SP1 Oracle 10gR2
— CA products (Automation, Scheduler)

© 2010 SFlI, Inc.




System z ™ Software Solutions

Government Service Bureau: Lessons Learned and
What We Know

= Reduction in software license costs
saved substantial money!

= System z with Linux and z/VM can
support different workloads in same
CEC (Oracle, WEB)

= Business as usual for the DBA’s and
Web administrators — platform appears
agnostic

= Supports many isolated networks
= Service zone is a great idea

= Horizontal growth while keeping
licenses stable

= Great tools iIn CMS

30 © 2010 SFlI, Inc.



System z ™ Software Solutions

Client Profile: Major Police Force

= Deployed Oracle on z10 BC 2 IFL machine with z/VM,
Novell SLES Linux, and Oracle in 2010

= Completed study in early 2009 with sample scripts
executing in Windows compared to System z.
— Performed on z890 with two IFLs
— Windows machine was a 4 way.

= Most scripts performed better on System z

— Exception was a long running script.

* In production z10 will handle CPU intensive work better than the
2890.

— System z performed better than windows on insert and delete
loop tests with multiple users.

31 © 2010 SFlI, Inc.
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Client Profile: Major Police Force:

Comparison Report of Record Insert

Insert loop with 5 users
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System z ™ Software Solutions

Softv_vare as a
Service Company System z timeline

Architecture,

Planning, Installation,
Considering esting

Dell, Linux,

_ z9 BC and Oracle Servers
Windows
DS6800 on on z/VM and
Shop.
floor Linux

No mainframe!

33 © 2010 SFlI, Inc.



System z ™ Software Solutions

Software as a
Service Company

Reduced from 4 to 3 IFLs
= Workload reduction?

| esson learned

= Workload redeployment to other platforms?

= Decrease in transaction rates?

= Decrease In database size?

34 © 2010 SFlI, Inc.



System z ™ Software Solutions

Software as a Lesson learned
Service Company

Reduced from 4 to 3 IFLs ! * o

= Workload reduction? _
= Workload redeployment to other platforms?
= Decrease in transaction rates?

= Decrease In database size?

= No! Workload, transaction rates and database size all
Increased.

— Vertical growth with virtual machine storage increase
— Added new servers too

= Memory increased to accommodate new workload.
= The application was tuned!

35 © 2010 SFlI, Inc.



System z ™ Software Solutions

Software as a Hardware
Service Company : .
Configuration

© 2010 SFlI, Inc.




System z ™ Software Solutions

Software as a
Service Company

Software Suite
[29BCmodelRO7-A0L |

++ tools: systems management,
automation, deployment, and
monitoring

© 2010 SFlI, Inc.




System z ™ Software Solutions

Software as a Service Company &

Best practices
= Use a performance monitor

— The IBM Performance Toolkit

— Generating daily csv format files used for analysis and reporting
= Using DIRMAINT for directory and storage management
= Use the z/VM wrapper: CMS tools.

= Using small locally written automation and remote
control tools

38 © 2010 SFlI, Inc.



System z ™ Software Solutions

Common hint and tip:
Must have a network integration plan

= How existing networks connect with new z/VM and
Linux networks.

= Routed or flat topologies — or both —

= Network redundancy

= Fail over

= Securing access to the mainframe networks

= Establishing administration only network

= Which personnel responsible for maintaining network
configurations in z/VM and Linux stacks.

39 © 2010 SFlI, Inc.



System z ™ Software Solutions

Common hint and tip: Success strategy:
Must have an architecture

= Architecture document includes:

— Hardware and software details including model numbers,
versions, MIPS, storage sizes.

— Recommendations for z/VM and Linux automation tools and
performance monitoring methods.

— Detailed design documents.

— Network deployments focusing on OSA, guest LAN, vswitch and
HiperSockets strategies.

— Security strategy.

— Planned future growth and capacity plan.

— Application deployment strategy.

— Backup/restore and disaster recovery strategy.

40 © 2010 SFlI, Inc.



System z ™ Software Solutions

Common Best Practices: Server Migration

= Must plan and calibrate Linux virtual machine size so it
consists memory adequate for kernel and application
workload but do not over commit caching memory:

— Do not size virtual machine too high — wasting precious resource
— Do not self defeat! This is a heavily shared environment

= Set swap size to be around 50% of virtual machine size
— Usually

= Always begin with one virtual CPU increase when
needed.

— Just because you have a “4 quad CPU Intel” doesn’t mean you
should use 4 virtual CPUS!

41 © 2010 SFlI, Inc.



System z ™ Software Solutions

So ... What do we know now? What have we learned?

= System z provides opportunities for vertical and
horizontal server growth.

= Must calibrate virtual machine storage size
— Almost always smaller then in distributed environment
= Plan for swapping but avoid in most cases.
= Must use a performance monitor:
— You paid for it must know how the resources are being utilized

= Must keep z/VM and Linux safe and secure
— Linux security is ... Linux security
— Secure the z/VM environment with RACF

42 © 2010 SFlI, Inc.



System z ™ Software Solutions

Common Lessons Learned: Best Avoided

= Vendor documentation and recommendations often not
optimized for System z.

— Creates confusion with personnel new to System z
= Overzealous Proof of Concept Deliverables

— Don’t attempt to test everything in the house — just choose a
room

= Executive scope creeping
— Have a sponsoring manager interested in your success

43 © 2010 SFlI, Inc.



System z ™ Software Solutions

Wrap Up

= Value proposition

= Colonizing with Linux Virtual Machines

= A great place for networking and data

= Strategies for using z/VM and Linux on System z
= Networking and data architectures

= Customer workloads

= Hints and Tips

= Best Practices

44 © 2010 SFlI, Inc.



System z ™ Software Solutions

SFI's All-Stars

= Experts in their craft

= Steve Gorman — CICS, DB2 SDSF and ACF2

= Rob Zenuk — CICS and DB2

= Peter Enrico — Capacity, Performance and Reporting

= Russ Evans — CICS Web Services

= David Kreuter — Linux on System z & z/VM
— ** 2007 SHARE Award for Excellence

* Dave Jones - z/VM System Programmer

= Henrik Sandin — TWS & TDS

= Dave Bernheisel - OMEGAMON

= Paul Scaglione — System Automation

= Dan St. Cyr — Parallel Sysplex Expert — Installed the very first PS @
Verizon (Nynex)

= Tom Conley — Storage Expert

45 © 2010 SFlI, Inc.



System z ™ Software Solutions

Conclusion — SFIl adds value!

= SFI's Software Services

— Hire one consultant and access the
knowledge of the entire Mainframe
Software industry

— Short and/or long-term assignments

— Deliverables done correctly the first time in
a fraction of the time

— 100% customer satisfaction

ESTreOmfoundry

Managing Process More Efficiently
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System z ™ Software Solutions

Welcome comments or questions %

We appreciate your support.
Marc Heimlich, VP, Sales & Marketing

StreamFoundry, an IBM Business Partner

or 781.272.4307

ESTreomfoundry

Managing Process More Efficiently
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Solutions for Managing Virtualization
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Moving Workload to System z
Why do clients move workloads to System z?

49
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But, how do you manage this new environment? RS software
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IBM Service Management

Enabling quality service delivery and business innovation

Visibility:
See your
Business

Respond faster and
make better decisions

50

Control:

Manage your
Business

Manage risk and
compliance

Automation:
Improve your
Business

Lower costs and
build agility

© 2010 IBM Corporation
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Simplify Service Management

Increase return on investment with differentiating value from IBM

= Align IT objectives with business objectives
— Visualize service delivery and incident impact on line of business and key
performance indicators

— Automatically map application and IT infrastructure to line of business
= Enforce ITIL management processes

—ITIL-based process automation solutions with common workflow engine and
data platform

— Standardize management processes and institutionalize best practices
= Eliminate multiplicity of service management solutions

— Integrated, end-to-end process automation solutions that span the mainframe
and distributed systems

— Leverage best practice and standardize management processes enterprise-
wide

= Break down silos

51

— Integrate enterprise-wide processes, and reduce the frequency and impact of
failed customer interactions

© 2010 IBM Corporation
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IBM

Service Management

IBM Service Management

Best Practices, Methodologies, and Services

Service Management Platform

Service
Delivery &
Process
Automation

Service
Availability &
Performance
Management

Storage

Security, Risk
Management

Datacenter
& Compliance

Network
Transformation

&
Service

Assurance
isibility

T

Asset
Management

© 2010 IBM Corporation
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IBM Service Management Center for System z
A service management and best practices model for System z clients

Manage your enterprise from System z

— Enables System z as the Strategic Platform of Choice for
managing the enterprise

et ;u-[-tz 1"[] 3

#Munagemﬂnt '

_“1

: IBM Service
Integrate across se M;ﬂﬂﬂﬂf?ﬂﬁt R__ ental roadmap to
management & busi '3 ;”:‘j;n” 7~ form to a green and
O . & e | e L"\.} {. 3 .
delivery processes htegration 2 ik oulrcol d infrastructure
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— Improve visibility, reduces €
crease flexibility and efficiency

and cost, increases efficiency w .

éﬁagﬁﬂ‘ﬁdht
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Swiss Re — Reaching the Pinnacle of Mainframe Management

= Client Needs:

— Move from a siloed, manual approach in managing key IT
processes to an end-to-end service management model in which IT
processes are standardized, automated and aligned with business
needs

— Tremendous pressure to meet the rapid growth due to acquisitions
without increasing the budget

= Solution:

— Centralized and proactive health based performance management
across mainframe and distributed environments

— Automatically identifies and fixes performance issues
— Fully automated deployment solution
= Client Benefits:

— Able to accommodate the 300% growth in the past few years with
the same budget

— Reduced problem resolution time from several days to less than
one day

— Cut number of unsolved problems to virtually zero

— Achieved 99.999% availability of mainframe environment while
cutting operating costs

— Developers can forecast new infrastructure requirements,
communicate them to IT staff and gain approval early in the
process to avoid unnecessary delays

54 © 2010 IBM Corporation
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z/VM and Linux on System z

Linux{l L inux1i1 inux
~| Linux Linux [
zINM
Dev/Test and
Opfienal Failover Linux Production
z/OS || Linux {{ Linux Linux||Linux|| Linux
z/OS Production zIOS Pre-Production pgpoo oo O Performance Critical oo OO oo
z/OS z/OS z/0S z/OS z/VM Linux Linux z/VM
LPAR1||LPAR 2 || LPAR 3 || LPAR 4 LPAR 5 LPAR 6 || LPAR 7 LPAR 8
000 000 OO0 OO0 dOoOcdd [ [ OO0Ocd
CP CP CP CP CP zAAP| [zAAP] | zlIP zIIP IFL IFL IFL IFL IFL IFL IFL IFL
IBM System z Mainframe
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Basic Requirements
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IBM

Core Systems Management Disciplines

= Security

= Asset Management
= Monitoring
—Availability
—Performance
—Event Management
= Automation
—Application Automation

—Operational Automation
= Other

—Storage Management
» Backup/Archive
—Discovery

57
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Security
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The world i1s riskier than it used to be ...

Massive insider breach at DuPont
February 15, 2007

By: Larry Greenemeier

ever

March 29, 2007
By: Jaikumar Vijayan

Blackberry outage widespread coupmﬂmomn
v NN

Black Friday Turns Servers Dark at Walmart,
Macy’s

November 25, 2006
By: Evan Schuman

Bill would punish retailers for leaks of personal data

February 22, 2007 THE WALL STREET JOURNAL..

By Joseph Pereira

59
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What is at risk?

= Intellectual Property

= Legal and Regulatory Exposures
= Cost of Remediation

= Business Disruption

= Your Customer Information

= Your Brand

= Customer Confidence

=Your Job

60
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Tivoli Security Solutions
IBM Tivoli Security delivering on the IBM Security Strategy

IBM Security Framework = |dentity and Access Assurance
SECURITY GOVERNANCE, RISK MANAGEMENT —Reduce cost and risk by easing the

AND COMPLIANCE

@ PEOPLE AND IDENTITY

onboarding and offboarding of users,
reporting on user activity and ongoing

@ DATA AND INFORMATION Certlflcatlon
@ = Data and Application Security
APPLICATION AND PROCESS _ ) )
—Protect business information and
@ eI SERVEI AN DO reputation by safeguarding data in use or
@ PHYSICAL INFRASTRUCTURE at reSt
= Security Management for System z
_ CflmmnnPollcy_.EwentHandilngand Reporting B Improve mainframe Security
rofessional Managed Hardware .. . :
services [l services [l and software administration and enable integrated
mainframe and distributed security
workloads

61 © 2010 IBM Corporation
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ldentity and Access Assurance

Benefits:

Tivoli Capabilities: = Reduce he|p desk

= User provisioning and role operating expenses
management : :

- Unified single-sign-on = Comply with regulations

= Privileged user activity audit = Improve user
and reporting productivity

= Directory and integration = Reduce risk from
services L L

S P —— privileged |n.3|ders

= Self-service password reset = Respond quickly to

= |dentity Assurance / Strong business initiatives (e.g.
authentication management new applications, M&A,

restructuring)

62 © 2010 IBM Corporation
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Asset Management
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Virtualization: Significant advantages / new challenges

From Dedicated Systems,
Storage, Applications ...

- Network

= Advantage:

— More simple to account for with a spreadsheet
— one machine, one workload, and one cost
center

= Challenges — Resources are highly
underutilized which means:

— Paying more for hardware and software
— Unnecessarily high energy costs
— Using more real estate than required

— More assets that are harder to track, manage,
and maintain

— Inflexible to varying peak in demand

64

... to Shared Virtualized
Environments and SOA

|

= Advantages:

— Better utilization of existing resources so
future investments can be deferred

— More cost effective — hardware, software,
energy, staff, and floor space

— More responsive to differing peak loads
= Challenges:
— How to allocate costs
— Prove to the users they’re getting what
they deserve
Dilemma solved

with TUAM!!

© 2010 IBM Corporation
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What is needed to do Usage & Accounting?
Three variables to the equation

e, m ~

A+ , . N A
What is the cost of those resources, \
including those that are shared? ‘

ik =

1

"ﬁow should IT alidcate cost for
- chargeback, ROI, costing analysis

and reportlng/bllllng’>
b A= 1

All three questions help align IT spending with business priorities

65 © 2010 IBM Corporation
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Tivoli Usage Accounting Manager

capabilities can help realize immediate
benefits

= Increase Client (Business Units) Satisfaction
—Real Usage = Accurate Reporting
—Accountability = Improved services

—Alignment between Business and IT costs
= Lower Infrastructure Cost

—Reduced server sprawl
—Higher utilization
—Rationalization of resources
= Continued Infrastructure Improvement

When running a business,

—Understanding costs can lead to managing nothing matters more
Ccosts than knowing how much
: something costs.
—Usage comparisons can lead to more

effective investments You can’t manage what

you don’t measure!
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Tivoli Usage and Accounting Manager

Preview |
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| x @ afwfon = || 10 (] L o4t SRR

Invoice by Account Level Publish Return Help

o

nting M

Invoice
Billing P eriod: 04/01/2006 to 04/30/2006

|T Expenses by Account

240K

200K

160K

120K

80K

40K

0K

a Done

4 Inter
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Availability & Performance Management
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What Should Performance Management Provide?

= Problem identification and isolation
= Alerting and notification

= Automation

= Historical trends

= Relationship to applications

= Event correlation

= Problem tracking

@
= Flexibility \'/i —
@\/ /
\V/@%\
C—~_7
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OMEGAMON XE on z/VM and Linux

= Monitors z/VM and Linux on System z e eee— |
= Provides workspaces that display ¢4 DUFEASIDWas0s WOUBSERANN TN )

— Real time and historical views REETT ] — S
—Overall System Health 3 it :

— Workload metrics for logged-in users LKkl

— Individual device metrics T ] N B T
— LPAR Data = et i

= Composite views of Linux running on o SRl | |
ZIVM ﬂ .ﬂ j H |
= Single workstation to view alerts and LB B - '

perform situational analysis o

= Leverages the VM Performance Toolkit
= Integration:
—z/VM and Linux in common view
— Enterprise monitoring in a single view
— Dynamic Workspace Linking
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Metrics required to Manage z/VM and Linux
= zIVM

= Linux
— Processors — Linux OS
— SYSTEM Utilization — System Information
—Workload (z/VM User ID) — Process
— LPAR Utilization —Users
— PAGING and SPOOLING Utilization —Disk Usage
—DASD — File Information
— Minidisk Cache — Network
— Channels
— CCW Translation

— REAL STORAGE Utilization
— NETWORK Utilization

(HiperSockets and Virtual Switch)
— TCPIP Utilization — Server

— TCPIP Utilization - Users
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TMS/OMEGAMON XE Architecture Overview

Key:

TEP — Tivoli Enterprise Portal

TEPS — Tivoli Enterprise Portal Server
TDW — Tivoli Data Warehouse

TEMS — Tivoli Enterprise Monitoring Server
TEMA - Tivoli Enterprise Monitoring Agent

Monitoring
Infrastructure

TEPS DB

Warehouse

TEMS Hub

Local Cache
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Automation Using Operations Manager for z/VM

© 2010 IBM Corporation



IBM

Operations Manager for z/VM

= Increase productivity

= Improve system availability
— Authorized users view and interact with

— Monitor virtual machines and processes
monitored virtual machines without logging — Take automated actions based on console
onto them messages

= MUItlpIe US.erS view/interact with a virtual — Reduce pr0b|ems due to operator error
machine simultaneously

| |
-

( _ _ Monitor
* View & interact spool usage

= With consoles

Console monitoring
* View spool files

Service Virtual
Machine being
monitored

Operations Manager
for z/VM Service Virtual

Machine being
monitored
Console monitoring

= Integration

Take action

Schedule tasks

(N —
=

= Automation

— Routine activities done more effectively with — Fulfill take action requests from OMEGAMON
minimal operations staff

XE on z/VM and Linux
— Schedule tasks to occur on a regular basis

74
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Monitor Service Machine Consoles

OPER Message 1
OPER Message 2

TEST Message 1
TEST Message 2

TEST Message
TEST Message
TEST Message

Operations
Manager

A

LNX Message 1

TCP Message 1
TCP Message 2

Test Data

creR tessage 1 OPERATOR
OPER Message 2
OPER Message 3

LNX Message 1
LNX Message 2
LNX Message 3

TCP Message 1
TCP Message 2
TCP Message 3

TCP/IP

sl og Message 1
sl og Message 2
sl og Message 3

syslog data

OPER Message 1 Da.||y |Og

LNX Message 1

LNX Message 2

oon tesase 1 T Mosede e hessage
slog Message 2 sl og l\/bssage D o
sl og Message 3 9 g TCP Message 1

DI RM Message 1

TEST Message

DI RM Message 2
OPER Message

TCP Message 2
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Monitor Service Machines & Guests

= Define rules to

—Scan console messages for text matching

¢ Includes column, wildcard, and exclusion support
* Optionally restrict to specific user 1D(s)

—Take actions based on matches
= Multiple rules can apply to one message

—Rules processed in order of definition in the configuration file

—FINAL option available to indicate no additional rules should be
evaluated
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Adjusting Resources for a Linux Guest

= Virtual CPU consumption is high for a Linux guest
= Detect the alert

—Automation receives the message

= Action is triggered by a rule in Operations Manager

—SET QUICKDSP

= Operations Manager issues CP commands to tune the guest

—SET SHARE
= Ability to monitor the output is key
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Backup and Recovery
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Backup and Restore Manager for z/VM — Product Overview

= Backup = Restore
— Requested by administrators — Performed by users for their own
— Full or incremental data
— Flexible selection of disks and files —Extending to other users available
to back up via exit
— Review job before submitting for — Performed by administrators for any
backup data
— Catalog housed in Shared File
System

— Selection of data to restore

— Full screen interface or commands
= Integration with Tape Manager for z/VM

= Optional compression of data during backup

— Call your own compression algorithm
— Use IBM provided routine

= Encryption exits available
— Call your own routine

— Use IBM or other vendor written routine
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Backup and Restore Manager Service Machines

SFS Server
(BKRSVSFS)

Authorized Users <\>

= Request backups
= Request restores

= Find data in the catalog

z/NM

Catalog Server
(BKRCATLG)

= Creates catalog
entries in SFS

= Provides catalog

data when

requested
Main Server Worker
(BKRBKUP) (BKRWRKnNN)

Verifies configuration
information

= Performs backup and restore
tasks

Processes job templates
(review and submit)

Assigns backup and
restore tasks to workers

AUTOLOGSs workers as
needed

= Sends catalog data to catalog
server

= Retrieves catalog data from
catalog server

80
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Backup and Restore Manager for z/VM — Summary

= Use Backup and Restore Manager to
—Perform file-level backups of z/VM data

—Perform image level backups on non-z/VM guest data

—Perform disaster recovery backups of entire system
—Easily find and restore data as needed

—Manage retention of backup data

81
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Other Service Management Disciplines
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TADDM'’s Configuration Auditing provides the changes

Together you can see the impact of changes ... across your dependencies

Business Services

Application Service Management

AUTOMATED APPLICATION INFRASTRUCTURE MAPS

(8 wewor]1 [Fo oroemevmy || [ Fpoasnes || [ Fpemone |

for each ar 8 Z= [ sxy

Cl
o ¥ O®
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TADDM Provides 3 Key Benefits
Enabling the IT Service Management user
to understand what they have

= Application Mapping with Dependencies

—Agent-less and
Credential-free :
—Discover ] . N Mi
Onterdependencies —————
between Applications, | ¥
middleware, servers and J
network components) e ¥

histrionix.lab.collation.n... 7021

m ﬁ orinjade.lab.collation.net
hom eopathix.lab.collation.net

-

——
histrionix.lab.collatio n.net

hpux1.lah.cnllalinn.n!:lskl hpux1.lah.enllatlnn.ni moralelastix.lab. collation.net

(Sybase | | sotais | = |

| whatzit.lab.c ollation. net:4002 whatzit.lab.collation.net

, X
— . . m i aniline Jab.oollation.net

cleopatra. lab.collation.n...4580 cleopatra.lab.collation.net
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TADDM Provides 3 Key Benefits
Enabling the IT Service Management user
to learn how their Cls are configured

= Configuration Auditing

85

—Tracks changes in applications

—Depicts that information on the map
—Depicts that information thru reports

Type - Change Date Mtribute  COldValue > Cew Value D
Apache homeapathix,lab, callaty Updated 12/04/2004 15:01 PST |appDescriptars |,fusr.|'|n:a1.l'apa:hajapp¢
Apache homeapathix.lab.collaly Updated 12/04/2004 15:01 PST |appDescriptars Just flocallapache/{apm
ApacheWebConkainer |homeopathix.lab.collati Updated 12/04/2004 15:01 PST |ApacheWebContainary fustflocallapachel | fust/local/apache
|Ppad1er:-Cutam homeopathiz lab. collat Updated 12/04/2004 15:01 PST |ApacheWebContaingrd/ 15 20
|Apad1eW&bCutaiH homeopathix,lab.collat Updated 12/04/2004 15:01 PST |ApacheWebContaingr 85 100

|PrucessPnuI homeopathix,lab. collagi Updated 12/04/2004 15:01 PST |homeopathis,lab, collagl fust localfapache)(bing) . httpd -d jusrflocal/ap
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TADDM Provides 3 Key Benefits
Enabling the IT Service Management
user to determine if it is compliant

= Compliance

86

—Compare configuration to “reference
master”

—Compare to your standard policy

| hpux1.lab. collation.net: 4880 - Yersion: Current | utah.lab. collation. net: 4850 - Yersion:Current utah. lab. collation, net: 3880 - Yersion: Current
= _APrimary SAP
- # Listening Port 45380 3580
# Product Yersion Apachef1.3.26 {Unix) Apachef1.3.9 (Unix)

_4Process Pools

- _AHpux1 . lab, collakion, nek: 4880
o #F Arguments

# Product Name

= _4Config Contents

[=-/_4Httpd, conf

e ——————
o W Permissions

# Last Modified
® Size

# Checksum

= _AContainers

[=-_4#pache Web Container
# Keep Alive Timeout
# Max Spare Servers
2 _Avirtual Hasts

# Hpuxl.lab.collation.net: 4380
# Spartakis.lab. collation.net: 3880
# Spartakis.lab. collation.net: 4850
# Shannon.unixpeaple. com: 4380
- 4 Server Rook

- % May, Clients

- Timeaut

- # Max Keep Alive Requests

- # Score Board File

- % PID file

- # Start Servers

- # Min Spare Servers

- % Mame

loptfapachel3jbin/httpd -d foptiapachell -R foptjapachel3l... [home/jwanglapachefapache_1.3.9/bin/httpd -d fhome/jwang... fhome/jwang/apache testserver4fbinthttpd -d fhome/jwang/a...
Apachef1.3.26 {Unix) Apachef1.3.9 (Unix)

e R
—F LR = = —FL-F-—F-— ) Cl-ru-r————- )
[hok Sel 04/15 B DT 022 TA3POT
37404 31660 36609
+BMDSCmmRSTEaGeNEx+npQ== bkbFulZlwsawsGkbalsAg== GYzut+Pwdl +HvhahxkuMMOw==
15 55
10 20
hpueel Jab.collation. net 4880 [Mat Set] [Mat Set]
[Mat Set] spartakis.lab. collation. net: 3360
[Mot Set] spartakis.lab.collation. net: 4550
[Mot Set] shannon, unixpeople.com: 4380
loptfapachels [homejwang/apachefapache_1.3.9 Thomejjwangfapache/testserverd
150 a0
300 500
100 50
loptfapachel 3flogs/httpd.scoreboard [homejwang/apachefapache_1.3.9/logshttpd. scoreboard
foptfapachel 3flogs/httpd. pid [homefiwang/apachefapache_1.3.9/logs/httpd. pid
S5 )
5 10
hpueel Jah.collation. net utah.lab. callation. net utah.lab. collation.net
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Business Service Dashboard: Integrated Visibility & Context

Service Tree s .0

" Darived ; : Transactions | Tickets -
Productivity Gain | " | Downtime Tod L sarind (TSP
s u ty Gain Avall. % wntime Today et
{min.} Hours

{+ 3 Billing @ 452899 29874 1.209sec. 2.477sec.  48%  631.0 min. saved 84.146 % 3 hours, 48 min. $24730.69  15827.0 283968.0 44.0
[+ @ Credit Verification @ 20534 1065 0.746sec. 0.149sec. 500% 10 min. lost  85.027 % 3 howrs, 35 min. $23354.86  1677.0 303550  41.0
o a Logistics Management @ 48477 2978  0.697 sec. 0.568 sec. 122% 6 min. lost  95.743 % 1 hours, I min, $6640.83  2496.0 71472.0 42.0
I+ 3_ Order Management @ 159778 9128 3.556sec. 5.924sec.  60%  360.0 min. saved 93.672 % 1 hours, 31 min. $9869.16 11442.0  230836.0 34.0

Business Service Dashboard

= Measuring and Improving Delivery Against

Objectives: E

Key Performance ~ SLA Risk &

- Key Performance Indlcators Indicators Indicators Compliance Financial
 e.g. Transactions, Revenue, MTTR, Call Volume
— SLA Indicators:

. . . .
€9 Cust_omer Experlence, Service Uptlme’ Applications / Monitoring Inventory/  Service
Transaction Rate, Infrastructure Databases  /CMDB  Asset Desk

— Risk & Compliance Indicators:
* e.g. Cobit, ISO, SOX, Basel I
—Usage & Financial Indicators:

* e.g. Service usage by LOB, Power by Service, IT cost
per service
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Core Systems Management Disciplines

= Security

= Asset Management
= Monitoring
—Availability
—Performance
—Event Management
= Automation
—Application Automation

—Operational Automation
= Other

—Storage Management
» Backup/Archive
—Discovery

88

© 2010 IBM Corporation



Best Fit Applications for a
Virtualized Environment
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Take back control of your IT infrastructure
A data center in a box — not a server farm

= Potentially lower cost of operations
—Less servers

= Central point of management

= Increased resource utilization
= Fewer intrusion points

— Tighter security
— Less energy, cooling and space

= Fewer points of failure
— Greater availability

— Fewer software licenses

— Fewer resources to manage

It's simple

System z®and Linux provide a better,
faster solution to IT complexity

90
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Linux on IBM System z

Linux + Virtualization + System z = SYNERGY

= The legendary IBM mainframe — IBM System z
— Legendary dependability

— Extremely security-rich, highly scalable
— Designed for multiple diverse workloads executing concurrently
— Proven high volume data acquisition and management

= The IBM mainframe virtualization capabilities — z/VM

— Support for large real memory and 32 processors
— Enhanced security and LDAP server/client

— Enhanced memory management for Linux guests
— Enhanced management functions for Linux

= Open standards operating system — Linux for System z
— Reliable, stable, security-rich

— Available from multiple distributors

— Plentiful availability of skills administrators and developers
— Large selection of applications middleware and tooling from IBM, ISVs and
Open Source
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What is Linux on System z?

= A native mainframe operating environment
—Exploits IBM System z hardware

—Not a unique version of Linux
= Application sourcing strategy

—The IBM commitment to z/OS is not affected by
this Linux strategy

—Customers are offered additional opportunities
to leverage their investments through Linux

—New doors are opening for customers to bring
Linux-centric workloads to the platform

ﬁ
LPAR
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What System z brings to Linux

= The most reliable hardware platform available
— Redundant processors and memory
— Concurrent operations

— Error detection and correction
— Remote Support Facility (RSF)
= Designed to support mixed work loads
— Allows consolidation while maintaining one server per application
— Complete work load isolation
— High speed inter-server connectivity
= Scalability

— zEnterprise System 196 (z196) scales to 80 application processors
— System z10 EC scales to 64 application processors

— System z10 BC scales to 10 application processors

—Upto 14 (z196), 11 (z10 EC), 2 (z10 BC) dedicated I/O processors
—Hundreds to thousands of Linux virtual servers
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What is different about Linux on System z?

= Access to System z specific hardware
— Crypto support — CPACF, CryptoExpress2,
CryptoExpress3
— Traditional and Open I/O subsystems
» Disk (ECKD or SCSI) and tape
- DS8000, XIV
* SAN Volume Controller

— OSA-Express2 and OSA-Expressa3 for very
high speed communication between z/OS
and Linux

|
Shared Everything
Infrastructure

1 (CPU, Memory, Network,
communication between z/OS and Linux on
the same machine

— HiperSockets for ultra-high speed

Adapters, Crypto, Devices)
= z/VM aware

— Enhanced performance
— System management tools

94

© 2010 IBM Corporation



95

IBM

Value of Linux on System z

= Reduced Total Cost of Ownership (TCO)

—Environmental savings — single footprint vs. hundreds of servers

—Consolidation savings — less storage, less servers, less software

licenses, less server management/support
= Improved service level

—Systems management (single point of control)
—Reliability, availability, security of System z

—High performance integration with z/OS, z/VSE, z/TPF
= Speed to market
—Capacity-on-demand capability on System z

—Dynamic allocation of on-line users, less than 10 seconds to add a new
Linux server image using z/VM and IBM DS8000
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Survey predicts continued strong
) . THEINFOPRO
growth of Linux use on mainframes The Voteeofthe Custamer __

= The study surveyed 100 IT executives and managers at companies with at
least $2 billion in annual revenue about their use of the Linux operating
system on IBM mainframes

= 93% of respondents projected that their use of IBM’s IFL (Integrated Facility
for Linux) specialty mainframe processor would increase or at least remain
steady over the course of the next two years

= 42% projected that their use of the IFL would grow between 21% and 40%,
and 10% projected that it would grow more than 76%

= The two main reasons cited by respondents for this increased use of Linux
on the mainframe were

1. The desire to take advantage of computing capacity available on their
mainframe’s central processors and/or IFLs

2. Their assessment that using Linux on the mainframe would be more cost-
effective than other platforms

Respondents also said they were using Linux on the mainframe to support
“green” computing initiatives and infrastructure consolidation strategies

http://www.ca.com/us/press/release.aspx?cid=209611
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System z — The ultimate virtualization resource

= Utilization often (usually?) exceeds 90%

—Handles peak workload utilization of 100% without service level
degradation

= Massive consolidation platform

—Up to 60 logical partitions, 100s to 1000s of virtual servers under z/VM
—Virtualization is built-in, not added-on

—HiperSockets for memory-speed communication

—Most sophisticated and complete hypervisor function available

= Intelligent and autonomic management of diverse workloads and
system resources based on business policies and workload
performance objectives

97
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zIVM — Unlimited virtualization

= z/VVM provides a highly flexible test and production environment for
enterprises deploying the latest e-business solutions

= z/VM helps enterprises meet their growing demands for multi-system server
solutions with a broad range of support for operating system environments

= Mature technology — VM/370 introduced in 1972
= Software Hypervisor integrated in hardware

— Sharing of CPU, memory and 1/O resources

— Virtual network — virtual switches/routers

— Virtual /0 (mini-disks, virtual cache, ...)

— Virtual appliances (SNA/NCP, etc.)
= Easy management

— Rapid install of new servers

— Self-optimizing workload management

52

-&é

P G

393533539555
5,

s
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zINM V6.1. Foundation for future virtualization growth

=z/IVM V6.1 is the base for all future z/VM enhancements

—This release implements a new Architecture Level Set available only on
the IBM System z10 servers and future generations of System z servers

—Includes several enhancements, plus support for the IBM Systems
Director VM Control Image Manager
= Statements of Direction

—z/VVM Single System Image

* IBM intends to provide capabilities that permit multiple z/VM systems to
collaborate in order to provide a single system image
—z/VM Live Guest Relocation

* IBM intends to further strengthen single system image support by providing
live guest relocation
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IBM Systems Director VMControl

= IBM Systems Director VMControl can visualize, navigate, and manage
virtual appliances and is designed to help you:

—Discover, import, and manage virtual appliances

—Create new virtual appliances from existing fully-tested software stacks

—Automate the creation of a virtual server and deployment of a virtual
appliance into that virtual server

—Decrease dependency management problems by deploying virtual
appliances that contain setup and configuration requirements

—Capture and deploy Linux images on z/VM systems and AlX NIM
Images on Power Systems from a single management server

—Integrate with IBM Systems Director Virtualization Manager and IBM
Systems Director Storage Manager

100
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The value of z/VM for Linux

= Enhanced performance, growth and scalability
—Server consolidation enables horizontal growth
—N-tier architecture on two tiers of hardware
—Extensive support for sharing resources
—Virtual networking

— Effective isolation of Linux images, if required

Linux on

. . System z images
= Increased productivity

Server farms

—Development and testing
—Production support

= Improved operations
—Backup and recovery
—Command and control

101
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Integrated Facility for Linux

= Additional engines dedicated to Linux workloads
—Supports z/VM and Linux on System z
—IFLs on “sub-uni” systems run at “full speed”

= Traditional mainframe software charges unaffected
—IBM mainframe software

—ISV products Z/ﬂ -
C|C|[V alln
ol M MI[S
Linux and z/VM z/OS | z/OS |S | S Eig Linux | Linux
charged only 0000 OO 00 00 0jooDE DOF
against the IFLs z/OS | z/0S | z/OS - 2VM 2VM
LPARL ||LPAR2 || LPAR3 LPAR4 LPARS

g np, N

CP CP (| zAAP|| zIIP CP CP CP IFL IFL IFL IFL IFL
1 2 1 1 3 4 5 5 1 2 3 4
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System z Linux: The momentum builds

Installed Linux MIPS at 43% CAGR*

= The momentum continues:

—Shipped IFL engine volumes
iIncreased 35% from YEQO7 to YEQ9

—Shipped IFL MIPS increased 65%
from YEO7 to YEQO9

* Linux is 16% of the System z
customer install base (MIPS)

= 70% of the top 100 System z clients
are running Linux on the mainframe

= More than 3,100 applications are
available for Linux on System z

103

Total Installed Linux MIPS

i

2003 2004 2005 2006 2007 2008 2009

* Based on YE 2004 to YE 2009
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US Federal clients with Linux on System z
~1/3 with System z are running Linux on System z

= Examples of US Federal clients running Linux on System z

—US Department of Agriculture USDA UNITED STATES
—US Postal Service ﬁ F’ POSTAL SERVICE
—US Senate

—US Office of Personnel Management
—US Department of the Interior — National Business Center

—

UNITED

= STATE S
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Platform choice — Fit for purpose

Many factors influence a platform selection, making it difficult to
present a simple selection matrix

Time Horizon
Problem Size ‘

Deployment \

ISV Support

/ Nonfunctional

Model Requirements
\ (Availability Scalability,
Security, etc)
Technology
Adoption Power, cooling,
Level - floor space
constraints
Platform / Strategic Direction

Architecture and Standards

TCO Model

/ ‘ \

Politics SKills

Some factors are specific to each business, others
are common to all and can be generalized
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Infrastructure simplification and platform choice

SAN iq ﬁ/ﬁ i
gz’\uw/_) Scale Up
Large SMP

Backup Reference
Data Data

= Customers leveraging scale up and scale (—)
out technologies to simplify and % scale Out
integrate their on demand operating &7 \Back_or?“_mized
environment

= As one solution option:

— Large SMP and Rack Optimized servers ferprint Servers  AREICEIC
integrated with Linux, Java and Grid iz
technologies can enable this
transformation

Corporate

Web Servers
Infrastructure

Deep Computing
Clusters

Database rransaction

Collaboration Servers Servers Servers

X File/Print
SSL Appliances  Servers

Web Services

Database
Servers

N}

File/Print
Servers

LAN Servers

Ul Data
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ldeal scale-out implementations

Scale Up
Large SMP

Scale Out
Rack Optimized

Security &
Directory Services

Application Servers  E-Commerce File/Print Servers

Terminal Serving Applications

Deep Computing NS Servers Web Servers

Infrastructure
Clusters

Collaboration Servers

File/Print
SSL Appliances Servers
Web Services

Virtualizat

107

= Clustered workloads

= Distributed
computing
applications

= Infrastructure
applications

= Small database

= Processor and
memory intensive
workloads
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ldeal scale-up implementations

108

—

L~

Scale Out
Rack Optimized

/ *«w’wﬁﬁii}}uw

Application Servers
Terminal Serving

E-Commerce
Applications

Deep Computing

Infrastructure
Clusters

Collaboration Servers

SSL Appliances Servers
Web Services

Fileerint /

Scale Up
Large SMP

Application

File/Print Servers Servers

DNS Servers Web Servers

Database

Transaction
Servers

Servers

Virtualization

/

= High performance
transaction
processing

= /O intensive
workloads

= Large database
serving

= High resiliency and
security

= Unpredictable and
highly variable
workload spikes

= Low utilization
infrastructure
applications

= Rapid provisioning
and re-provisioning
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Selecting an application

= Performance on System z CPUs is comparable to CPUs on other platforms of
similar speed

— CPU speed is not the entire story — it's in the architecture!
« Both MIPS and GHz are meaningless indicators of processor speed

— Architecture designed for multiple or consolidated workloads

— System z has definite advantage with applications that have mixed CPU and I/O
= System z and z/VM provide excellent virtualization capabilities

— Look for applications that are on lower utilized servers
— Development and Test are good choices to start
= Good planning is essential
= |IBM can:
— Perform sizing estimates

— Assist with planning and initial installation needs

109
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Where to deploy on System z — z/OS or Linux?

Technical Considerations

Linux 9 z/OS

Quality of Service

Other Considerations

Linux 6 z/OS

Speed of deployment

Linux 6 z/OS

Degree of portability

110

Application availability

Workload Management
function and granularity

File sharing across a
Sysplex

Manageability and scaling
characteristics

Availability of skill
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Where to deploy — System z or “distributed”

Technical Considerations

Other Considerations
System z - “distributed” = Application availability
v of Seryi Certification of solution on
Quality of Service hardware/software platform
System z 6 “distributed” = Workload Management
Speed of deployment = Manageability and scaling
Instances 2 - n characteristics
System z (= “distributed” — Especially DB2 and
Data Intensity WebSphere on z/OS
System z 9 “distributed”

— Proximity of data to application

— The best network is an internal
network!
111

Compute Intensity
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3
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Application serving with Linux on System z

Outside world

Demilitarized Zone (DMZ)

Internal network

eWmEEEEEEEEEEEW -

.
Public Key
:‘ Infrastructure K

Domain
%, Name Server ;

lauJalu|

-

z/NVM

J

( laoueeg peoT / lemali4 )

The best LAN

IS one with
no wires
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)
Collaboration
Server
\ J
)
o IEh alla
32| = [
R > ; ds Commerce = o
g g2 v3 Server = 3
A % NSE
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What makes a best fit workload for Linux on System z?

= Leverage classic strengths of IBM System z
— High availability
— High I/O bandwidth capabilities
— Flexibility to run disparate workloads concurrently
— Requirement for excellent disaster recovery
capabilities
— Security
= Shortening end-to-end path length for applications
— Co-location of applications
— Consolidation of applications from distributed servers
— Reduction in network traffic
— Simplification of support model
= Consolidation effects
— Power requirements
— Software costs
— People costs
— Real estate
— Workloads requiring extreme flexibility

113

Application Development

Web Serving

Batch

OLTP

File & Print

Systems Management

Networking

Security

Data Analysis

Data Warehousing

Email

ERP

CRM

IBM Survey: “What applications have you deployed or are
planning to deploy in the next year on System z?”
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IBM Cognos Business Intelligence (Bl)

= Broad range of Bl capabilities: all user communities receive relevant
iInformation how, when and where it is needed — Now delivered on
System z

= Open enterprise-class platform: IT delivers flexible and cost effective

scale to meet growing user demands — available on System z

= Proven Partner to our customers: Customers benefit from deep IBM
expertise in both System z and Cognos

114
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§

Why Use Domino On System z? -

= General z benefits described earlier
—Domino mainframe users get high availability, reliability and scalability
= Domino Version 8.5 is native 64-bit version for Linux on System z

= System z with Linux performs well with multiple Domino partitions in
a single LPAR

—With Domino partitioning and multi-processors
—Domino infrastructure scales well
= Balancing of system workloads
= Increase in utilization through virtualization
—DPARs and LPARs are individually managed on System z
—DPARSs can scale to support thousands of users
—Add more DPARSs, if needed
—Portable solution given Domino code base
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§

Architecture of Domino Aligns with System z -

= One instance of a Domino server is called a Domino partition (DPAR)

=You can run multiple DPARs in different LPARs on a single
processor

=You can run multiple DPARS spread across more than one processor

= Each DPAR is independent of other DPARSs, with its own address
spaces and files

= DPARS can easily be moved from one image to another
= Use TCP/IP to communicate and transfer data

= Domino also makes use of multiple processors with multiple threads
and processes

—The Domino main server address space has a pool of physical threads
for separate tasks, and multiple tasks execute concurrently
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§

Domino Clustering for High Availability -

Active/Passive Cluster — Two LPARs
Configuration on One Machine running Linux

System z
DPAR 1 DPAR 2 DPAR 3 DPAR 4

Virtual

images

ACTIVE LPAR PASSIVE LPAR
z/VM# zIVM

This configuration uses 4 DPARS, 2 active and 2 passive.
In the event of a failure of the active DPARSs, the passive DPARS take over.

Domino supports clustering and failover across different hardware, and different operating systems
Multiple database replicas are created on Domino servers

— Databases changes are synchronized across replicas

Domino clustered servers can be deployed on the same mainframe using different LPARs or Linux
guests

This offers more flexibility when scheduling system maintenance
— HiperSockets or VLAN communication can be used on System z
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InfoSphere Information Server
Delivering trusted information for dynamic business optimization

= Data in context equals Information

= Accelerating and extending Information for insight
= Enabling Information-centric business processes

= Improved governance with best practices and methodologies
= “Don’t let bad data happen to you!”
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InfoSphere Information Server
Trusted information for dynamic business optimization

InfoSphere Information Server for System z

Unified Deployment

Understand Cleanse Transform Deliver

© O 6 (O

Discover, model, and Standardize, merge, Combine and Synchronize, virtualize
govern information and correct information restructure information and move information
structure and content for new uses for in-line delivery

Unified Metadata Management

Parallel Processing
Rich Connectivity to Applications, Data, and Content
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Information Management

InfoSphere Information Analyzer for Linux on System z
Understand what you have — physical metadata

= Data-centric analysis of

application, database and file-
based sources

Subject Matter Data
Experts
= Secure, detailed profiling of fields,
across fields and across sources

Analysts
InfoSphere Information Analyzer
Understand
= Creation of metadata from
profiling results

for Linux on System z
Analyze source data structures, and
monitor adherence to integration and
guality rules
= Results instantly promotable e
across InfoSphere Information
Server

.......
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InfoSphere Business Glossary for Linux on System z
Create a consistent terminology — business metadata

= Web-based authoring, managing
and sharing of business =
metadata
= Aligns the efforts of IT with the S et " Users

goals of the business InfoSphere Business Glossary

. - Understand for Linux on System z
= Provides business context to y
. . Create and manage business
Information tEChnOIOQy assets @ vocabulary and relationships, while
. cy ey - linking to physical sources
= Establishes responsibility and
accountability e e
Database = DB2 GL Account
_ Number
Schema = Experioe, mt e radaage
NAACCT The ten digit Suss Ebirne SHvain rodes —— Dl
Table = account number. racen o
Sometimes
DLYTRANS referred to as
Column = the account ID.
ACCT_NO This value is of
the form L- Business View
data type =
char(11) FIIIVVVV.
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Information Management

InfoSphere QualityStage for Linux on System z
Cleanse

= Specialized data quality functions
seamlessly integrated with

Subject Matter Data
DataStage Experts Analysts
= Visual tools for defining complex cieanse Uionions S e
matching and survivorship logic

for Linux on System z
Standardize and correct source data
) fields, and match records together
= Ensures clean, standardized, de-
duplicated information

across sources to create a single view
= Enables a single version of the
truth

122
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Visual Match Rule Design

© 2010 IBM Corporation



IBM

Information Managemen

InfoSphere DataStage for Linux on System z
Transform

= Codeless visual design of data

flows with hundreds of built-in
transformation functions

= Optimized reuse of data

Developers Architects
InfoSphere DataStage for Linux on System z
Integ ration ObJeCtS Transform and aggregate any volume
m Leverages para||e| processing of information in batch or real time
without requiring design
changes

through visually designed logic

= Capable of supporting batch and 3 i
real-time operations "o PN '
T

"
Bt T

I I

it
Hundreds of Built-in
Transformation Functions

i

L

Ly

© 2010 IBM Corporation



IBM Information Management =5

InfoSphere Federation Server
Delivery — access highly diverse and distributed data

= Industry Ieading guery InfoSphere Federation Server
optimization with Sing|e Sign-on, Access and integrate heterogeneous

Deliver information across multiple sources
as if they were a single source

unified views, and function

compensation @
. . A Extend value of existing analytical
= Transactional write capabilities applications by providing real-time

across heterogen eous sources access to integrated information
= Visual tools for federated data

. . AR [=1 AR_CR_RSK_PRFL mw
| n # AR ID = 2 CST ID
discovery and data modeling & ot
g B EST_TP_ID B PPN_TM
8 PPN_TM B SRO_ID B UNQ_ID_SRC_STM
& FNC_SVC_PDA_SEG_ID & MSR_PRD_ID [FK] B GND_ID
8 FNC_SVC_RSTC_ST_ID § EFF_DT B PRIM_RLN_TP_ID
B UNQ_ID_SRC_STM B AR_CR_RSK_CGY_ID f IDV_LCS_TP_ID
§ RSTC_DFCLT_LVL_ID B INR_CR_RSK_RTG_ID B CST_LCS_TP_ID
B RSTC_DLAYRSN_TP_ID B EXT_CR_RSK_RTG_ID B BRTH_DT
8 FSVCTMT_OUTC_TP_ID B RSK_WGHT_CGY_ID B CST_LCS_TP_EFF_
8 FSVC_UUTLZ_RNG_ID i TOT_CR_ESR_AMT B IDV_AGE_GRP_ID
B FSVC_REPYMT_TP_ID B OFF_BSH_CR_ESR_AMT B IDV_AGE_GRP_DT
& PTNL_ESR_RNG_ID B AST_RWGHT B IDV_MAR_ST_TP_II
B _CR RNST ST ID G L STD AST RWGHT ¥ B IDV_MAR_ST_DT

B SOC_ECN_CGY_ID
§ IP_RSK_ESR_TP_ID
fl SOC_ECN_CGY_DT

=AU § IP_RSK_ESR_EFF_D

AU D § IDV_INCM_SEG_ID

% PPN

2 pkey : : :
:ume  Visual Federation Design
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InfoSphere Classic Federation Server for z/OS
Delivery — legacy Mainframe data is an equal participant

Standardized ODBC and JDBC SQL InfoSphere Classic Federation Server for z/OS
Interfaces to VSAM, IMS, CA-IDMS, CA-
Datacom, Adabas and sequential data Deliver

= Metadata-driven, so there's no e
mainframe programming needed

Read-from and write-to mainframe
data sources using SQL from Unix,
Windows, Linux and JVM platforms

Empowers mainframe data
integration with Information Server

= Works with existing mainframe ol e M ot B els o
infrastructure and "modern* s 2liC e
applications and tools you need -

= Deliver mainframe data to: Tj;ﬁmw e,

—IBM’s own data profiling, cleansing and % Wm |
transformation solutions doml i o

— Self-service portals —— i

— e-commerce solutions =

— Reporting and analytical tools

Dynamic Visual Metadata Management

125
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InfoSphere Data Event Publisher, InfoSphere Classic Data Event

Publisher, InfoSphere Change Data Capture (CDC)
Deliver

= Integration using data events rather than

application development InfoSphere Clasaic Data Event Publisher
= Capture data changes in real time, InfoSphere Change Data Capture

publish as “data events” to drive

Integration and incremental database _ Detect and respond to data changes

updating Deliver in source systems, and publish

changes to subscribed systems, to
ETL or to other modules for event-
based processing

= Flexible and efficient:
— Low-latency or scheduled data capture
— Multiple publication formats:

» Consistent relational format for ease of use
« XML for ease of consumption

E 3

* Delimited values for reduced message size i oron (=

—Recoverable sone R

— Assured delivery I % ST
— Eliminates dependence on batch e e e

window!

x Easy Changed Data Capture |
— Loosely coupled approach
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o
ill

InfoSphere Information Server for Linux on System z

Operational platform architecture

elopment Web Admin
ce Interface Interface

COMMON SERVICES

Metadata Un|f|_ed Security Logglng e
. Service . Reporting
Services Services .
Deployment Services
A A

_HI!IED PARALLEL PROCESSING -lEIFIED METADATA

Understand Cleanse Transform Deliver Design

JEa99

Structured, Unstructured, Applications, Mainframe
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InfoSphere Information Server for System z Advantage
A complete information infrastructure

= A comprehensive, unified foundation for enterprise information
architectures, scalable to any volume and processing requirement ... that
leverages the scalability, security, manageability and reliability of the
mainframe without added z/OS operational costs

= Fully integrated, auditable data quality as a foundation for trusted
information across the enterprise

= Metadata-driven integration, providing breakthrough productivity and
flexibility for integrating and enriching information

= Broadest and deepest connectivity to information across diverse sources:
structured, unstructured, mainframe, and applications to maximize the value
of your IT investments

= Simplified scalability at lower cost to manage current and future data
requirements

= Data governance capabilities to ensure consistent and accurate compliance
with information-centric regulations and requirements
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IBM Tivoli System Automation for Multiplatforms provides
policy-based application and resource self-healing

¢ ‘ | = Manages application availability by:
System Automatgglneggg“ager —Fast detection of outage through
Status ¢ monitoring

RSGI

Resource Managers

( Process ) (Network)

_CAppIicatiorDC TCP/IP ) Sys1

—Sophisticated knowledge about
application components and their
relationships

—Quick and consistent recovery of failed
resources and whole applications either
In place or on another system in an AlX
or Linux cluster

—64Dbit Support for System z Linux

—Support virtual communications when
running Linux on System z under z/VM

» HiperSockets, VM Guest LAN, CTC
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Availability

= The relation between Availability, Downtime and Costs:

—A z/OS Parallel Sysplex is designed to provide up to 5 nines availability
* Which corresponds to a downtime / year of just 5.3 minutes.

—Linux and AIX can approach 4 nines availability

* With the help of IBM Tivoli System Automation for Multiplatforms

—Downtime probability formula: P = P1 * P2 * ... *Pn

'[N software

2 systems with 0.1 downtime probability (0.9 availability) getup to 0.1 * 0.1 =

0.01

130

Numberof9s > > > > >>

downtime per year

1 nine 90.0000% availability 37 days

2 nines 99.0000% availability 3.7 days

3 nines 99.9000% availability 8.8 hours

4 nines 99.9900% availability 53 minutes
5 nines 99.9990% availability 5.3 minutes
6 nines 99.9999% availability 32 seconds
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Tivoli System Automation

= SA z/OS provides application high

availability and advanced z/OS and
Sysplex management

— It is the base for GDPS

= SA for Multiplatforms provides high

availability for AIX, Windows, Linux
and Solaris

= AF/OPERATOR provides z/OS
automation for simpler

environments without NetView

131

'[N software

= SA Application Manager helps
establishing one operations and
automation team through end-to-
end automation

—Was a SA MP V2 feature

= Adapters for MSCS, HACMP and
Veritas
= SA for Integrated Operations

Management (AF/REMOTE)
provides escalation, secure

outboard automation, remote
consoles

= The Business Continuity Process
Manager helps testing and

managing disasters and integrates
with GDPS
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Product / Packaging change SA MP — SA AM

= IBM Tivoli System Automation for Multiplatforms, Version 2.3
— Base Component

— End-to-end Automation Component

= IBM Tivoli System Automation for Multiplatforms, Version 3.1
— Formerly ‘Base Component’

— Optional xDR feature for Linux on System z

= IBM Tivoli System Automation Application Manager, Version 3.1

132

— Formerly ‘End-to-end Automation Component’
—New and separate product

'[N software
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Disaster Recovery for Linux on System z

'[N software

= Industrial Strength DR Solution for Linux for System z based on GDPS

— Enables lower skilled operators to perform DR if specialists unavailable
— Pre-tested DR solution with highest probability of success

— Continuous availability through HyperSwap even in DR case
= High customer value for coordinated Linux for System z — z/OS DR
— Coordinated planned and unplanned transparent HyperSwap
* e.g. because storage subsystems are used by both, Linux for System z and z/OS
— Coordinated site takeover
—In-place re-IPL of failing operating system images
= XDR for System z consists of the following parts:
— Linux for System z: Novell SLES or Red Hat RHEL
—z/VM V5.3 (or earlier with fixes), if Linux is running on z/VM
— System Automation for Multiplatforms V3.1 with xDR option

— Service offering GDPS/PPRC Multiplatform Resiliency for System z (xDR)

133

© 2010 IBM Corporation



IBM

Tivoli OMEGAMON XE for z/VM and Linux
Gain Insight Into Linux

'[N software

= Monitors Linux capabilities in real-time for proactive mgmt and tuning
= See Linux workloads to detect runaway processes and resource
consumption

= Collects and analyzes Linux specific information including:
— Operating System and CPU Performance

— Disk information and performance
— Network statistics

— Process Status analysis

— Process User information
— System Statistics

— User Login Information

— Virtual Memory Statistics

= Lets you incorporate Linux information into an enterprise-wide view
134
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Value of using OMEGAMON XE on z/VM and Linux UL software

= View multiple Linux instances from a single screen

= Reflex automation capabilities with the ‘Take Action’ function

= ‘Expert Advise’ helps facilitate knowledge when situations (Alerts) occur
= Create alerts using and/or logic ... smart alerts

= Customized workspace ‘views’

= Incorporate Linux information into enterprise view.

= TN3270 and Web Browser interface in the Ul (CNP) to access other
information

= Provides Linux monitoring capabilities in real-time; thus, the ability to
manage and tune the Linux environment.

= Historical capabilities using the Tivoli Data Warehouse
= You can scan the Linux system logs for errors and provide alerts.

= Linux workloads can be monitored providing information on runaway
processes or resources being consumed.

= Network and disk information critical to workloads and the image will be
monitored and reported on.
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Oracle E-Business Suite for Linux on System z

= Enterprise Resource Planning

= Financials, HR, Project Management
= Supply Chain Management

= Manufacturing

= Technology (Oracle)

= CRM

= Procurement

= Asset Lifecycle Management

= Product Lifecycle Management

= Cross industry solution with highest traction in:
— Financials Services
— Mfg (‘auto parts, packaging, electrical controls, engines, materials, mining)
— High Tech (both products and design companies, semiconductors)
— Asset Based Industries (like E&C, Utilities, Oil & Gas services)
— Telecommunications
— Travel & Transport
— Public Sector (Federal Agencies & Counties) etc.
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The full application runs on Linux on System z!

Previously E-Business Suite available on System z in a “split tier mode” with
only the Oracle 10gR2 database tier running on Linux on System z

B rowser Presentation

End-user ) |
Interface User Interaction

Application Portal

GUI Services

. . Reporting
Middle tier now

enabled to run on
Linux on System z

Supported on
z9, z10, and

Concurrent Processing 196!

Business Process Management

Mobile Services

Integration

Application & Systems Management

Data Storage

Linux on System z

Data Intensive Logic

Note: Other Oracle solutions that are sometimes associated with E-Business Suite
but are not supported on Linux for System z — Oracle Retail Suite, Retek,
ProfitLogic, 360Commerce, Demantra, Oracle Transportation Management (G-Log),
Oracle Pharmaceuticals (Clinical), Oracle iLearning
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So why run E-Business Suite on System z?

Availability Best continuous availability and disaster recovery for mission critical
applications.

Efficiency Reduced infrastructure complexity through consolidation, automation
and virtualization, saving on energy, labor, software, and more. Now
with management of applications POWER and x86 blades for even
greater efficiency of an application end to end and improved
performance/throughput.

Scalability Near-linear large scalability, unmatched in the IT world, to grow with
your clients business, now with up to 60% more capacity than z10 EC
and new scalable options for application deployment on IBM blades.

Integration Integration of data on multiple OS, working seamlessly with large
volumes of data, and providing industry — leading QoS for applications
on Linux on System z with improved operational integration,
automation, and qualities of service extended to Power and x86 blades.

Security Comprehensive protection of business critical data from all types of IT
security threats, now extended to applications deployed on IBM blades.

Affordability  Solution Editions with low TCA, competitive with distributed, and
unbeatable TCO.

Flexibility Choice of deployment of full application to Linux on System z for best
gualities of service and/or split tier to IBM blades with zEnterprise.
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System z solutions can support and integrate data like no other
platform, providing a foundation for other analytic and

Centralized
Management

application capability

= The only platform that can run 9 commercial
databases, supported at the same time o -
ommunication

= Better align and synchronize data, for data st oiner
integrity. Use the internal architecture to
consolidate database communications

= Leverage internal networking between databases
and applications -
Virtualized

= Centralize management across entire enterprise contt\iinid
Newor

DBZ z/OS>>DBZ LUV> IMS DB>>OracIe D> Informi)> VSAM >>Postgres> MySQL>> Adabas>
ebSphe> Lotus >>eople80> Oégcsle>> Siebel>> ESRI >> Fusion>> CICS >> IMS >
nfoSphe> Cognos>> SPSS >>DataStag>3atap0W> " C_OnSOIi_dation Of databases . -

= Tighter integration of data to applications

= Business intelligence close to the data

Communications
with other

applications
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Competitive consolidation yields great business outcomes!
These are all z10 consolidations — imagine possibilities with z196!

Additional Benefits

Allianz 48 hour migration!
Cuvetninent 292 58to 1 70% cost savings!
Agency
$9M savings, fast

Large Bank 200 S0tol migration w/GTS services
Bank of Russia 200 50to 1 Redgced ey e

processing costs by 95%
Trading : 40to 1 Scale and availability
Companies
140
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Automated operating system hardening for Linux

Raylieon

Trusted Computer Solutions

i\ SECURIT

BY TCS

™

) oo
-
-_—
N
m
—

= Value proposition:

— Security Blanket from Trusted Computer Solutions is an enterprise platform that
automatically configures your Linux and Solaris operating systems to meet industry
standard and customized security requirements.

— Security Blanket consistently and predictably secures your enterprise-wide systems in a
fraction of the time it takes to lock them down manually.

= The problem:
— Manual OS hardening is labor intensive and prone to errors

— Patching can reset system file permissions to OS default settings, resulting in loss of your
security posture

— System Administrators may not have experience or expertise in all operating systems
deployed in the enterprise

— Compliance guidelines are constantly being re-issued which could change current
organizational policy

— Maintaining consistency of security configurations throughout the enterprise is a challenge

— Preparing and documenting security posture is time consuming which can cause delays
identifying where there are issues
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Security blanket profiles

Raylieon

Trusted Computer Solutions

\SECURIT

BY TCS

™

=
-
=
m
—

= An easy way to implement and organization’s security policy
= High-level policies are implemented across multiple operating systems

= Profiles allow full compliancy or adjustments to policy areas to address mission
requirements

= Create customized compliancy policies from the Security Blanket library of security
modules

= Security Blanket’s pre-defined profiles:
— Center for Internet Security (CIS) Red Hat® Enterprise Linux and Solaris Benchmarks
— Payment Card Industry Data Security Standard (PCI DSS)

— Sys Admin, Audit, Network, Security (SANS) Institute Consensus Audit Guidelines (CAG)
Top 20 Critical Controls

— SANS Institute Top 20 Security Risks
— Ciritical Infrastructure Protection (CIP)

— Defense Information Systems Agency (DISA) UNIX Security Technical Implementation
Guide (STIG)

— Joint Air Force Army Navy (JAFAN) 6/3
— Director of Central Intelligence Directive (DCID) 6/3
— National Industrial Security Program Operating Manual (NISPOM), Chapter 8
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Affordability: Start with IBM System z Solution Edition for
Enterprise Linux and/or the IBM Enterprise Linux Server

= Competitively priced, Industry-leading virtualization, built with security and
availability
= Qverview

— A Linux-ready virtualization offering that combines
the outstanding z/VM virtualization and the
industry-leading IBM System z technologies with
solution pricing that accelerates return on investment

for workload consolidation and new Linux workload
deployments.

— The Enterprise Linux Server (ELS) is a System z
configured to run Linux-only workloads

— The Solution Edition for Enterprise Linux delivers a similar solution stack that
users can add to an existing System z

— Acquisition pricing for Solution Edition for Enterprise Linux and the ELS is very
competitive
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Oracle solutions available today on IBM System z

ERP and CRM Oracle PeopleSoft

solutions Enterprise

DB2 on z/OS or
Linux on System z
*Version 9.0& 9.1/ Tools
8.49 & 8.50

DB2 8, 9

(Database and batch server
supported)

Oracle DB on Linux on
System z

*Version 9.0 & 9.1/ Tools
8.49. & 8..50

Oracle 10gR2

Oracle Siebel

*Version 8.0 & 8.1.1

Enterprise DB2 9.1 Oracle 10gR2
ol Emgiaes e
Suite Oracle 10gR2
Banking and Oracle Financial FLEXCUBE FLEXCUBE

Insurance Services

Retail Core Banking V2.2.1
WAS 6.1 and DB2 9.1

Retail Core Banking V2.2
Universal Banking (UBS) V10

Oracle 10gR2 on SLES9

Documaker 11.4
DB2 8.2 & 9.1 (z/0S)

Oracle Cross Oracle Policy Automation
Industry v10.1 Oracle 10gR2 on
SLES10

* Note: Multi-platform “Split Tier” configuration — Only the database runs on System z servers
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Oracle solutions available today on IBM System z

DB2 on z/OS or Oracle DB on
Linux on System z Linux on System z

Public sector Oracle Enterprise Tax Version 2.2
solutions Management DB2 8 & 9, WAS 6.1
Taxpayer registration, tax ~ Oracle Siebel CRM for Version 8.2

return processing, Public Sector DB28 &9

revenue collection and
audit, Siebel CRM

BIEE solutions Oracle Business *Version 10.1.3.4.1 *Version 10.1.3.4.1

Data source only Inilligenee DB28.2&9 Oracle 10gR2
Enterprise Edition

* Note: Multi-platform “Split Tier” configuration — Only the database runs on System z servers
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Oracle server technology for Linux on System z

Technology Status —

Oracle Solution Version Available Planned
Database Oracle Database Oracle DB 9i
Rz 9208andlater
Oracle Database Oracle DB 10gR2 Oracle DB 10gR2
10gR2 10.2.0.4 PSU 5 10.2.0.5
__________________________________________________________________________________ 5 quarters of patch setparity!  Planned —4Q2010
Oracle Data Vault Oracle Data Vault 10.2.0.4
Asgsz
Oracle Database Oracle DB 11gR2
11gR2 Planned — 1Q2011
-al Il| i m Server Oracle DB components
L 0 0
0 3 = Oracle Real Application
_“” Il l Il'l‘ll Clusters
RRRRRRRRRARRARRN = Oracle OLAP
0 i‘ = Oracle Spatial
o < 7 = Oracle Label Security
, = Oracle Partitioning
i = Oracle Data Mining

Enterprise  Oracle Enterprise Oracle Enterprlse Grid :gac:e gd;’agceddsecu“ty
Manager Manager Agent Control Agent 10.2.0.5 racle Data Guar
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Customer Case Studies by Industry Analysts

Our Customers

Idaho Power Company

SN, | Idaho Power Company moved to SUSE Linux
wewwey  Enterprise Server on an IBM mainframe to
' improve performance and take advantage of
virtualization, with dramatic cost
reductions.

147

BANK OF NEW ZEALAND REDUCES CARBON
FOOTPRINT WITH RED HAT ON THE MAINFRAME

FAST FALTS

indhsiry | Firancial Sarvicas

| inas Fncminma

Transzap Moves Distributed Computing Environment to
Svstem z for Improved Reliabilitv

Case Sﬁufv

India*s ELCOT: A Next Generation Mainframe
Cloud Services Provider?

Exreative Summary
Electronics Corpomtion of Tamil Nadu Limited (ELCOT) is a government own|
of ICT {information and communications techralogies) services to varous govy
erzanizations located i the Indian state of Tamd! Nadu. Trs many services inchy
deployment of systems storage network products and operating environments; ¢
application: for desize and development; weckmology consulting, and ICT maini
Az a government-owned ICT semvice provider. ELCOT must follow povernmen)
And one such mandate 1s 1o promote he vse of open soarce software. Further, [
also been tasked with finding ways o reduce the cost of IT. And the combinatis
two mandates has led ELCOT 1o the purchase of an IBM System 20 mamframs
ArELCOT. IBM's System z8 is positioned as a “consolidation server” (the 2801y
capacity to run 2 workload that is equivalent to 230 Linux %84 servar workload:
because the 20 suppons Web services, service-oriented architecture (S0A), the |
operating ervisonmert, Eclipss infrastracture, and more — the 28 15 an ideal pla)
TUADIng OPSn SoUICE software.

At present, ELCOT has persuaded sever! government departments 1o adopt the
source model For instance, a pumber of eCitizen apphicarions {such as the sax
Card” application which is nsed wo subsidize Seod parchazes) now mnon ELCC
mamframe. And several of ELCOT s own enterprize resource planning (ERLP)
are now hosted on Linux on 2 Systam 20, But convincing government departm:
move 1o the open source model 1= a slow process. So. 2t present. ELCOT has 2|
COMPUGRE capacity on it System z @ that is oot being uzed

D Santhosh Babu, who is ELCOT s Mazagmg Diirector and Director of e-Gov
wants 1o fix this dimation. Dr. Babu hates wasting IT resources. And. from his |
perspactve (the farthcoming ideas have not been discussed with ELCOT s boar

government), he would Iike to find a busnness panmper who 15 willing to help madages s=u
the unused capacity on his System 9 to other zovemment users and'or fo commercial
buzinesses — in order to make Dener uze of hiz 2% mainframe and reduce wastad compiting

rwrlas TFha srraads in imnlamanting thic nlan Tie Rake el scsansially ild an

v dhabacaimiTe and acikve
al by 2010

ol dnz

s lafad Hat Enbarorise Linug 5

ol Mwiwaork (RN Satelite,
ser, ESH, Provesy Sansad, TX and B3

CLARKY ANALITICY
Case Study
EMD: Unix and Oracle Consolidation on System z

Introduccian

Whea EMD, Denmark's largest locally-oweed infornation tachnology (TT) service

provider, ran out of capacity on its four, large Hewlen-Packard HP-UXUPA-RISC-based
P 9000 servers, it had four choices:

1 Upzrads to an EP Taninm-based Inteznity server (becanse HP has ended

development and manufacture of its HP 9000 PA-RISC servers — leaving EMD

with no famre upgrade path): or.

Move to 2 competing Unix serer e

Move to Linuy o distmbured 526 servers or blades {an option that KMD did not

see s viable); oz,

4. Get creasive — and find & way 1o exploit exisiing computing capacity elsswhere
within its mformation systems epvironment

i a

EMD chose to gat craative.

What EMD d:d was mugrate its Perspaktiv pay resource
envizonment off of the HP-UX opersting environment ovar to Limr: partitions nmming on
an [EM meinframe And by doing tais, EMD was not oaly able to greatly increase its
application processicg capacity — buz was also sble demonstrate very significent costof-
acquisiticn savings over a Sive yaar period.

In this Case Snudy. Caﬁbunm}mn (mai s me) examines EMD's HP 9000 “out-of-
capacity” situation — and ifs zaction. And. based upan my observation of
EMD's experience, Clabby dnahrics suggests that moving to 2 mamframe architechire
may be a batter option for Hewlent-Packard (HP) customars who no hngmhm anuperads
‘path on their exising EP 9000: than moving to an HP [megrity-branded server.

Background

EMD iz Denmark’ sh:-st]m‘l.lume:ll’l’smue provider. The compary bas closz to
3,001 ! 15 anmaal i CEEK 3 billion (#5570
miltion, o7 €202 mnm, EMD apmbe s 7 distinct datacenters; amnd opesates
approwimately 3,000 Windows servers and 230 Unix/Lizus servers. EMD also operates
rwe IBM System z mainframes (that process 270,000,000 CICS mansactions per month as
well as handle taxh jobs). The compary's primary charter is fo provide IT and
consultancy senvices (hosted services) to public and private markets.

Az a hosted service provider, EMD naps IT services on backend servers forits clients. But
EMD s 2lso an application service provider {ASP) and markets its own payroll and buman
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Transzap Boosts uptime with IBM System z

= Business challenge:

— Transzap offers its customers a comprehensive suite of
financial
software tools. As a small business with tens of billions of
dollars in client transactions flowing through their systems each
year, Transzap needed an economical, reliable platform to
provide clients with high availability, while enabling the capacity
to accommodate growth within their software-as-a-service
business model.

= Solution:

— Transzap decided to consolidate on an IBM System z platform
to provide the stability and scalability needed to accommodate
triple digit volume growth, enabling them to focus on the
business of software innovation. Transzap migrated to System
z and virtualized its critical applications on Linux on System z, a
platform that supports Transzap's dynamic Java and Oracle
environments.

= Benefits:

— Helps Transzap serve more than 69,000 users across 6,800
companies

— Provides higher levels of uptime for their customers
— Offers peace of mind through 24x7 world-class hardware
support

148

“We intend to deliver
a 99.9% application
uptime guarantee to
our customer base,
thanks to the
availability
characteristics of
System z.”

Peter Flanagan
CEO of Transzap, Inc.

= Solution
components:

— IBM System z
— Linux on System z
— IBM z/VM

TRANS

© 2010 IBM Corporation
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Linux at IBM
http://ibom.com/linux/

Powered by |

D)

United States [ change ]

D -

Home Solutions - Services - Products -

Flexibility

Linws is certified on 2l IBM Systems.
Choose the architecture that makes sense.

ems and Linux

Support & downloads -

My IBM ~ Welcome Mr. Jim Elliott [Mot you?] [ IBM Sign in ]

IBM Software on Linux

IBM Solutions for Linux

IBM Systems: Linux hrings open innovation to all 1B server
and storage system platforms, freeing datacenters from
vendar lock-in with choice and flexibility o scale your
husiness on the fastest growing operating system in the
world.

= Learn maore

149

Learn maore about Linux at IBM

IBM is committed to praviding industry leading, Linux-hased

solutions. Learn mare:
- )
—

Linux & IBM

| Alinres Cuweeninm
ANNCUNCER SWEERING

| D

e fo Address Major

]

Linux and IBM Case Studies
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Linux on System z poversd by (8))
http://ibm.com/systems/z/linux/

United States [ change ]

Home Solutions - Services - Products - Support & downloads - My IBM ~

@

Welcome Mr. Jim Elliott [ Mot you?] |

ot imeonem | LiNUX ON IBM System z

System z

Solutions
Software

Success stories and
references

= & Tell us what you
N need, and we will
A contact you with
a custom guote

Services

Security
Technical support

J Reguest a guote

Now Available

Library

Education

Practical Migration to
Featured topics Linux on System 2

= Free dowml

IBM System z Solution Edition for Enterprise Linux and IBM
Enterprise Linux Server

Linux-ready wvirtualization offerings that combine the outstanding /WM Linux on System TCO Tool
virtualization and the industry-leading IBM System z10 technologies with :

solution pricing that accelerates return on investment for server virtualization | ™ M2ve !

and worklaad consolidatian.

The IEM System z Solution Edition =eries 1= designed to be affordable, to be
competitive with alternative systems that are not as secure, not as reliable,
not as =calable.
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z/VM and Linux on System z
http://ibom.com/vm/linux/
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Home Solutions -

News
About z/VM

Events calendar

Products and features

Downloads
Technical resources
Library

How to buy
Service
Education

Site map

Site search
Printer-friendly
Notify me
Contact z/VM

Relatad links
* Resource Link

» Resources for IEM

= (L

United States [ change ]

Ser';ri{:es > Pr;:rduc::ts - Support & dﬂwﬁlc-ads - My IBR ~

Welcome Mr. Jim Elliott [HNot you?] |

IBM System z customers can enjoy the benefits of running Linux in virtual
machines an IBM System z.

z/'VM supports cne of the world's leading Open Source operating systems,
Linux, on the mainframe. Within the WM environment, Linux images bensfit
from the ability to share hardware and =oftware resources and use internal
high-zpeed communications. While benefiting from the reliability, availability
and =erviceability of IBM System z servers, z/WM V5.3 offers an ideal
platform for consolidating select UNIX™, Windows™, and Linux workloads on
a =single physical server which allaws wou to run hundreds to thousands of
Linux image=s. z/VM Y3 uses an engine-ba=ed Yalue Unit pricing which i=
de=igned to provide a decreasing price curve as hardware capacities and
worlkload grow, which may help improve price/performance.

With 35-plus years of guest support enhancements, /WM offers customers a
functionally-rich environment for running Linux on IBM System z. (Read the
Linux for 5/390 case study.)

Thiz two-page flyer that describes System z, /%M and the bensfits of
virtualization for infrastructure simplification.

* Linux on IBM System z with z/vM v6.1 §f (07-2009)
* Linux on IBM System z with z/vM v5.4 §§ (07-2009)

Linux on z/VM for Net-New and New Workloads - a two-page flyer
about Mainframe MNew Realities about Linux Delivery that Weds the Best of
Both Worlds § (01-2009)

can exploit

"*Where to learn more:

/M and

AT B

B e

e

A 00N SYSLEIT

" Linux-390 discussion list

Linux on Sy

community

s 1

LinuxWM.or

with the

em Z

"* Free access to Linux

IEM e=tablished a

Community
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Redbooks for Linux
http://ibom.com/redbooks/portals/linux

Country/region [ =elect |

Home Solutions - Services - Products - Support & downloads - My 1BM ~ Welcome Kr. Jim Elfiott [Mot vou?] [ IBM Sign in ]

Rodbookee IBM Linux Redbooks ««® Redhbooks,

Advanced Search

Softw:
it RSS feed
5t =
ko Llnux & IBM E} BM Linux Redbooks
Systems & Servers T [ ]
Unleash the power and flexikil ity of ; = Other Redbooks ASS fesds
Power Syztems s ; ; :
community innowvation inyour husiness
System i
System .ﬂ. . Residencies
Systemx '
System z
Ciine Just published Drafts Mozt popular Re=zidencies Work=hops
BladeCenter 1to5o0f 216 results Mext = Results perpage: 510 |20 | | Would you like to be a Redbooks
autnar
S 1. Configuring Logical Volume Management (L\VM) on Linux for zSeries i SE T
IT Business Perspectives Technote, published 13 Jan 2003, last updated 7 Cct 2009, Rating: ferird (hased on & b P 5 Sty

reviews)
Residencies
2. Tuning IBM System x Servers for Performance

Haratines Sedbooks, published 4 Aug 2009, last updated 12 Aug 2009, Rating: #rfetres (based on 5
Additional Materials reviews)
How to order 3. IBM Optimized Analytic Infrastructure Solution: Installation Guide V1.0

Redb i i i
ADOUT Reaiboks Redbooks, published 14 Dec 2006, last updated 9 Jun 2009
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IBM Middleware for Linux
http://ibm.com/software/linux/

Why IBM Middleware for

Linux
Linux solutions

IEM Middleware
Portfolic

Small & Medium
Business

Linux resource center

Related links

« IBM Linux Portal

= IBM Business Partners
= Developears

= ISVs

= Warranties and
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Services -

United State= [ change ]

Products - Support & downloads - My IBM ~

Powered by @

O -

Welcome Mr. Jim Elliott [Not you?] [ IEM Sign in |

| IBM software for Linux

X = I © Sl

Why Linux?
FLEXIBILITY. PERFORMANCE.
INNOVATION.

=+ Learn how Linux solutions can
transform your desktops, servers
and data centers,

Why IBM Middleware Linux Software Appliances

Linux and IEM Middleware provide r Y e

flexibility, reliability, security and
cost efficiencies to an on demand
buzine==.

=+ Maore

IBEM Middleware portfolio

=+ Information Management

(119 KB}
Mare than 30000 IEBMers on
QCCS powered by Red Hat

= Lotu

[Fa]

= Batinnal

Test drive Lotus Notes 8
running on Movell with
this bootable DVD.

-+ Learn

Mmoo

Test drive IBM'S Lotus
Doeming and COpen
Collaboration Client
powerad by Red Hat.

[® L=arn more

IBM TV

% Tune in

© 2010 IBM Corporation



IBM

IBM Software Available for Linux

http://ibm.com/linux/matrix/

United States [ change ]

Powered by -@

D -

Home Solutions =

Services -

Products - Support & downloads - My 1BM ~

Welcome Mr. Jim Elliott [Mot you?] [ IBN Signin ]

IBM Solutions for Linux

IBM Systems

IBM Software

IBM Services
IBM & the Linux Community
Linux distribution partners
Migrating to Linux

IBM Linux Technology
Center

IBM Linux Integration Center

Drivers & technical
reEsSOUrces

Linux & IBM News
The Linux Library
Global Linux Portals

Additional Links

+ [BM Smart Planet

Bt e T By, o
» Linux for Buziness Parir
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IBM Séﬁware for Linux

IEM Middleware Available on Linux

The IBM Middleware Available on Linux matrix provides information regarding IBM Middleware
availahility on Linux. You can find information such as:

« Product name and version
- Links to product pages
* Linux distribution and kernel support

* Related sources of additional information: announcement letters, product matrix, download
Web sites, FACS, release notes

All this information is availakle in this POF file (1.17MB), which was last updated Sep 13, 2009,

New hardware category: POWER

The IBM Middleware Available on Linux matrix now includes a new inclusive hardware category

known as POWER. Linux on POWER includes support for Linux on iSeries, Linux on pSeries,
Linux an CpenPOWER, and Linux on JS20 blades. Cantfind the product that you are looking
forunder pSeries and iSeries? Check under the POWER hardware category. Many products
have heen reassigned to FOWER.

Powered by @
w

Linuxis a registered trademark of Linus Tarvalds

Featured Linux Whitepaper

—3

ens Linux Innovation
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IBM developerWorks for Linux
http://ibom.com/developerworks/linux/

Countryiregion | select ]

Powered by @

Solutions -

Services -

Products - Support & downloads -~ My [BM -~

ALK and UNEK

Information Mgmt
Lotus

Rational

Tivoli

WebSphere

Java™ technology

Lirux
Mew to Linux
Downloads & products
Open =ource projects
Technical library

60+ Tutorials
Forums
Event=

Open source

30A and Web services

Web development
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Linux

Technical resources for Linux programmers and system administrators

Linux introspection and SystemTap

SystemTap provides a way to dynamically analyze a running
Linux kernel and diagnose any problems it might be having.
Mare =

Featured content Build on Linux with IBM Linux blueprints

09 Nov 2009 — Show descriptions | Hide descriptions

- Next-generation Linux file systems: NiLF 5(2) and exofs

- Virtual appliances and the Open Virtualization Format

* Learn Linux, 101; Streams, pipes, and redirects

* Linux virtualization and PCI passthrough

- Reduce Linux power consumption, Part 3: Tuning results

* Learn Linux, 101:; File and directory management

- 10 important Linux developments everyone should know about

=+ More content

B rss 3

developerWorks

My developerWorks
VWelcome guest
=+ Sign in

=+ Register (fres

mulo Baretto iz a My

"
developeriWorks member. Are
i

=+ Create your profile now and

get connected

Calling all developers
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IBM

Internet list server discussions

= IBMVM discusses z/VM

the note, write only the following line:

—To subscribe, send a note to listserv@listserv.uark.edu. In the body of
« SUBSCRI BE | BWM fi rst nane | ast nane

—View and search the current list and archives:
* http://listserv.uark.edu/archives/iomvm.htmi
= LINUX-390 discusses Linux on System z

—To subscribe, send a note to listserv@vm.marist.edu. In the body of the
note, write only the following line:
« SUBSCRI BE LI NUX-390 firstnane |astnane

—View and search the current list and archives:
* http://www.marist.edu/htbin/wlvindex?linux-390

© 2010 IBM Corporation
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Linux on IBM System z
Take back control of your IT infrastructure

= Unify the infrastructure

— IT optimization and server consolidation based on virtualization
technology and Linux

— Linux can help to simplify systems management with today's
heterogeneous IT environment

= Leverage the mainframe data serving strengths
— Deploy in less time, accessing core data on z/OS

— Reduced networking complexity and improved security network
“inside the box”

= A secure and flexible business environment

— Linux open standards support for easier application integration

— Unparalleled scale up / scale out capabilities

— Virtual growth instead of physical expansion on x86 or RISC servers
= Leverage strengths across the infrastructure

— Superior performance, simplified management, security-rich environment

— High-performance security-rich processing with cryptographic co-processors

— Backup and restore processes
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\ I Together We’re Smarter.

INTEGRATED
SERVICE MANAGEMENT




INTRODUCTIONS \/ PIREAN

e The technology you’ve heard about today presents amazing opportunities, from cost savings
and efficiencies through sustainability.

— but to realize it’s true potential you must consider the management of your
infrastructure and the applications you run end-to-end.

* IT Service Management has matured considerably over recent years — our approach
encapsulates traditional Service, Security and Storage management.

 Based on our experiences, we’re here to talk about best practice methods for realizing an
end to end IT Service Management vision for your organization.

 With years of experience to draw on, we’ll talk about real world examples of how you make
the journey to an ITIL aligned Service Support and Delivery model.

e QOurgoal? To take you from a reactive, disjointed service to an integrated ‘Smarter’ model.

Organizations embark on this journey everyday, and you don’t have to go it alone - experience
matters, learn from others and partner with experts.



STARTING PRINCIPLES

Best practice looks the same, whatever the organization.

Look to industry experience and best practice to build a solid
approach:

— ITIL for how IT services are to be delivered and supported;

— COBIT to address what needs to be controlled and how it
is to be measured.

ITIL provides an industry recognized framework for best
practice while COBIT helps us to measure the success of your
transformation.

Benchmark where you are today, and use this to demonstrate
your progress.

Successful governance ties IT's goals to those of the business —
make sure you have business buy-in and communicate.

Take a pragmatic approach...

*Projects aren’t always about enterprise
wide change. You can introduce best
practice on a project by project basis.
New infrastructures and business
services are a great place to start.

eStart with the new, and extend the
reach of your best-of-breed platform
across existing and new services.

*Bring together the legacy, distributed
and datacenter under one platform...

e... and easily extend to new services,
including virtualization and cloud.

*Leverage your platform to introduce
new and support existing business
processes.

*Engage the business, they’ll soon
realize your strategy helps to drive their
agenda for change!




CONSIDERATIONS [ PIREAN

A successful organization is built on a solid framework of data and
information. To meet the goals of the business you must effectively
manage the union between business processes and information systems.

e Successful IT Service Management projects are delivered in phases - understand the big
picture, but don’t try and eat it whole.

 Focus on what delivers the most value to you and your organization, and deliver it in a
strategic way.

e Engage the business, understand both business and technology drivers - use this to validate
your strategy and delivery routes.

 Define a program for change made up of work packages — translate the business
requirements to a delivered technical solution.

e Deliver value quickly, target prominent pain points and areas where improvement can be
quickly demonstrated.



MAKING SENSE OF COMPLEXITY ' f PIREAN

Looking at the technologies outlined today the simplification,
consolidation and centralization of your infrastructure is more IT Service Management
achievable than ever before. Challenges we see every day:

IBM has delivered the platform and applications you need for a * The Operations Lifecycle, runbook

. automation and applying business
best of breed IT infrastructure. o o A

¢ Understanding and cataloguing IT
Improving your infrastructure helps to make your Assets;

business run better — but you want it to run smarter.

Centralizing control and integrating

systems;
~ ‘-—-—*—-—F&; . togped in a1 hetcool Administrator | [Equmes Jew = IBM.
e e e — * Managing Change and Configuration
R N T T L |~ LT < E) Management;
|18 iwoo s  even

Detecting and responding to
Incidents and Problems;

EEICH-

Automating processes to improve
service delivery;
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HEE R
CRERTE G

Securing the infrastructure; and
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Proactively managing SLA’s.
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THAT SOUNDS GREAT,
BUT WHO’S REALLY DONE THIS?
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OUR SERVICE MANAGEMENT APPROACH  { / PIREAN

Let’s talk about four real world examples...

53 CMCMarkets A Global Market Maker

Z FII'St Data The World’s largest Merchant Processing

provider
UK GOVERNMENT The home of ITIL
-| The World’s 5t Largest Insurer

AVIVA

... and how each one of these organizations overcame the
challenges you see today.
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OVERVIEW

Business Drivers

Building a new global infrastructure, using
technology to gain competitive advantage
and to extend market reach.

Moving from a legacy infrastructure to a
new worldwide datacenter model.

Systems must handle unpredictable load
driven by market movement.

Measure and report the performance of
the infrastructure, from the customer’s
point of view.

Understand the true impact of an incident,
manage problems and their impact on the
business.

Verify availability and Performance of Key
Services.

\/ PIREAN

The Solution...

A collection of worldwide datacenters, all
built on IBM hardware and monitored by
Tivoli Software.

Provided the ability to monitor with
immediate visibility all aspects of
infrastructure and business services

We now simulate users interacting with
key application and web based services
from all over the world — measuring
response time and the true customer
experience.

We delivered an intelligent business
dashboard and centralized operations to a
single operations hub.

We provided closed loop integration —
driving everything via the Service Desk.

AP CMC Markets




CMC MARKETS AND 1BM TIVOLI SOFTWARE { # PIREAN

Business Service Dashboard Service Desk
'
4 O .

Event
Management

Simulation

[ o3
L)

Network Component Performance Capacity
’E;ents Events Events Events

User Experience J
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BUSINESS BENEFITS f PIREAN

* We moved from a legacy estate to a best of breed IBM datacenter model.

* Through visibility of the IT Infrastructure, it’s performance and capacity management
CMC Markets are now able to tune their infrastructure to cope with spikes in demand
as they happen.

* The new platform provides the scalability, capacity and extensibility to support trading
worldwide, 24x7x365.

Competitive advantage? CMC Markets made millions of dollars in one day when the
competitors stopped trading due to high demand and their inferior Infrastructures
failed.



\I Together We’re Smarter.

FIRST DATA

MERCHANT PROCESSING

[ | I
e — — 1 1 I 1
I [ I N I N




OVERVIEW

Business Drivers

Gain a detailed understanding of deployed
systems and the relationships between
them

Move IT infrastructure management from
point monitoring towards a defined set of
business views, representing customer
experience.

Consolidate management for a mix of
vendor packages, and a proprietary CMDB.

Integrate with the production Service Desk
to extend existing business processes.

Automate discovery across the IT estate,
and link the systems and applications to
the business services they provide.

Tune the Service Management platform to
prioritise and report on financial penalties
associated with SLA’s.

{7 PIREAN

The Solution...

Discovery — what’s out there.

Change — If something changes, we want to
know and link it back to a Change Record.

Visualization — implementing a Subway
map of Business Services, ensuring outages
down the line could be mitigated through
rerouting.

Diagnostics — supporting drill down to the
components behind the service,
dynamically updated through discovery.

Dashboarding — providing real time SLA
views and predicatively reporting
breaches.

Fd First Data




FIRST DATA AND IBM TIVOLI SOFTWARE  { # PIREAN

Business Service Dashboard Service Desk
'
4 O .
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Enterprise
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Network Component Performance Capacity
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BUSINESS BENEFITS \/ PIREAN

* Introduced a business service view of operations.
* Provided a better understanding of the impact of Change on business services.

* Provided a visibility of outages in a business context — not just ‘what went
wrong?’, but ‘what did it mean to the business?”

* Drove service improvements from a customers perspective.

e Ensured incident and problems were identified, prioritised and solved before
they impact SLAs.

* Reduced costs through a better inventory of services and components.

The bottom line? Faster resolution of incidents and problems, more powerful
root cause analysis and strict change and configuration management.
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OVERVIEW

Business Drivers

Automate internal processes through the
realisation of ITIL and gain control over
the impact of change on business services

Significant Service Management
Challenges.

Processes were documented and assumed
to be in use.

Struggling with Change and Configuration
management.

No accurate view of the IT estate.

No integration between HR and Service
Desk.

No integration between people and assets.
Limited KPI reporting .
Time consuming SLA management.

{7 PIREAN

The Solution...

Automate discovery and change
management.

Introduce structure and control through
workflows.

Integrate Incident, Problem, Change and
Configuration Management.

Provide a business dashboard, with a
subway map of key services.

Compliment the Service Desk and Business
Dashboard with a ‘What Changed?’ view —
a view of all changes outside of change
control.




UK GOVT AND IBM TIVOLI SOFTWARE \/ PIREAN

Business Service Dashboard Service Desk
'
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BUSINESS BENEFITS \/ PIREAN

* Integrated end-to-end realisation of ITIL aligned Incident, Problem, Change and
Configuration Management.

* Provided a better understanding of the impact of Change on business services.

* Provided a visibility of outages in a business context — not just ‘what went
wrong?’, but ‘what did it mean to the business?”

* Moved on to reduce the load on the service desk through user self-service.
What does it mean for citizens? Better service ... faster resolution of incidents

and problems, more powerful root cause analysis and strict change and
configuration management.
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OVERVIEW

{7 PIREAN

Business Drivers The Solution...

Leverage the eCommerce platform to drive
new business lines and reduce support
and operational cost.

Refreshing Aviva’s eCommerce platform
with new IBM technologies.

Reduce the time taken to bring new
applications into production.

Standardise and automate the deployment
process.

Define and enforce service levels for key
components.

Implement a best practice, repeatable
performance and availability management
solution.

Improve the efficiency of support and
maintenance.

Automated build and provisioning, from
software to user provisioning and self
service.

Enable rapid, repeatable environment and
application builds.

Provide for detection of non-automated
changes (“drift”).
Provide a business view of impact of

failures, affect on services and potential
breaches of SLAs

Improve capacity reporting, issues are
identified before they begin to impact on
the service.




IBM TIVOLI SOFTWARE - INTEGRATED VIEW  /# PIREAN
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BUSINESS BENEFITS \/ PIREAN

* Meantime to delivery of business functionality in reaction to market changes reduced
from months to weeks.

* Service availability moved to 99.9%.

e Utilization of infrastructure increased from 25% to 75% without loss or degradation of
service, reducing infrastructure investment needs by 50%.

e Standardization and automation of management and delivery processes provides
consistency and reduces organizational support needs and resources.

Real world benefits? Faster delivery, greater flexibility, less downtime and the
capability to add capacity and new services on demand.
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BRINGING IT TOGETHER \/ PIREAN

* No matter whether you’re tackling a legacy or green field estate — the problems
and approach is always the same.

e Build on best practice and learn from others experiences.

 Technology alone is not the answer, engage your business users and keep
delivering.

e Communicate your progress.

 Anintegrated portfolio is essential, interoperability accelerates delivery and
removes pain.
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ABOUT PIREAN \7 PIREAN

A strategic partner for the delivery of IT Service and Security Management solutions
with a reach across Business Consultancy, Technology and Outsourcing.

With AAA Accreditations across the IBM Tivoli Software portfolio we are recognized
worldwide as industry leaders — delivering best of breed, smarter, solutions on
IBM Tivoli Software.

vde%[e |BM TIVOLI

4 BUSINESS PARTNER
Vehimee:Em® IN THE WORLD

*Source: IBM, based on AAA accreditations for
IT Service Management and Security

“As of March 10, 2010, Pirean are the most accredited Tivoli business partner in the
World.”

IBM.
Beacon Awards
2009 Finalist

Winner 2010 — Best IT Service Finalist 2009 — Outstanding Winner 2008 — Business Partner
Management Solution Service Management Tivoli Innovation Award
Award
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