“Did You Say Mainframe? Discussing CICS performance improvements” Transcript
	Nick:
	Hi and welcome to the latest in the “Did You Say Mainframe?” podcast series. This is where we ask technical experts from the mainframe software and hardware areas to talk about a topic and today I’m joined by Martin Cocks of the CICS team. Hi Martin and welcome to “Did You Say Mainframe?”

	Martin:
	Thank you for inviting me.

	Nick:
	So IBM has been investing money left, right and centre and for CICS you’re in charge of hill 2 which was focusing on performance, so could you tell us a little bit about what made it worthwhile coming into work every day to deliver these great performance improvements?

	Martin:
	Sure Nick! So our main goal when we set out for doing this is we wanted to some notable performance improvements to customers. So with our design thinking that we brought in in this release, we found that we needed more interaction with our stakeholders. So we spoke with various customers who had specific interest in performance, specifically around CPU usage and savings. From that we decided that we needed to focus on three kind of key areas, so we needed to do a bit around some core CICS performance, a little bit around some of the popular workloads that are used today, and then also do a bit around some of the growing workloads – so ones that people expect to be more popular in the future. But whilst doing that, we needed to make sure that customers don’t have to change any of their applications to gain any the benefit. So they can get app performance improvements, CPU savings out of the box.

	Nick:
	OK, so I’d imagine with these kind of feedback sessions you’re really responding to real time customer requirements, could you perhaps elaborate on perhaps one or two of the piece that really came to fore here?

	Martin:
	Sure so, CICS web services have been a popular area for many years but we felt that we could do more in that area for customers especially over HDP, so we’ve removed a web attachment that runs that needs to inspect, to set up the context before you then drive the main user application or drive the pipe line. Now that means that today, every HDP transaction actually result to two transactions running in CICS along with the overheads that are monitoring records etcetera, but when we looked at this we realised that in many scenarios we could get rid of that transaction and just go straight through. So, that’s one thing we’ve done, however that interim transaction does things like the heavyweight kind of work before it. So for instance, if you use CICS SSL on the fast task that picks up every request coming in, you don’t want to stop and go “I’ll just decrypt this big message coming in” and wait for a little bit before you process anymore, so that always gets offloaded. So obviously, we can’t just say “well we’ll give you a performance improvement unless your requests are secure in which case we’re not going to bother” – obviously it isn’t going to go down too well. So with CICS SSL itself, that’s actually being improved (the core of it) by reducing some of the TCB switches that go on it. So, getting quite technical but –

	Nick:
	No no, it’s similar to the Threadsafe stuff that we’ve done in the past I guess – a bit of the switching –

	Martin:
	Yeah, so we’ve seen that quite a good benefit with that still requires that interim web attach task. So customers are saying “well we want secure connections but we also want to benefit from the removal of that interim transaction”. So that’s where we looked at the capability of z/OS communications server, specifically the AT-TLS feature which is Applications Transparent Transport Layer of Security –

	Nick:
	Right I’m glad you spelt that out!

	Martin:
	Yeah it just rolls off the tongue, that one! So, whilst you can use that today with CICS, it’s totally transparent, so CICS can’t find any information about certificates or the user ID to run the next transaction under. So what we’ve done in this release is to actually allow CICS connections to be configured to be AT-TLS aware, so that allows the CICS region to pull that extra information to set up the security correctly while that user transaction runs. So we’ve actually done some internal benchmarks here, we’ve actually seen some double digit reduction in CPU usage.

	Nick:
	Wow, OK so that should go down well!

	Martin:
	Yeah so that is in a routing region where there is no business logic – so it’s purely around the CICS code –

	Nick:
	We’ll take what we can claim Martin.

	Martin:
	And we’re intending to release some more performance information around this, around the GA time frame.

	Nick:
	Yep. So that was around the web services security side, is there any other areas?

	Martin:
	Yep so that’s covered what we did with the popular workload, if we talk about the growing workload, there’s a lot of talk around JSON. Now –

	Nick:
	Yes, that can be for mobile devices and things like that can’t it?

	Martin:
	Yeah, it’s a very popular mobile device communication. So, already in CICS we have a z/OS feature that can run in CICS in a Liberty JVM server, it can also come in via z/OS standalone outside into CICS, and we have the mobile feature pack. So we’ve done in this release is add a new option for z/OS connect running inside of CICS and that allows customers to choose from two options: one is to use a less total CPU (although more if it’s kind of run on GP) –

	Nick:
	OK, so it’s a balancing act…

	Martin:
	Yep

	Nick:
	…between the two, but it’s up to the customer; they can take their choice and decide.

	Martin:
	Yeah, so they can do that so they can have more on GP, less total CPU, or go with more total CPU but then more of it will be zip eligible.

	Nick:
	Yep, I see.

	Martin:
	So that’s what we’ve done in that area for growing workloads. I also mentioned before, Nick, about the want to do a bit around the core capability to prove the performance there. So two key things is when you want to gain insight into what’s going on in your region, understand the details there, see if you can tweak performance yourself potentially by changing a few of the resources in CICS. Tracing is one useful thing, just to see what’s going on and, more importantly, monitoring as well. Those two key areas we’ve looked at under the covers and we’ve actually seen some of the ways to improve some of the algorithms there, and also exploited the new hardware pre-req that was introduced with this release of CICS – some of the machine instructions for example – and we’re saying that we’ve managed to gain a few percentage points in the CICS code, reducing the CPU of those features.

	Nick:
	But, if I understand you correctly, this is all happening under the covers. The customers are not required to make any changes themselves; you have made the intelligence inside that will realise these benefits.

	Martin:
	Yep, absolutely. With the monitoring, if people excluding field today, they may want to consider no longer excluding some. So they do a little bit to give themselves an even bigger advantage, by doing that they’ve actually – if no fields are excluded – rely on – well instead of having to check every single field to see “well do we need to write this one out”, “do we need to write the next one out?” We just go “nothing’s excluded” we’ll copy the lot in one go and that gives quite a decent performance improvement there. 


	Nick:
	Very good!

	Martin:
	Another thing is connecting regions together is obviously quite a popular architecture with CICS and commonly MRO connections are used with that. Now, if you have a higher workload going on through those regions you might have a higher number of session counts configured on those. Now we’ve used some hotspot analysis and looked at how the algorithm works, and we’ve managed to improve that so if you have a high number of session counts, you’ll see a performance benefit there without having to change anything. I should say, it’s always a good idea to set the number of sessions to a number that you’ll actually use and not just set it to the maximum just in case you might reuse it.

	Nick:
	Right, yes. So there is some circumspection required when using this. Okay! So if I ask you just to summarise in a nutshell what you’re delivering for our CICS customers here.

	Martin:
	So, we’ve made some performance enhancements by way of CPU reductions for everybody. So a bit around core improvements, popular workloads specifically through http web services including secured ones, and also through growing workloads such as JSON. Obviously, I expect our customers will want to go into a bit more detail than I did here in this chat, so around the GA timeframe you should expect to see some benchmark details published in Redpapers for example. But also, around GA and maybe afterwards, looking to provide a new star performance report with a more comprehensive look into CICS.

	Nick:
	Yeah, a modern, more contemporary look perhaps? 

	Martin:
	Yeah

	Nick:
	Okay so that’s brilliant Martin, thank you very much for spending your time with us this afternoon! 

	Martin:
	Thank you, it’s been good to share it with people.

	Nick:
	So that about wraps it up for this podcast. For more detail, please go to IBM.com/software/OS/systemz/podcasts/websphereonz. Join us again for another insight on the topic of the mainframe. For now, this is Nick Garrod saying thank you for listening.


