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System z Consolidation Helps Address IT Challenges
System z Managing Growth and Complexity
New HW / SW ‘ Workload
spending 15 years ago
Cost of
management &
administration
Source: Tony Picardi, IDC Ops Staff
Economist.com: Make it simple. October 28th, 2004
From The Economist print edition

2001 2006 Gartner

POWER: SPACE:
: System z vs. Linux on Intel System z vs. Linux on Intel
Worldwide Server Market: 250 Y 120 —
Cost of Management Ramps Dramaticall
d P i ¥ 1BM 29 I 1BM 29
Worldwide IT Spending on Servers, Power and -
spending Cooling, and Management/Administration I — 2007 . Intel 100 - Intel
(UssB) — (M Units)
5300 - - 50 801
sorp | IE Power and Cooling Costs x8 . ’: 45 % 1501 g
I Server Mgt and Admin Costs x4 g s w
sz2o0 | I New Server Spending i g 8 801
+ 30 x J S
100 S
5150 25 O 40
+ 20
$100 o i
15 50- 20
350 ! 1 10
I I 0+ 1 0-
50 - v 0 1vs. 8vs. 18vs. 28vs. 38vs. 54 vs. 1vs. 8vs. 18vs. 28vs. 38vs. 54 vs.
N@"" 22 157 319 465 602 789 22 157 319 465 602 789
Processors Processors

Source: IDC, 2006 The Linux on Intel servers selected in this example are functionally eligible servers considered for consolidation to a

System z running at low utilization such that the composite utilization is approximately 5%. The utilization rate assumed
for System z EC is 90%. This is for illustration only actual power and space reductions, if any, will vary according to the
actual servers selected for consolidation.
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Server Virtualization Business Value

! Virtual Servers

BEEE
\ Virtualization /

Physical
Server

= In the final analysis, the potential virtualization benefits take three forms:

— Help reduce hardware and energy costs

Help increase physical resource utilization
Small footprints
Reduced power and cooling

= Can improve flexibility and responsiveness

— Virtual resources can be adjusted dynamically to meet new or changing needs and to optimize service level
achievement

— Virtualization is a key enabler of on demand operating environments
= Can reduce management costs

— Fewer physical servers to manage

— Many common management tasks become much easier

3 © 2008 IBM Corporation



Leverage the strengths of the Ultimate Virtualization Platform
| X86 Virtualization z/VM Virtualization

Grow here (add more boxes!) /

Xx86 blade servers with 304 cores using virtualization product

Example: x86 SUN X2100 1U dual-core Opteron One IBM System z10 EC with
8 racks of 19 dual-core servers per rack running many 26 cores (IFLs) and z/VM
copies of x86 virtualization product — with room to add 38 more cores —

“‘Mean Time Between Failure” measured in decades versus months

4 network equipment costs virtual and physical connectivity

1/25th floor space 400 sq. ft. versus 10,000 sq. ft

1/20 energy requirement $24.6K/year versus $133K/year

1/5 the administration < 5 people versus > 25 people

Highest average resource utilization Up to 100% versus < 15%

Capacity Management & upgrades On demand; in minutes, not weeks/months
Security intrusion points Reduced by z architecture and # of access pts.

SW license fees for OTC 26 engines of Oracle vs 304 engines yields 91%
savings

© 2008 IBM Corporation



System z Workload Consolidations Basics

= What is a server consolidation?

— Application workload running on many distributed server is moved to run on a single
System z server

= What is typically being consolidated?

— Examples of applications are being consolidated today include data servers, application
hosting servers, ERP CRM applications and “Infrastructure” used to support applications

— Analysis is required to determine appropriate workload for consolidation
= Why use a System z to consolidate?
— Control distributed server growth and lower total cost of ownership ( TCO )
— Leverage existing skills and IT investments
— Use best of breed virtualization technology and highest level Quality of Service (QOS) level

Before: Distributed Server Hardware After: Single System z Server
hosts application workload hosts application workload

il
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IIIII Data || System z
1 PP Web | [Infrastructure Consolidation
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Example Scenario: Application Workload — Before Consolidation

1st Tier (before 2nd Tier (before 3rd Tier (before
consolidation) consolidation) consolidation)
App Client < > App Server <
z/0S LPAR 2/0S LPAR
App Client < > App Server < Database
App Client < »  Database Server [« : >
woe e —E-— | R

‘ nus System z Processors, Memory, IO

System z server

Distributed servers

Example of a networked web application and database serving

6 © 2008 IBM Corporation



Example Scenario: Application Workload — After Consolidation

18t Tier (after ier
consolidation) 2nd Tier (after
consolidation)

SMCz Management for a Consolidated Web
Application and Database Serving *

) E Linux on System z
App Client <+—
H [ Linux on System z
i | Ao o | ZOSLPAR | |  70SLPAR
App Client <+ P EIIE |_ z/0S LPAR
i . Database
App Client <« ‘ I G SIEEinE \ Serving
AppClient  l¢— _
i ! z/VM Guests

zSeries Specialty Engines and Standard Processors, Memory, 10

Distributed servers System z server

v'Operational advantages with less hardware and fewer

with integr n [ [
* Note consolidation is workload dependent. All distributed workload is not parts wit tegrated and centralized service

appropriate for consolidation. management
IFL = Integrated Facility for Linux (IFL) v'More secure than networked application and data
zAPP = System z Application Assist Processor serving with higher reliability due to fewer points of
zIIP = IBM System z Integrated Information Processor failure

7 © 2008 IBM Corporation



Management Considerations during a System z
Consolidation Project

During analysis phase to determine
what workload is appropriate to
consolidate, also consider
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. Incremental approach leverages
existing investments

1\V. Common service management
process automation infrastructure
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Consider the new System z Consolidated Environment

= Visualize, control and automate the consolidated
operating environment

» Improve availability with performance monitoring and
automation

= Realize the total cost of ownership ( TCO) advantages
of consolidating

= Design for operational advantages up-front
= Leverage existing skills and centralized management

= Optimize the use of physical hardware with correlation
to virtual resources

v Simplifier
v" Faster

v" Cheaper
* Analysis required to determine workload appropriate for consolidation.

9 © 2008 IBM Corporation




Architectural Decisions Include Performance Management

Choice of appropriate workload
= Run virtual quests on z/VM or native LPAR?

= Single z/VM vs. Multiple? At minimum a separation of production
and test z/VM is recommended for security and change
management

= Which Linux distribution ?
= How big do | make my Linux system?

— Generally speaking no more than what is required, without impacting the application. Generally application owners will expect
performance at least as good as before consolidation.

— Virtual CPUs usually are not = or > than physical CPUs
— Don’t over commit guest memory or it will result in large % being used for Linux 10 buffers and cache
— Conserve disk by using shared binaries

= Centralized authentication vs unique repository for each virtual
system.

= Aim for migrating many distributed server/application to one
consolidated server/application ( as opposedto1:1)

= Monitoring, Automation ., and Capacity Planning is Required

10 © 2008 IBM Corporation



Linux on System z Provides an Ideal Platform for Key New
Workloads — Data, Web / WebApp Servings

= Data Serving challenge: Manage massive processing
requirements and meet them quickly

— System z scalability supports consolidation of
diverse workloads onto zSeries servers

— “Vertical” scaling consolidates workloads of less
powerful processors onto a more powerful processor

= Web Serving/Web App challenge: Requires many server
instances, resulting in complex server environments

“With z/VM, the mainframe
can support hundreds to
thousands of Linux virtual

— z/NNM running on a zSeries processor enables
“horizontal” server consolidation

— Capacity is added by obtaining additional servers
and integrating them into the network

11 © 2008 IBM Corporation




Management Required for New System z Workload

Business Continuity Storage Business Service Performance
Security Management Requirements Financial
Virtualization Service Delivery and Support Change and Configuration

2 :
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Management Considerations during a System z
Consolidation Project

During analysis phase to determine
what workload is appropriate to
consolidate, also consider

. What is needed to manage
consolidated environmen
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1\V. Common service management
process automation infrastructure
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Consider flexibility in where management runs

= Traditional service management implementation:

Process Automation

Operations and Production Mgt Service Automation
Security Mgt Operations and Production Mgt
Financial Mgt Security Mgt

Financial Mgt

Hosted on System z Hosted on Distributed Systems

= Consolidated IBM Service Management for System z implementation:

Process Automation
Service Automation

Operations and Production Mgt
Security Mgt
Financial Mgt

System z Distributed Systems

v Management solution can be consolidated to run on System z *
 Flexibility allows for same TCO benefits of consolidating applications
« Management for Enterprise can be “managed from* System z

v Legacy z/OS management provide basis for centralized management and common
infrastructure

* Analysis required to determine workload appropriate for consolidation.

14 © 2008 IBM Corporation



IBM Tivoli's Service Management Center for System z:
Providing organizations with the Visibility, Control and Automation to
use System z as the hub for managing their entire enterprise

= Implements service management with System z as the
core platform for managing services that often span
diverse operating systems and platforms

— Not a single product, but a portfolio of integrated
solutions, organized into management domains

= Provides unified means for z practitioners to have
enhanced visibility, control and automation of the
services delivered to their customers

= Manages a System z virtualized environment and the
high utilizations of consolidated workloads to reduce
your environment complexity and overall energy
consumption

= Exploits the operational advantages of System z to
deliver and expand enterprise services managed as
a utility

15 © 2008 IBM Corporation




IBM Tivoli Service Management Center for System z (SMCz) Solution Strategy
Includes Where the Management Runs

Continuous Business Service Delivery and Support

IBM Tivoli o . o IBM Tivoli
Change & IBM Tivoli Business IBM Tivoli Service

Release Continuity Process  Business Service Automation
Management Manager Manager Manager (4Q08)

IBM Tivoli
Service Request
Manager

Discovery and service modeling, process automation engine

Tivoli IBM Tivoli Application IBM Tivoli Change and e
I BM @ Discovery and Dependency Configuration Management IBM Tivoli Service Request

= Manager (TADDM) Database (CCMDB) Manager
Service Management
Center for System z
Monitoring Operations & Financial Security
Production Control

IBM Tivoli Netview for IBM Tivoli IBM Tivoli IBM Tivoli Identify

2/0S, OMEGAMON, System Automation, Accounting & Usage Manager, IBM Tivoli
IBM Tivoli Composite IBM Tivoli Workload Manager, Tivoli Access Manager,

Application Manager, Automation, Tivoli Decision Support for zSecure, Security
zStorage, TSM Server, Provisioning Mgr 2/0S, Asset Information and Event
TPC-R for z/OS, z/0S Management for IT Mgmt, Key Lifecycle

Event Pump Mgr(09)

v System z Inclusive Management
from end to end

- ——

. h,,é—-

T

System z hardware, OS,
middleware, applications ....

Distributed hardware, OS, middleware, applications ....

© 2008 IBM Corporation




Service Management Center for System z Technical Strategy Solution Areas

})Providing End-to-End Process Automation and Service Management from System z
S % Integrated Solutions
Service

Security Management Change &
Management : Configuration -
. .. Management
& B e qomant Contor PO Common Data Model
=B

Linux and z/VM ======*
for System z
Management

Storage

Management Processes that Work
Together

Lower Cost of
Incident & Problem Ownership

Financial
Management

Management

Business
Continuity

Management
17 © 2008 IBM Corporation




SMCz Management Hub Run-time Technical Strategy

18

*IBM Tivoli Service Management Center for System

z solutions will support System z run-time
environment by:

v'Using IBM middleware and exploiting
zSeries specialty engines

v'Continuing to enhance solutions that run
on z/OS (eg. currency, new features)
managing the enterprise from end to end.

v'Also using Linux on System z to create a
consolidated mgmt hub differentiated by the
platform’s advantages ( e.g. secure,
simplified operations, power, floor space,
cabling, “always-on” high availablity,

standard imaging and dynamic workload
balancing)

*Reduce points of failure in management hub by
removing dependencies on distributed servers and
integration with high availablity technology.

DRDA _- - Parallel Sysplex
SQL call ’,f’ RS

~ System Automation

z

z/NM LPAR ‘

HA Policies (Startup,

L’ -7 zlos LPAR3 Shutdown, Move)

’ HA *

’ Z/OS LPARZ Secondary |

\

Linux on
System z
z/VM Guest

\

HA

z/OS LPAR1  Frimary N
DB2 WebSphere

IFL .
z/VM Guests Cr—
|| | | C
IFL| [IFL| | IFL K
IFL| [IFL| |IFL| [CP||CP

System z Virtualization

IFL = Integrated Facility for Linux (IFL)
zAPP = System z Application Assist Processor
zIIP = IBM System z Integrated Information Processor

© 2008 IBM Corporation
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Common infrastructure enables service management process

automation

=7

@ Optionally add
process automation
service management

Leverage existing
and optionally add
new managers

Leverage Leverage
existing @ Add new existing
sources sources sources
Software hosted on distributed ted on System z server
| servers
! . ! Linux workload* www virtualized Legacy z/OS
| = = n physical resources Workload

servers

Workload

i

_ : Virtualization, Operating Systems, Hardware: Specialty Processors,

Memory, Hipersocket Network 10

___________________________________________________

* Operational data includes events, discovery, key performance indicators, availability, compliance, usage accounting, etc.
** Centralized Operations Enterprise Managers perform remote analysis across many resources for reporting, event viewing, topology, inventory, dashboards etc.
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Management capabilities need to be considered as part of
consolidation analysis

IBM Management Capabilities for System z Consolidations (1 of 4 )

Pre- f
Management g ITtools for Linux on Use of Existing
Capabiity | Gonsolfdation Systemz IT Tools for VM | 710 Infrastructure
IT Tools
Ll - Cpe e T T . .
m Ex|st|ng I I tools and Monitoring IBM Management Capabilities for System z Consolidations (2 of 4)
and
= o= performance | ™™™ | yana Pre- i isti
gement o IT tools for Linux on Use of Existing /0§
their infrastructure copaiy | Constaston | " igenz | MToosors | Pt
- ~Thall Storage Manager (Seneran
) .
should be considered ol . Eo———
ore o *|BM Tivoli OMEGAMON XE on T
Automation M 6 L (EFSEl n L%n)ﬂxtlor&orage. ACHL ARH, AR,
- Ma nageme nt of bot h Data Protection |, 1BM Management Capabilities for System z Consolidations (3 of 4)
Storage =
H H Securtty Management | | Management | ¢ uiasion | Linux on System z M LS LT s
physical and virtual e | S '
DL for TADDM | 2/035, Neflimw for
L] - 08, TG, GOPS, SA for 205
OMEGAMON TEMS)
reso u rces Is req u I red “Tivoli Business Sevice TDVJ(!SMMNDMEGNDN TEMS
Business -IEM Tivol Appiication “:
Service Pl A et 2508 DLS ke TATER %ﬁm%?ﬁ?m
Systems Management :::;gﬁ*&;ﬁm;;& A . e Thea A
= Many management o i
Disaster 2EuantStatus Feeds into TBSM from
Yty on 208 and 205 Data
L] Recovery L i i
too I S ex I St fo r Z/VM and IBM Management Capabilities for System z Consolidations (4 of 4)
- Fre-
Linux on System z e K] VRN B P
planning Capability IT Tools Inux on system 2 Infrastructure
«|BM Tivoli Application Dependency using aaé“iﬁ 3'1."&5553??’%?;?
Event and B Disoovery Manager (TADDM) 208 DLA for TADDM on zi0S (OMEGAMON, ITGAM,
Network rocess ) . =IBM Ch:ﬁrve and Configuration 2Tyl tickets from EIF TRSz. TWS, SA z3ierags Nati:
Management | Automation Service | DERIT SR | PN T o, | peimseinan | BT ]
Management <TADD Dl 85 provigeCls (TOWB, | GUEGAMON ¥E on i | 002 Pocis
TPC. TPM, TESM. 84TT7) and Linux 1 A for TADOM provide (s { /08,
NetView for 2/08, TDS7, GOFS, SA
for 2/0S, OMEGAMON TEMS)
»IBM Tivali Usage & Accounting
Manager +Tivgli Loense Compliance Manager
ug:a;\:uh License Compiiance for2/0S (TLEMR
=IBM Tivoii Decision Support for 2/05
aggggglnenl it 1006 Tl Losse Camstoeoraes <TUM collctors or 2V | oy i &M:op:mm
Mar r forz/0S
rAsset Management for [T e
+Enterprise Asset Management
_ _ Egﬂ%‘:l‘@&:.‘m"&“ QN et O
Provisioning Gedstngmantioss N | o Configuration Manager T =M D eature
=Tivoli Inteligent Qrhestrator *z/\VM Center task of IBM
Director
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Incremental Addition of Management Tools to Existing IT Environment

Legend:

Distri

PeopleSoft.

Existing mgmt tools

NEW mgmt tools

Scheduling

buted servers

System
Automation
Existing

Mgmt Monitoring

Discovery

App Client Events
App Client
@ App Client
App Client

b

Release and Change
Incident Management

Centralized Business

Service Management

Centralized Business
Service Management

Problem and Incident
Management

Federated ITIL Process
Discovery and Archive

Process Automation
Engine

Federated Configuration
Discovery and Archive

Centralized End to End Operational Management

Network Storage Storage

System Automation Monitoring

Workload Automation

Scheduling for Linux on
System z Workload

System Automation for
Linux on System z Workload

Performance Monitoring

TCPIP

Linux on System z

z/VM Guests

Hipersockets

z/0S Scheduling
z/0S System

System z server Automation

z/0S Performance
Monitoring

IT Discovery & Events

WebSphere Ei(EI]

| I

ZOSLPAR | | Z/OSLPAR

|_ 2/0S LPAR
Database

Serving

Information Manapement
Software

z/0S Discovery
z/0S Events

IFL || IFL || IFL

CP||CP||CP|CP

zSeries Specialty Engines and Standard Processors, Memory, 10

Consolidated Web Application and Database Serving

ITIL
transformation

Manage
goals of
business
and IT
together

Build out
operational
mgmt from
end to end
using
common
technology
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Recap: Management Considerations during a System z
Consolidation Project

During analysis phase to determine
what workload is appropriate to
consolidate, also consider

|. What is needed to manage
consolidated environment

II. Where the management solution
runs

Ill. Incremental approach leverages
existing investments

1\V. Common service management
process automation infrastructure
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Physical System z Computing System Resources

CPUO
——=
CPU 1 A—
operator console
CPU 2
Central storage (memory)
CPU n
operating system user displays
channels ‘ ‘ ‘
control units
| | T
=
el
disk tape printer
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z/VM Virtual Machine Running Linux Guests

CPUO
||
“Linux = |~ Linux =| ~ Linux = e
CPU 1 ~ Virtual ~ Virtual ~ Virtual m—
o QJSngveEg 0 HJS‘?SVGEE O HJS‘?SVGEE operator console
CPU 2 - - -
~ Linux =~ Linux =  Linux =
Virtual Virtual Vi !.
=
ﬂ:ﬂns%g"eﬁ dndaseé)"e& dzdasegg i —
CPUn —_— Performance
AR
management
Z/VM user displays required for
- System z physical
channels ‘ ‘ ‘ ‘ (aka real)
. resources
control units
Performance
| | | : _,—'_ management required for
@j Hfrm virtual resources
o S ‘- = associated with z/VM
Linux guests
disk tape printer j
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Example: Gain Visibility into System Health and Resolve Issues
Quickly with IBM Tivoli OMEGAMON XE on z/VM and Linux

= Combined product offering that
monitors z/VM and Linux for
System z
= Provides work spaces that display: t i Cucmnenzucsesmsuscusinrcae
4 Tl LeAn il
— Overall system health i""::w e P
— Workload metrics for e | I ‘ElFLﬁsj-Lr
logged-in users PR m—
— Individual device metrics e s 1 e
~ LPAR Data j I I i {l;
¥ L e a s
= Provides composite e e e
views of Linux running
on z/VGM
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Sampling of Performance Metrics

zZ/VNM Linux

= z/VM Linux Default Workspace * Linux OS
= PAGING and SPOOLING Utilization = Capacity Usage
= DASD = Disk Usage
= LPAR Utilization = File Information
= NETWORK Utilization (Hiper Socket and " Network

Virtual Switch) = Process
- REAL STORAGE Utilization - System Information
= TCPIP Utilization — Server = Users

= TCPIP Utilization — Users

= SYSTEM Utilization

= System Terminal Workspace

= Workload (z/VM User ID) Activity
= Linux Workload Workspace

= ApplData Workspace

27 © 2008 IBM Corporation



Performance Management z/VM and Linux Scenario

e Edh View Fep

G:9: IQDBHRO QR
o Ll

yyyy

= Uneven Linux Guest CPU consumption v et |

Use Linux Guest Workload workspace to identify
problem Linux guest

= Link to Linux workload/process workspace to
identify problem app/process

Notify app owner of app performance problem

= Quicker identification of base problem

= Can manage z/VM and Linux from a single point
of control
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Scenario Realized with Tivoli Enterprise Portal (TEP) Technology — More

than Vi

El Coatmiase Sumrenary

3
E Dl boaes o dym

3 [ Tera——
[~y

ODBC

Ducabass Sunmary
]

o e R

=

EFRERsAT B0 DBLLUCTEOAT NS
EmOx
i

i

* Integrated Warehouse

R

JE
Moty 7 Ekrtna ¥

|:eaﬂy

Command Line Interface
SOAP API

Out of the box Monitors
Task Execution

29

SQL_D sQL_L sQ

® SQE* Attriplte-

Ageht—less API

Adapter

File
Socket

SNMP
HTTP

SQL_.

Post
ODBC
Script Data Provider

* Full Operational Data
» Aggregation and Pruning
* Quick Setup
* Available Data Management:
« Situations, Workflows, Policies
Integrated Run-book with Expert Advise
» Single Operations Console with Workflow

5 Capacity - IBM-4BUY40GYAT - SYSADMIN
Flle Edit View Help

G | HEFBRSAID | SE20¢ EQURCLHEEER TES
P

meo

Network Interface Utilization

4
< Physical |

Processor Utilization

Memory Utilization

2 @
% (Committed BytesiCommi Lit)
Last 3 Months

| =2 @ Hub Time: i, 0211812005 12:47 P [ senver Available

| Capaity - IBM-4BUY40GYATS - SYSADMIN
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Intelligent Monitoring with Situations and
Automation

CPU Utilization

_________________ Threshold

CPU threshold
Managed exceeded 3 times
System l(l in interval N

= Detect and repair incidents as they occur with both supplied and
customizable situations
— Qut-of-the-box supplied situations include combination of metrics and thresholds to
trigger, identify, notify and solve problems
— Built-in situation editor allows to customize to create granular notification and eliminate
false alarms

= Expert advice can help obtain detailed explanation of problems and
recommendation for resolution

= Take action to automatically resolve recurring problems by running
existing or customized scripts
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Automation using TEP Situations

= A situation describes one or more conditions

that you want to test Situation Editor

= Each condition compares a user-specified value [c-s+ 251 it 2 i
against attribute data collected from managed =~ |"&in.. | pses
systems B

= If all conditions are met, the situation evaluates B et gl 4
to true and an alert indicator icon appears on vl -
the TEP to let you know that a problem exists :

= When you create a situation, you can also e M (e e TR
specify recommended actions (Expert Advice) St o s s st
and/or automated responses to take place when — TN
the situation becomes true (Take Action) .

= Each management agent comes with a set of o ew | e | ] PR
pre-defined sample situations that can be used = 2] e
as templates o | e o | o | owa | ne

|Ready_

= Each situation may examine the values of one
or more attributes, or imbed other situations.
DE also offers policies.
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Examples of Provided Sample Situations

Workspace Situation Name Warning Critical
LPAR ZVM_LPAR_Busy_Critical ** > 90 %
ZVM_Physical_CPU_Critical ** > 90 %
ZVM_LPAR_OVHD_Critical ** > 40 %
System ZVM_CP_CPU_Critical ** >30 %
ZVM_Total_CPU_Critical ** > 90 %
ZVM_Total_to_Virtual_High > 40 %
Workload ZVM_User_CPU_Critical ** > 90 %
ZVM_Virtual_CPU_Critical ** > 90 %
Real Storage ZVM_Avail_Mean_Low <= Avail Mean Low Thresh
ZVM_Avail_Mean2G_Low <= Avail Mean Low Thresh 2G
ZVM_Page_Used_Critical ** >95 %
ZVM_Spool_Used_Critical ** >95 %
DASD ZVM_DASD_Queue_Critical ** >25%
z/VM Linux ZVM_PerfKit_Collector_Inactive PerfKitCollector/INACTIVE INACTIVE

** Warning Situation shipped, but not run at startup
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Example LPAR Workspace with situation flyover...

File Edit *“iew Help
G | QH DBRe H D |
€2 View: | Physical [v] =" (] LF

B LFAFR Wweight BLFAR Load
_g Enterprize

Clzrstd CPU Load
= [B5] zrvM Systems M Logical CPU Load
= By wmirect 1wl
= % MM Linux Systems

@09 BEBRPYUNSEREERES @ T BB A

t m e O x ||Mu

12
Channel
CP Ovwvned Devices 2 it
DASD q o 8
=]

@ CRITICAL |
=2¥WM LPAR Busy Critica wnlnx i e Bt .ralei Ldbm.com: W ] : _
| b v 1 In=x11 lab leigh. ik 06/ 20/08 18:12:47

@E Phy=sical BRMTR 011 Select warkspace link button to views situstion event results.
LPAR
EILFAR Busy Time System LPAR LPAR | o-ia” | LPAR| LPAR | LPAR | LPAR|LPAR| LPAR | Processo
CILPAR Overhead Percent | ] Mumber| RMame D CPLU | Capped | Weight | wWait | Load Status Type
020508 18:26:38 | WAV 4 | Tha/me | 08 3 MO 100,00 | MO 000 ACTIVE | IFL
100 0620008 18:26:38 | WLAVMEA 4 | Thm3 | 08 3 MO 100.00 | MO 000 ACTIVE | IFL
=0 0620008 13:26:38 | WLAVMA 4 Thms | 08 3 MO 100.00 | MO 000 ACTIVE  (IFL
& 60
S a0
20
a
= = =
2 2 S
= = £
oo oo o
o L ra
LFAR Mame & Frocessor Number il I »
| [® Hub Time: Fri, 06/20/2008 05:38 FM & scrver available Frocessor by LPAR Name - 8.42.8.220 - SYSADMIN
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Example: DASD Device Utilization (z/VM system devices)

File Edit ‘“iew Help

Cr:: | EBNe D |2

MEX]

® 0

4 | B D W

Lual 5

5 View! | Physical v oD e
. @ : |.NumberID perSeconds|
= @ MM Systems [il
= % liFLx-z 2 WL .
= % =M Linux Systems
ky Channel
5y CF Owned Devices
pasD] i
LRP&R
Metwwork =
Real Storage
System
TCRIP
Wiarkload
perfkitd: WL — o
e % bl 1 741 [ g g g g g g g g g g
i 428 Physicsl ; g B = 5 = B B 2 5 =

Clconnestion Time Oawverage Queued 10 Eg) Page: Df i
.A\rerage Disconnect Time .
O average Pending Time Tirne S'S‘IISE)EW' hgi\-ﬂi VSDLL:,::IE A%E\;::SES
Mumber F
20 | | | DBf20/08 17:46:49 | GDLVICOM | WIC L0024 | 1600 -
OB/20/08 174649 | GOLVICOM | WIC <002 | 1601
DB20/08 17:46:49 | GDLVICOM | WIC 002G | 1602
OB/20/08 174649 | GOLVICOM | WIC Lo0zD | 1603
10 DBf20/08 17:46:49 | GDLVICOM | WIC L002E | 1604
OB/20/08 174649 | GOLVICOM | WIC Lo03a | 1605
DBf20/08 17:46:49 | GDLVICOM | WIC LX003B | 1606
OB/20/08 174649 | GOLVICOM | WIC Lo03c | 1607
0.0 - o + - i DEf2O/08 174649 | GDLWICOM _[WIC L0030 [ 1608
£ 2 = o z b E w b b 0B/20006 17:46:49 | GDLYICOM [vIC  [Lx003E | 1608
= 2 2 5 = 5] 3 5] = = RIZNMA 17 4R48 [ GRIVIcoM  [vic Trxnnga [ 1R0A =
ey = = = I m = = m ﬂ » E]

| [® Hub Time: Fri, 06202008 05.55 PM

_ Server Available

I DASD - 9.42.9.247 - SYSADMIMN
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VM System CPU Utilization

Report Pariod

Stmrt Date
Systemn ID

LPFAR Busy

Al Significant esources 5

Calected
Drac 31, 1965 12000 AM Ervdl Dot Howv 30, 2007 11:55 PM
Al LPAR Mame Al

100.02 Systemm 1T
loo.00 i T T ] | ] TV
s9.98| | 1. "I || | e TIVIN
29.96 I [ | [ | || TIW T
ss.o4( || I|| Wity V| | TV
99.92 A | || Th
s9.90| | " I [l
29.88
299.86 | “ | ”
99.84 l
99.82 f | || || | |
29.80
9978
T, N, e, e, e, Ny, e, R, R a2, G2 o, e, i, Y,
e e e e e e e L
I S e e T T R T TN
= B e B Ty, W % % % % % % s,
A il bl Tirme Pariods:
Hourly
Dy
Weskly
Moty
Hot Summmarized Data

LFPFAR Mamea

LPAR Busy LPAR Lomd LPAR Suspersd LPAR Overhend [Fimr——
Wl Time

Hovembar 30, 2007 2:26:24 PM EST r 18
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Example: Virtual z/VM Linux Guest System Information

=} System Information - PHEKMSM - SYSADMIN *ADMIN MODE® == x|
File Edit “iew Help

Ccra: MU EES ¢ 8 @ | =
LS Wi IPhysicaI LI =T 1]
@ &

EEMErprise
@ Linux Systems
B w10
Linw OS5
[Eky Capacity Usage Information
- D_iSk Usage ; Ouser crPu [(Fercent)
=}y File Information h M User Nice CPU (Percent)
[Eh Metwork Bl Sy=temn CRU (Farcent)
[EH Process Eidie CRU (Percant)
= =
=
ﬁ =t Linux Systems (e {eee) [OFages paged in persec 28
m_% wmlnz ] ESystem Load Last 1 mMinute -Pages paged out persec
DSystem Load LastS mMinutes EF’ages Swapped In = (| Il
@g Physical I -System Load Last 15 Minutes -Pages Swapped in persec Aggregate o
M wvirtual Memar .
Co_nte}d Fercent Ch_ange Frocesses Percent Change Bl Systg
Switches | Context Switches created Processes Created | User Logins L:
per second per second per second 1}
44 528.57 o 0.00 3 0.00
DSwap Space Used(hB)
-Swap Space Free(MB)
B temary UsedibB)
-Memory Free{hB)
Cshared MemaonthiB)
Ememary in BuffersthdB)
Ctdemorny CachedihB)
4 | _'l CAMVIT R0 LS
| [ & Hub Time: Thu, 071 3/2008 09:38 AM [&F server availabie | System Infarmation - PHIKMSM - SYSADMIN *ADMIN MODE™
Mstart || | & =y B N SOLLIB | cC-~ | H Manage Tivali Enterpri. .. | B Command Prompt (2) | =] Session A - [24 x 80] | 2:35 AM
= B QWindows Task Manager I | = IIIEI-I- System Informatio... @Documentl = MicrosoFt...I
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z/VVM Automation Scenario Improves Availability and
Increases productivity

Increase productivity

Improve system availability

Authorized users view and interact Monitor virtual machines and processes

with monitored virtual machines

without logging onto them

Multiple users view/interact with a
virtual machine simultaneously

Automation
Perform routine activities more

effectively with minimal operations staff

Take automated actions based on
console messages

Reduce problems due to operator error

nitoring SSRGS VirtGal ™
monitoring

/ Machine being

Machine being
Console  juuumonitored sy
monitoring -~

Integration

Fulfill take-action requests from
OMEGAMON XE on z/VM and Linux

37
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Operations Manager for z/VM and OMEGAMON XE on z/VM and Linux
»OMEGAMON XE on z/VM and Linux

» Performance monitoring for z/VM and Linux guests

> Part of Tivoli Management Services (TMS) infrastructure
»Operations Manager for z/VM

» Monitor consoles of z/VM service machines and guest user IDs

» Take actions based on console messages
» Respond to “take action” requests from OMEGAMON
» Schedule routine tasks

S

— )

@
\\ / /\
D

Web browser

Extensions

Application Application

Operations Perf OMEGAMON
XE (including Agent Agent
Manager Toolkit TMS)
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Tivoli OMEGAMON XE on z/VM and Linux a Scenario

£ Condtion| @ Disiruton| # Exp

Description

[
N 1_Proce
NT_Process_CPU_Crtical | —
NT_Process_CPU_Warmin
NT_Process_Memory_Cri
NT_Process_Memory_Wan

1 [efeof

= Uneven Linux guest CPU consumption

Fiz Edl Vew Hep

G:9:NJEBR4 AT/ 2004 DOLGCENEDR
5 View: [tysica | 08 Li UEO0 x|
® &

= Sysems o

i 100 ‘
. . . . . . 08 naccs " ‘ E
= Use situation to recognize high swapping with e o || A : p—
H H H Byieer T ]+ DEBHEeAB | 200¢ HOWRAGREAEBLY @0 EE A
high CPU and working set size LB o R e
= Send message to Operations Manager FT I | =
B e A e 2
= Operations Manager invokes a rule to execute g
. 00 L Eﬁm"““m mz..m” - =5 =
a CP tuning command to allocate more of (g7 N O Bz
resource to the Linux Guest e 8 F i 3 P U5 e (o B ™ v ]l SRS
I T T R I Tl i) oo o0 i e —
i [} jamz D |afcau| seconds| Percent| Secards 75t 000 001 000 000 17 0 1155 38
R =
V(T (R 1210041 |3 AAME |1 PARNNT | bt K2 nat 1 N Z2¢ 000 0.00
[ B Hub Tims:Wed, 0672172006 0955 4M 6 Cerver vaiable : Sieots -
— - — 4 Sleeping. 0.00 000 |
Rsort|| @ AEE || Boincows sk wagr | Scres | B veroge A
= Automated problem resolution S e e SIP -
wem iodows Taskanger | Gire El

= Integrated solution

Main Server Action Processing

(GOMMAIN) Server
(GOMSVMnn)
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OMEGMON XE on z/VM — Architecture

= Bl A\ 5 = B Al A\
TEP Browser or Desktop

Monitoring
Infrastructure

Warehouse \

TEMS Hub

/

- TEPS DB

=There are 2 types of agents

=There is one z/VM agent per z/VM LPAR
=There is one Linux agent per Linux Guest
=Both types run on Linux in this release
=Data already collected by VM
Performance Toolkit ( PTK) is leveraged by
OMEGAMON

TEMS Data (Built in operation

DB)
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z/VM & Linux 4.1.0.3 CPU usage by RHELS5 guest ids.
(2094 Processor w/8 GB storage)

‘ O %CPU no Agent steady state B %CPU Agent steady state ‘

0019SAINL
COT9SANL
YOT9SANL
90T9SANL
80T9SANL
OIM9SAINL
CI19SAINL
VIT9SANL
9IM9SAINL
8I19SAINL
0ZT9SANL

IDs

SZIOSNAL T
¥ZI9SANL @
9ZTOSANL m
SZIOSANL E
0ETOSANL
2ET9SANL
PETOSANL
9ETOSANL
8ETOSANL
OV I9SANL
SV I9SANL
PYI9SANL
9V I9SANL
SYI9SANL

[ [ [ [ [
[{e] <
s - 8 8 3
o o o o
%NdO

Linux Agent CPU Utilization on z/VM vs. Control

(RHEL 5)
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Management Hub Example: Centralized IT Operations Management

Mainframe Distributed
« ZIIP & ZAAP processors Tivoli Enterprise Portal - UNIX
N RMF III integration Zfﬂ;&!:w\g@mﬁmeéﬂﬂ\eﬁﬁ‘ﬁ\QEQWAEQDEEUﬂiﬁ&@ - .
= CICSTS 3.1 RS = Windows
= CICS JVM statistics = Linux
= CICS PA integration - 0S/400
= Enterprise JAVA reporting : g :
= |MS TRF & HALDB reporting ‘*S:xm T B b e e = = g?fa’-soerade’ Micrcesy SQL,
= IMS Connect . . . _
B2 Connect Tivoli Enterprise Portal - msep. sete
= DB2v9 Everything at your Fingertips * HACMP
* SQL PA integration N « Microsoft Exchange
B o Composite - Microsoft NET
« EE & HPR network reporting Application Management = Virtual Servers - Citrix,
= DFHMS & DFDSS storage = Application topology & transaction info to CCMDB VMWARE ESX
emin _ = Web Services and Configurable Mediation Primitives
= System Automation e
= Workload Schedulin
= 2/VM & Linux reporti%g = Lotus Workplace, ESB, and Process Server
« z/VM PTK integration = Custom MBean Monitoring, Web Session data,
I . = J2EE apps on WebSphere, BEA, JBoss and Tomcat
~ Native z A
~ - End To End Management wn i
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Dynamically Manage Workloads across Virtualized
Resources with Tivoli Workload Automation Portfolio

= Single solution to integrate workloads from multiple W ) ! =
applications across multiple platforms _Linuxonz.

= Improve availability and integrity of production systems with
built-in high availability and fault tolerance

= Dynamic real-time workload and resource utilization 1 [
optimization to maximize workload velocity into existing
resources

= Integrate with systems management solutions to:
— Manage critical workloads by exception in broader systems managemen

context - z/0S

— Start/stop resources on demand

— Provision additional resources on demand

S
-

Linux on z

e

z/OS based Distributed
End to End Job Scheduling

Tivoli Dynamic Workload TWS LoadlLeveler
€S FB £

- ol HPC HPC Grid
g

TWS Agents TWS Business Agents
- B W e

AIX, HP, SOlariS, WindOWS, SAP PeopIeSoﬂ Oracle
Linux, OS/400, z/OS...
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Tivoli Business Service Manager provides QOS
Visibility
TBSM is Tivoli’s Service Dashboard

= TBSM takes a service-centric approach to e . '
aligning Operations with the Business 1T=

Operations @
Details about Operations
State

Capabilities include:

= Model any service

= Track real-time Service Level Agreements

= Custom business views & dashboards

= Service status/health from external sources
= Advanced numeric rules for calculations —
= Dynamic key performance indicators (KPIs) TR oo

ol Jl\@l@%ltl.\%n% RGO BB 2

[ ) 84% 805 .m
| B Chicago Y ) 56% 1211
- - _— - [ ET_Conw 9 (2] 68% 306 210 24 Jeoncerer o ovds
= Service definition from CMDB/inventory e e ‘ == ’_ Bowe T JEM
) Hongkang A A a6 339 353
. . . B3 OnlineBanking > 5% : 540 B
= Tight BSM product integration: T o i w,
I [3 ET_CancelOrder 7% 146
— ITCAM for ISM & ITM 2o o I /
iy
— TADDM, TSLA £ L|nux on zf @? 3

® 00 oPk

— OMNIbus & TEC L

aualageeldhy
EIEHEE R
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TBSM Solution — High Level Architecture

Expand to
500+ Data
Feeds

visualization

status

~

Event Engine drives
component status/health
(OMNIBus - TEC, ITM,

k Probe feeds) /

Leverage Customer Data:

(used to define services,
drive health &
compliance, & align IT
resources to business
service context)

47

QaFf

TBSM
z- rules
] == Dependencies

vinse s <>

S AE SRS SR SRR SR

5

L]

Business
Data

structure
status

Incidents, Transactions, Billing,
KPerformance, Process, Compliance

Relationships & Health

-

Customer Resource

Data (Inventory, CMDB,

Provisioning Data)

structure

~

TADDM

Resource, Application,
Network Discovery

z/0S

Mainframe resources,
(OMEGAMON, 3" Party
applications)

CMDB

Customer Resource
Data (Inventory, CMDB,
Provisioning Data)
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Event Pump on z/OS Architecture

Subsystems write
messages on z/0S

ﬂ___:z/OS Event Pump,

ﬂl//

B

Resources are populated
into TBSM from z/OS DL
or TADDM

TBSM v4.2x Ul

System Messages

=, 2N
i ( EIF events are sent to EIF
'A Probe

) K|

Event Pump
Probe rules format
messages for OMNIbus
Registration Data determines Assign identifiers
messages to forward for some .
feeds + BSM_lIdentity

* BSM_Subldentity
+zOS_EventID
*+20S_Format

Event-based discovery

TBSM v4.2x Server

=
“Linuxonz.
",

._,,JJ\

Omnibus v7.x Server

Z/Os oS T B S M + O M N I b u S Message Severity is set &

48

msg/exception resolution
processing is done
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Discover Application Dependencies and Topology with Tivoli Application
Dependency Discovery Manager 7.1 for Linux on System z

= Topology — Enhanced Visualization

— Sysplex perspective graph - topology of
components that make up a Sysplex,
including multiple ZSeries computer
systems.

— HW perspective - topology of components
that run on a ZSeries computer system,
including multiple Sysplexes.

= Configuration Data - Greater depth of discovery and
handling of large amounts of configuration data

— System z report files
= Discovery - Improved dependency mapping across
the distributed and z worlds

— IMS Connect and CICS Transaction
Gateway discovery

— Added: distributed apps that access IMS
and CICS via the IMS and CICS Gateways
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TADDM identify configuration changes to assist

problem resolutio
Show Changes |

From: 12 fou fzo05 |-po o0 [

Te: 1z {08 f2o0s |-3

5

teat

| Clear || oK || Cancel |

-.-v? )
Z hedmm

SunONE
1o besard hhwlﬂnn.mﬁ

y © S
e e

[} '! . canueksdup & heo o 528

APACHE

‘I‘H rmeopathic bbeo liti... 3220

ol

inflosiza abeo lation.n 7003 L’ ,' ’} . ﬁ
L1 Zhea

redbaand b b.oo liatio n.n. 7001

= |Collation Confignia - Yersion

File Edit Display Discovery Topology Analytics  Status Management  Windows Help
- =
]| [ SO AR
Discovered Components Change History: Results
| Business Applications _v| | 1 2
= [ED Business Application Overview
- Type = Component Change Date Attribute New ¥alue Id
h Eiling Apache homeopathix.lab. collati Updated 12/04/2004 15:01 PST |appDescriptors lustflocalfapache/appg| 13342
h Inventory Management Apache homeopathizx,lab, collat Updated 12{04/2004 15:01 P3T |appDescriptors lustflocalfapache)fappe 13342
& Logistics Management ApacheWebContainer |homeopathix.lab, collati Updated 12/04/2004 15:01 PST |ApacheWebContainer g fusrflocalfapachef lustflocalfapache 13342
ApacheWebContainer |homeopathix.lab, collati Updated 12/04/2004 15:01 PST |ApachewebZontainer ) 15 20 13342
ApacheWebContainer |homeopathix.lab, collati Updated 12/04/2004 15:01 PST |ApacheWebZontainer g 88 100 13342
ProcessPool homeopathizx.lab. collati Updated 12/04/2004 15:01 PST |homeopathix.lab.collati) fusrflocalfapachefbing| . fhttpd -d fusrflocalfag 13420
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Solutions for the Green Data Center

ITM Green Energy Agent: Augment performance data with power and temperature data

ﬁ. -.. - .-.L — - o e

= B e E_:___ _:..

=3 T - 2] - —— T
=1 =

inuxonz.

NEREER]

Pl P b o i il

Maximo Spatial
— Thermal and configuration data
— Display alert conditions

IBM Tivoli Usage and Accounting Manager
— Track consumption

— Chargeback

o~ e T
~ Linuxonz.  SHEEN

Tivoli Enterprise Portal IBM Tivoli  TivoliiData

T IBM Tivoli Business Service Manager
— Configure & display alert conditions Monitoring Warefiouse "~ Ensure service levels maintained g
» Thermal (power caps),

performance — Optimize energy consumption
— Automate workflow for alerts
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Provision Software in System z Virtual Linux Servers with
BM Tivoli Provisioning Manager

&

i

=
=
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)

LT provisioning Manager

tioadmin 5 Log off
Collapse All

Find:

Task Management
Saoftvare Management
# Publish
| Unpublish
Distribute

Install
! Uninstall
| Manage Software Catalog
& Groups

[ Operatng Systams
3 software Products
4= Fatches

& software Stacks

i Images

Bl Software Signatures
I Software Validation
EjLicense Poals

+ Manage Software Views

Inwentory
Applications

Reports

System Management
Automation

NEEHEE

{i:Home % Welcome [11About 7 Information Center

%,xsnfhwrt Definition: DB2 Universal Database Enterprise Server Edition

General  Variables Workflows

{ Ear- ]

Marme:

DBEZ Univarsal Database Enterprise Server Edition
Title:

M

I~ Installable Files

= Y

mmeﬁ-

(DDL Package) - DOL Import file for D82

(Alx) - D82 8.2 ESE Installable Package (32/64bit) - EN/SPERPT
(Alx) - D82 8.2 ESE Installable Package (32/é4bit) - DBCS

(Ax) - D82 8.2 ESE Installable Package (32/é4bit) - ENIT/DEFR
{LnuxPPC) - DBZ 8.2 ESE Installable Package (G4bit)

{2lin) = DB 8.2 ESE Installable Package (G4bit)

{2line) - DBZ B.2 ESE Installable Package (31bt)

{Leniuc-2.4 Kearwl) - B2 8.2 ESE Installable Pack sge (G48t)
{Lise-2.6 Weanel) - DB2 8.2 ESE Installable Package (G4nt)
(Lmni-2 .4 Keanel) - DB2 8.2 ESE Installable Package (32iit)
(Lnie-2.6 Kemnel) - DB2Z 8.2 ESE Installable Package (32it)
{Solarnis) - DB2 8.2 ESE Instalable Package (32bit)

{windows) - DBZ 8.2 ESE Installable Package (S4bit)

(windows) - DBZ 8.2 ESE Installable Package (32bit)

< = Pagalofl -] =

+ Groups
+ Requirements and Capabilities

= Configuration Templates
L

'+ B} windows - DB ESE Installation Template

+ B3 umIx (A1X, Linux, and Salaris) - DB2 ESE Installation Template

Descriplion: Version:
Vendaer: 820
1BM Softweare Type:

IEM.

£ Set as Home F Help

ROBRT:RDE RDBRT: MDEC

e i i E—

deployment scope:

Operating systems like Linux,
AlIX, Windows

Middleware like DB2 and

WebSphere Application Server/

~ Configuration Templates

wmw-LINUX O
~

sl

!Eﬁ-&:&-.&-&&!&&!i-‘

st gt 3] (]

.
nzZ>
4\
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IBM Tivoli System Automation for Multiplatforms provides
policy-l?ased application and resource self-healing

S el

~Linuxonz
",

— 4 w-, ‘

System AutomationManager
‘Delegate

Status
RSCT

Resource Managers

( Process ) ( Network)

(Application) ( TCP/IP ) Syst

Manages application availability by:

Fast detection of outage through
monitoring

Sophisticated knowledge about application
components and their relationships

Quick and consistent recovery of failed
resources and whole applications either in
place or on another system in an AIX or
Linux cluster

64bit Support for System z Linux
~SLES10&9

Support virtual communications when
running Linux on System z under z/VM

— HiperSockets, VM Guest LAN, CTC
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Stop Web on nodel
Wait until Web is Offline
Generate Event: On Start of

RG_leb Reduce Implementation Time, Coding and Support
Exit Effort with Automation Policy

Running on nodeZ2?

Stop Web on nodeZ
Wait until Web is Offline Reduce Implementation Time, Coding
Generate Even art of and Support Effort with Automation Policy

= Clusterwide policy with

ksible? — Resource information like start, stop, and
on nodel monitor, preferred systems,...

TRLE until Web is — Groups of resources enable Operations @

xit business level

— Relationships model your configuration:
Start/stop, DependsOn, Location

bn start of -« No programming required

= New resources or systems can be added without
re-writing scripts

it until DB is

Offlin
G\%
enerd¥e
RG_Web
Exit

Running on nodeZ2?

L N

ble?

Restart on nd‘eg
Yes 2 Start Web 8
Wait unt¥ Web 1is

= QOperators can control applications on business
level

Online
Exit
No 2 Stop DB — Frees operators from remembering
Wait until DB is . . . .
OFfline application components and relationships
Generate Event: On Start of
RG_Web
Exit
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Maintain a Single Point of Control for HA/DR Automation
with the IBM Tivoli System Automation Portfolio
= Provides single point of control for HA/DR automation across heterogeneous, distributed
applications

= Extends goal-based automation to the entire application topology

—Automatically maintains cross-cluster resources and dependencies when driving observed resource
states to desired states

—Manages HA/DR operations so resources start, stop or move in right sequence in right system
—Initiate start, stop and move operations with a single click

= Includes a Business Continuity Process Manager for Enterprise Class HA/DR driven by ITIL-
based processes

gy == s
“LinuxonZJd™ - Starts After
Enterprise Service Group P
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Manage Assets and Measure Usage and Chargeback with

Tivoli Financial Management Portfolio

IBM Tivoli Asset Management for IT

Enables customers to efficiently and effectively track and manage the
lifecycle of IT assets by combining the inventory, financial, maintenance
and - optionally with the Contract and Procurement Manager - contract
and procurement management of IT hardware and software assets.

IBM Tivoli License Compliance Manager

Identifies software inventory, measures use activity, and automatically links
complex license entitlements to installed inventory and use activity to help
manage software costs and license compliance in the distributed
environment.

IBM Tivoli License Compliance Manager for z/OS

Identifies software inventory, measures use activity, and automatically
links complex license entitlements to installed inventory and use activity to
help manage software costs and license compliance in the mainframe
environment.

IBM Tivoli Usage and Accounting Manager

Collects existing data about the use of IT resources like OS, database
applications and storage devices and allocates those costs to the services
that IT provides to the business.

56

Formerly kn

as IBM Tivo
Manager

]

“Linux on z:
~

-,,44\

—

Linux on z

~ collectors
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Manage Backup and Recovery with IBM Tivoli Backup and
Restore Manager for z/VM

= Backup = Restore
— Requested by administrators — Performed by users for their own data
— Full or incremental — Extending to other users available via exit
— Flexible selection of disks and files to back — Performed by administrators for any data
up —  Selection of data to restore

— Review job before submitting for backup
— Catalog housed in Shared File System

« Full screen interface or commands

= Integration with Tape Manager for z/VM

= Optional compression of data during backup
— Call your own compression algorithm
— Use IBM provided routine

= Encryption exits available
— Call your own routine

— Use vendor-written routine, such as V/Soft Software’s
Encrypt/Backup for z/VM
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Manage Your Tape Devices with Tape Manager for
z/INM

= Manage tapes = Manage devices

— Define tapes in a catalog, including: — Define available devices
*Free or used *Dedicated or assignable
*Retention/expiration information — Group devices together into device pools
*ATL/VTS or manual mount *ATL/VTS or manual mount
*Data Security Erase *Any other grouping you choose

— Group tapes together into pools —(read only vs. write, location, etc.)
*Ownership and access control — Share devices with other systems
‘Media type

" Manage mount requests
— Volume specific and scratch requests
— Standard label
— Non-label
— Bypass label processing
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Storage Management for Linux on System z

Wislcoma 10 Trvol Storage Mansger Click ong of the ballowsng buticns to pedarm a task

BACKUP ARCHIVE
Backup and Restone copies of data that ane Aychive and Ratiewe copies of data that ane
Inequenthy updatad presensad for & specilic penod ol e
I Backup [ . Archive
! Copies files o sarver siorage 1o Creaies an archive copyin
% prensent logs ol dala long=tarm siorage

IBM Tivoli Storage Manager:
p F e — S e rosacoyon ﬂ The leading data protection, retention,
y archive and recovery management
platform for Linux on System z

1

I

|

Executive Dashboard . | l . |
1

|
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Manage Configuration Details and changes with Change and
Configuration Management Database 7.1.1

= |TIL-based processes included with base I
product _Linux on 22
— Configuration Management .

— Change Management = —

= Discovery engine that loads and maintains a = —— = -
reliable and trusted CMDB ?TE_.-;;; o a/ : "+— :
— Based on TADDM C::} i =
— Robust reconciliation engine TR = ——
— Synchronization T -

— Federation M- EE—— _—

= Release Process Manager delivers the ability
to effectively manage and automate
deployment of multiple related changes

= Role identification and role-based access can
easily be defined
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Integrating Service Request Management

Service Catalog

.

<, » Requests for new \\Linux on z:
Services - ,I*'J\
N = Self-service capabilities

Service Request

Service Desk

» Requests for service on
existing Services

= Break/fix, how-to, incident
identification

« Single point of service for all end-user requests: break/fix and new orders.
* Integrate problem remediation and order fulfillment workflows

« Extend services beyond IT services as necessary
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Manage Incidents, and Analyze and Prioritize Risk with
Business Continuity Process Manager 7.1

. . . f
= Assess IT environment in Business Linux on Z:,

Continuity context, in spite of ever- ~
changing IT environment B /'“'4\

— Integrate into CMDB, change and release management s Evaluate
— Determine and prioritize risk and business impact by risk current resiliency
capabilities
= Define your Disaster Recovery plan et
; Desi
— Recovery Scope fsks et
— Recovery Time and Recovery Point Objectives architecture
= Manage incidents cross-platform and "
) anage to Plap for
execute appropriate plan i s
= Test plan and simulate incidents
Validate the Implement
= Assess repQrtS from testing or real resilient architecture the architecture
incidents to determine if SLAs and objects
are met
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Case Study: IBM Internal Project to Consolidate Linux
Servers Onto Mainframes With IFL’s

= |BM expects substantial savings by
consolidating 3,917 Linux servers to
approximately 30 mainframes

= $82M operational savings per year
— 86% savings in system admin cost
— 85% savings in floor space
— 81% savings in power
— 57% savings in network
— 41% savings in software support
— 19% savings in disk storage maintenance
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For More on Service Management Center for System z

Service Management Center for System z Press Release
http://www-03.ibm.com/press/us/en/pressrelease/23596.wss

= Learn more about IBM Service Management Center for System z

Tivoli User Community

An active and lively community for Clients, Busin
Free membership provides you with valuable re
capability. Log on to www.tivoli-ug.org

== Tivoli Training
7 IBM offers technical training and education ser
maintain and optimize your IT skills. For a com
Certification Exams visit www.ibm.com/softwar

Tivoli Services

With IBM Software Services for Tivoli, you get t
on Tivoli technology to accelerate your implem
Services www.ibm.com/software

Tivoli Support
IBM Software Premium Support provides an ex
skills sharing and problem management, perso
Visit www.ibm.com/software/support/premium/
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Mainframe is the Platform of Choice for Effective
Consolidation

Why? Because the Cost per Unit of Work Decreases as Workload Increases

Most TCO benchmarks
compare single applications

Most businesses operate here,
often running thousands of
applications

!

Distributed scale out

Cost per unit of work

Data Center Workload
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