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Terms and Definitions

Terms andAbbreviations

ANR

APPC
APPN

APPN End Node
APPN Network Node

CcpP
DLCI
FRAD
HDLC
HPR

Logical Unit

LEN node
NCP

PU

PVC

RTP

Session

SNA
SSCP

Definitions

Automatic Network Routing - InHigh-PerformanceRouting (HPR), a
highly efficient routing protocol that minimizes cycles and storage
requirements for routing networkayer packets through intermediate
nodes on the route.

AdvancedProgram-Program Communications

Advanced Peer-Peer Networking - An extension to SKeaturing (a)
greater distributed network controlthat avoids critical hierarchical
dependencies, therehigolating theeffects of single pmts of failure; (b)
dynamic exchange ofnetwork topology information to feter ease of
connection, reconfiguration, and adaptiveoute selection; (c)dynamic
definition of network resources; and (dautomatedresource registration
and directorylookup.

Node thathosts applications at thedge of anAPPN network

Node thatprovidesnetwork control and packeforwarding in anAPPN
network

Control Point

DataLink Connectionldentifier
FrameRelay Access Device
High-level DataLink Control
High Performanceérouting

An addition to APPN that enhances data-routing performance and
session reliability.

The entity in a node thatenables users to gailmaccess tonetwork
resources andommunicate witheachother.

Low-Entry Networking node
Network Control Program
Physical Unit
Permanenvirtual Circuit
Rapid-Transport Protocol

A connection-orientedfull-duplex transport protocol forcarrying session
traffic over High-Performanc®outing (HPR) routes.

A logical connection between two networ&ccessibleunits that can be
activated, tailored to provide variougrotocols, anddeactivated, as
requested.

SystemsNetwork Architecture

SystemServicesControl Point
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SDLC
SvC
Transmission Group

Type 2.0 Node

Type 2.1node

Type 4 Node

Type 5 Node

vC
VTAM

Synchronou®atalink Control
Switched Virtual Circuit
A connection between adjacent nodeddgical link)

A node thatattaches to a subarea network asperipheralnode and
provides a range of end-useervices but ndntermediate routingservices.
(e.g.cluster controlle3174),workstation/PC, router oFRAD)

A general category ohode thatincludesAPPN network node, arAPPN
end node, or a LEN end node It caso attach as geripheralnode to a
subareaoundary node in theame way as a type 2.0 node.

A node that is controlled by one or morgpe 5 nodes. It can be a
subarea node, or, together witlther type 4 nodes antheir owning type
5 node, it can béncluded in agroup of nodedorming acomposite LEN
node or a composite network node(subarea SNACommunications
Controller,e.g. 3745 w/Network Control ProgranfNCP))

A node that can beonfigured to be any one of the following:

« APPN endnode
- APPN network node
LEN node
Interchange node
Migration data host (a nodehat acts as both adPPN endnode and
a subarea node)
Subarea nodéwith an SSCP)

Together with its subordinate type 4 nodes, it adsoform a composite
LEN node or a composite network node(subareaHost Node,e.g.
System 390/Virtuallerminal Access MethodVTAM))

Virtual Circuit

Virtual Telecommunication®\ccess Me¢hod
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Introduction

With the recentgrowth of framerelay as the dataetworking industry'deading wide areaechnology and the
strength of SystenNetwork Architecture (SNA) as theindustry'sleading protocol suite for missioncritical
applications, itseems anaturalmatch to usehese two technologies together. To date many SiNAworks
have beenmodified to use frameelay as asubstitute for analog andligital leased lines. Therimary
motivation hastypically been network hardware and transmissiare cost reduction. However, as frame
relay continues todevelop, with manyimplementations orservicessupportingfeaturessuch as quality of
service andswitched virtual circuits, it isimportant to note thespecific requirements andeatures of the
framerelay payload protocols and hoWamerelay canbest meet the requirements and enhancef¢latures.

This white paper is intended tassistthose whowish to considefFrameRelay as a transmission protocol for
their SNA datatraffic. The documentgives anoverview of the issues to beonsidered and decisions to be
made. The intent of thdocument is toprovide a highlevel overviewthat can beused as a startingoint to
focus onissues ofparticular concern.

SystemsNetwork Architecture(SNA) and itssuccessoré®\dvanced Peer-Peer NetworkifdPPN) andHigh

PerformanceRouting (HPR), areextremelybroadtopics which stretctwell beyond thescope of this white
paper. This papefocuses on aspects of SNA related to using fralay as atransmissiormedium tocarry

SNA traffic. It attempts toexplain just enoughabout SNA control, routing, errorrecovery, congestion
management andlass of service tainderstand thessociated frameelay issues. Fomore details on SNA
componentsjnternal workings, or SNA irgeneral, please refer t8ystemsNetwork Architecture Technical
Overview[2] or the APPN Overviewl[ll. These documentgrovide a highlevel startingpoint for those
interested in learningnore about SNA andcontainsreferences to theelated architectureeferenceghat are
the doorway to the world of SNA algorithms, GD#&riables andcontrol vectors.

This documentassumes the reader already hasremsonable understanding of franrelay and data
networking. See theother Frame Relay Forum white papers and educatiomodules for information on
framerelay?

The remainder of thispaper gives an overview of the SNA market and abrief history of the SNA
technologies. Thepaper briefly describeseach of the SNA technologies highlighting the distinguishing
features. Thalocument thergoesthrough theparts of SNAthatinteract with framerelay and thestandards
formats used taransport SNAover framerelay. Finally, the documentdiscusses the issues significant to
SNA traffic and howthese can be addressed when using fraehay.

1 See “References” on page 22 ahtp://www.frforum.com/for details on theframerelay technologies.
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The SNA Market

While the growth and glamor of the Internet and igssociatedl CP/IP protocol suite eclipses SNA in the
tradepress daily, SNAunobtrusively continues itgital role as theworkhorse ofenterprise networking. SNA
applications and networkexist in enormous numbersoday, runningcritical business and governmental
applications worldwide. New SNA applications anétworks arebeing deployed, and SNAvill continue to
grow for a long time.

It is estimatedthat over twenty trillion dollars have beeninvested in SNAapplications in over40,000
enterprises worldwide. According taurrentsurveys, SNAaccounts for 61% ofvide areanetwork enterprise
traffic and 68% ofenterprise WAN budgetsContrary to theimage portrayed by some of the tradmess,
SNA is alive and well Fifteenyears ofannualsurveys find no decrease in SN@enetration or anignificant
plans to convert SNA applications. SNA remainsviial solution for customers irtheir mission-critical
applications. Infact, it continues togrow, with a reported 4.7 milliorunits of SNA client softwareshipped
in 1995 and arestimated 5.38 million irl996. Existing single-enterprise SNAetworks may have as many as
one million terminals andogical units and amaverage of 435,000 active sessioffs.

Customers have come to depend on thetability, predictability, security, reliability,dependability,
interoperability, and high resource utilizatidhat SNA networks provide, and theijncreasinglywant the
high availability andperformance provided bAPPN/HPR.

SNA provides a baséhat promotegeliability, efficiency, ease ouse, and low cost of ownership; enhances
network dependability; improves end-user productivitgtiows for resource sharing; provides foetwork
security and resourcemanagement; protects networkivestments; simplifies problem determination;
accommodates newuacilities andtechnologies; andets independent networks communicate. SNA can be
very frugalwith expensivenetworking resourcesuch aslinks. With careful tuning, link utilizations as high
as 98% have been reported. SNuso allows for extremelyarge networks: enterprisewith tens to hundreds
of thousands of attachet@rminals and applications are nohcommon. Allthese featuresnake it afavorite

for mission-criticalcorporate and governmental applications.

Traditionally, SNA networks have been connected across whade area using leasetines or switched
facilities running SDLC or X.25 protocols. As networkgrow, the cost of linkfacilities andhardwaregrows
tremendously. Also thexpense tananage multitudes dinks is quite large.

One of the key factors driving thmstallation of framerelay connections is the conversion 8DLC leased
lines toframerelay PVCs. Oneframerelay accessink can multiplexseveralconnectionghat required many
adapters. Thesavings on acceskardware and ksed line charges can lilramatic. Framerelay is usually
added as a software-only upgradepmducts thatalreadysupportSDLC leasedines. Due to theefficiencies
of framerelay, it is usually the preferred data linkchnology.

Another factor isthat it is morefeasible,technically as well as economically, fally mesh an SNA network
with frame relay than with leased lines. Thigives more paths to the network andonsequently better
reliability.

With the advent of multiprotocohetworks, framerelay becameessential, allowing the multiplexing of SNA
and other protocotraffic over the same virtuatircuit, allowing savings irhardware and leasdihe cost.
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History and Background

IBM's first release of SNA in 1974 did fonetworking what System/360 hadlone for IBM computing a
decade earlier. lbroughtorder by providingcommonality and structuréhrough asingle architecture for
data communications, anended the anarchy of the multitude disparatemethods andink protocols then
in use for connectinglevices tohost systems. Originally designed for thiglass house,” subare&NA's
hierarchicalstructure connectethany simple devices to onpowerful mainframe. IBM added multiple-host
networking in 1977 andtransmission priority in1980. Priority allowed more important(e.g., interactive)
traffic to proceed befordess time-critical (e.g., b&h) traffic, improving link utilization. In 1982 IBM
introduced Advancedrogram-to-Program CommunicatigAPPC) soapplications could embrace the new
distributed transaction programming paradigm.

While APPC letprogrammerswrite distributedprograms, theoriginal hierarchical SNAnetwork structure
inhibited any-to-anyconnectivity,since all data had to flowhrough one or moréiost-controlled subareas.
To address this, IBMintroducedSNA's second generation, Advanced Peer-to-Peer NetworkikigPN) in
1986.

APPN is anopen datanetworking architectureghat hasdecentralizedcontrol with centralized network
managementallows arbitrary topologies, hasonnectionflexibility and continuous operation, ancequires
no specializeccommunicationshardware. It replaced theoordinatedsystem-definition required in subarea
SNA with automatic configuration definition, andfully embraces thepeer-to-peer andclient-server
paradigms. It provides sophisticatedute ®lection,dynamic topology updates, and accommodaggssting
subarea networks. 11994 IBM added theDependentLogical Unit RequesteDLUR), allowing APPN
networks to carry subarea SNAtraffic. Recognizingthat customerswere best served by anopen
architecture, in1993 IBM sponsored thdirst APPN Implementers' Workshop (AIW), a consortium of
networking vendors sharing an interest APPN. As thestandardsbody for SNA technologies, the AIW
continues to meet threémes a year. The late®PPN standards can be found on the World Wide Web at
http://www.networking.ibm.com/app/aiwhome.htm

To improve APPN availability andperformance, IBM developeHigh-PerformanceRouting (HPR). This
third-generation SNA is a fully-compatible upgrade #foPPN. Building upon APPN's topology and
directory services, HPRadds nondisruptive rerouting, improved routing performance, and rate based
congestion controlyhile reducing nemory andprocessor use in intermediate nodes.

In 1992 and 1994, IBMdeveloped Peripheral an&xtended Border Nodes fopartitioning very large
networks intosmallersubnets.

In 1996, the AIW approved"HPR Extensions for ATM Networks." This standarkbts usersexploit
AsynchronousTransferMode Quality of Servicefrom existing SNAapplications.

In 1997 IBM added native multi-link transmission groups to HRfRRoducts. This populafeaturefrom
subarea SNA tunes netwokapacity byaggregatingow-speed linksdials extrabandwidth on demand, and
maintains thdntegrity of atransmission grouplespite individual linkfailures.

We are starting to witness universatcess to thecorporate network from anglient or browser. New
linkages to thecorporation's most \‘aable informationresources, theorporate MIS databases, azaabling
electroniccommerce tahrive. Even as companies takalvantage of the explosion of internet-basedvices,
SNA preserves theontinuing immensealue of their mission-critical applications.
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Different Types of SNA

As mentioned above, SNA hgwogressednto three distinct models. The three models are subarea SNA,
APPN, and HPR. Each is described briefly below. In all models, all communications are
connection-oriented. Asession is establishelddetween partner applications for data flow through the
network.

Subarea SNA

Subarea networks are thmost classicform of an SNA network. They areharacterized by hierarchical
network roles. They typically involve a host node (Type 5 €.g. System 390 mainframe witvVTAM),
communicationscontrollers(Type 4 -e.g.,3745/NCP) andseveralperipheral nodegType 2 or 2.1 -e.g.,
cluster controllers omworkstations/PCsetc.). All communication isnediated by theType 5 nodeswhich
contain aSystemservicesControl Point(SSCP).

Subarea Node

Subarea Noda

Coaxial Connection
T Z—  Wide Area Network (WAN) Link (could be a frame relay VC)

— /370 Data Channel
PN Peripheral Node
SN Subarea Node
SSCP Systern Services Control Point
PU Physical Unit
LU Logical Unit

Figure 1. SubareaHierarchical Network
Each node in asubarea network contains Bhysical Unit (PU). The Physical Unit is responsible for

performing local node functions such asctivating and deactivating linké.g., frame relay connections, or
leased lines) to adf@nt nodes. To do this, the Plhust exchangecontrol information with thecontrolling
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SSCP. Once thaecessary links are activated, tipeograms or terminals caexchangedata using sessions
betweenLogical Units (LUs). Thesesessions are also controlled by tSB&CP in the Type Bodes.

The hierarchicalnature of subarea networks has somisadvantages irthat the centralizedcontrol of
communicationgesults in staticoutes and great deal of configuration.

Subarea SNA depends on the ddiak control layer (typically SDLC or LLC2) for reliable delivery of
packets from onerode to thenext. The DLC provides windovilow control on anindividual linkbetween
nodes. SNAalso uses flowcontrol end to end t@nsurethat intermediate nodes do not gebngested and
applications are not overrun.

Routes arepredefined as aeries of*hops” between any two nodes in a subarea SNA netwofRoute
definitions are static, and ordered accordingdesirability. When asession is initiated, thdirst available
route from thelist of predefinedroutes isselected for the sessiamaffic. The list of availableroutes, and
transmissionpriorities for those routes, depends on tlidass Of Service (COS) for the newsession, so
sessions of different COS may be assigned to differentes. If anylink or node along theroute fails, the
session igerminated and the user or application can start a session, if desired.

Advanced Peer-Peer Networking (APPN)

As the namesuggestsAPPN enablesnodes to communicate withowéquiring mediation by a Type 5 node.
This gives thenetwork better connectiofiexibility, scalability, and reliability.

The APPN extensions to SNA distribute thaetwork control into manyControl Points (CPs). Each
Control Point has gartial responsibility for many of the same functions of t88CP, and others asell.
The functions include locating andiscoveringroutes to partner nodes arsglectingwhich particular routes
to use. Thisrelieves network personnel fromhaving to configurelocations and routesControl Points
exchangetopology and directory information amongthemselves usingControl Point-to-Control Point
(CP-CP)sessions.

Unlike subareaSNA, there are only two types odAPPN nodes: end nodes anmtetwork nodes. End nodes
support theAPPN protocols through connection to a network node andlacated at the periphery of the
APPN network. Networknodes and their interconnectingnks form the intermediate routing network.
They areresponsible for interconnecting the end nodes. For example, they pertarraselection based on:

1. the informationgiven tothem by the endhodes,
2. directoryinformation accumulatethroughsearches and

3. topology informationexchangedamongthemselves andther networknodes.

Different Types of SNA 5



T Z——  Wide Area Network (WAN) Link (e.g., frarne relay VC)

AFPN AdvancePeer to Peer Networking
EN End Node

NN Network Nede

LEN Low-Entry Networking node

Figure 2. APPN Network

APPN/ISR network nodes use IntermediagessionRouting (ISR) protocols toforward packets along a
pre-determined pathhrough the network. Thipath, a series of “hopsfrom node to node, is determined
dynamicallywhen thesession is set up but does not change for dineation of thesession. If any link or
node along theroute fails, all sessions usinghat resource are terminated amdust berestarted by the end
user or application. Likesubarea SNAAPPN with ISR depends on the data linkontrol layer (DLC)
between adjacent nodes over ednHividual “hop” to ensurereliable delivery ofpackets. TheAPPN/ISR
frame formats are&eompatible with subarea SNAame formats used tattachperipheral nodes.Addresses
on each link areonly locally significant, andAPPN/ISR performslabel swapping at the intermediate nodes.

APPN/ISR uses IEEE 802.2 Logicalink Control type 2 (LLC2) to ensure erromrecovery above frame
relay. This protocol issimilar to other HDLC basedprotocols(e.g., SDLC) in that it sends andeceives
acknowledgments for somenumber of framesbefore continuing to sendmore. It also supports
retransmission of lost orcorruptedframes. If a frame is lost orcorrupted,LLC2 asksthat the sender
retransmit the lost frame and all thieames sent after it. Although very effective for older, less reliable
transmissiorlines, this means of retransmission iisefficient for today's highspeed, high qualityines.

APPN/ISR uses thesame highlevel flow control used for pacing sessions subarea SNA, but it is used on
each hop toobtain maximumutilization of each linkwhile avoidingcongestion at any node. Thigquires
that buffers beallocated at each intermediatede, and thenumber ofrequiredbuffers increases relative to
the number okessions, thbandwidth, and the propagatiatelay of the links.

6 SNA overFrameRelay - TheFrameRelay Forum - - TheAPPN ImplementersiVorkshop -



APPN selectssessionroutes based oiClass OfService (COS) requirements. Data with different attributes
can be sent ovedifferent paths with different attributes. For exampldatch traffic may besent over a
satellite link with low cost, highbandwidth and long propagatiodelay, while credit cardransactions are
sent over asecure path with lowropagationdelay.

High Performance Routing (HPR)

The High Performanc&kouting (HPR) extensions tcAPPN use theexisting APPN control algorithms for

locating resources andelectingroutes. Italso adds additionaleatures fortransporting the data. These
features exploittoday's high-speed, high-qualityinks, more powerful end systems andtandard protocol

switchedbackbones.

HPR minimizes the processing required in intermediatalesusing Automatic Network Routing(ANR)
and Rapid-Transport ProtocdRTP). RTP providesend-to-end transpotpetween any two end points in
the network. Intermediate nodes are natvare of SNA sessions or RTRonnections. ANR is a
source-routing protocolEach network-layer packet isouted based on thénformation in the packet. See
Figure 3.

Node A Node B Node C Node D
(NN or EN) (NN) (NN) (NN or EN)

[21]s8] ama | [22] am |

s, - - -0
B o[ eee
O-uf Ot} O} O
Legend:

NN = Network Nede

EN = End Node

RTP = Rapid-transport protocol
Data = Transport headsr and data

Figure 3. Automatic Network Routingyith Rapid TransporProtocol for SNAsessions

Rapid-Transport protocol issed above ANR to ensure errorcovery andretransmission end to end. This
eliminates the intermediatmodes from having to do route look-ups, participate in hop-by-hop error

Different Types of SNA 7



recovery, and reduces the processing and buffegeded in the intermediate nodes. RTP usetective
retransmission, meaninghat only lost frames are retransmitted, makingore efficient use of network
bandwidth.

Another feature of HPR is AdaptiveRate-BasedARB) flow and congestion control. To ensurdat the
sender is not sending data to a congegtetivork orreceiver, theAdaptive Rate-Based algorithexchanges
information between the two end points of an RTP connection. This informagitmabout thestate of the
network and other endystem so the sender can regulate #mount of data isends accordingly and avoid
congestion. Since ARB handlesflow control end-to-end, there is noeed for LLC windows; data packets
are sent using connectionlessrvices (e.g., LLCType 1).

APPN with HPR uses the same COS-basedute selection algorithm as APPN/ISR. Theroute is

determined when theession is set up, but there is afailure along the path, e.g. PVC statusindicates

inactive, the RTP end points dynamically find and switch to a rpath withoutdisrupting thesessions, as
opposed to dropping thgessions as isubarea SNA andPPN.

8 SNA overFrameRelay - TheFrameRelay Forum - - TheAPPN Implementersiorkshop -



SNA and Frame Relay protocols

Relative to the SNA protocoldrrameRelay is used as a transmissioredium, (see Figure 4). It igsed to
transport the SNAtraffic of one or more transmission groups or TGeetween SNA nodes. A TG is a
connection between two adjacent SNA nodkat isidentified by atransmission groumumber?

End
Users
Node —
~ ' Y ~
{ a 3\ 7
LUs
cP e e—
¥
TS
=48] PS
— NAUs
DFC Legend
- CP  =Control Point
H e DFC =Data Flow Control
DILC =Data Link Control
_ FR =Frame Reiay
LU =Logical Unit
| 1102 = Lagical Link Cartral
LLC2 = Logical Link Control
Path Control (8Uz.2)
fTransmission Groups) PC NAU =Network Accessible Unit
¢ pe) iy PC =Path Control
PHC =Physical Control
- PS =Presentation Services
! Transport PU =Physical Unit
Link Stations Network FRF3.1 = FR Multiprotocol
{LLC2, RFC 1490, Frame Rslay DLGC encapsu.lat!on (RFC1490)
Signalling, FR VCs) iy TC =Transmission Contro
TG = Transmission Groupl
— TS =Transaction Services
I VC =Virtual Cireuit
I
L Link Connections [/
{FR UNI Links) 1 PHC

Figure 4. SNA and~rameRelay Protocols

One of the features of frammelay isthat it exploitstoday'shigh-speed, high quality transmissidines by not
performinghop-by-hoperror recovery as in X.25. The frameelay network puts theresponsibility for error
recovery on the encequipment if itneeds it. Because SNA typicallyarries mission critical data, error
recovery is needed over franrelay. The layer directlyabove frame relay is typically Link Layer Control

2 A TG also collectively refers to thehardware andsoftware ineach of two connected SNA nodes that control the
particular connection(s), alongvith the transmission medidetween the nodes.More than oneconnection may
connect thesame two SNAnodes. Inthis case,each of theconnections may be used for distinct TG, or the
connections may beombined inparallel to form asingle TG. This is referred to as awulti-link TG (MLTG).

For example, when two SNA nodes are connectisthg frame relay, thenodesrefer to the physical adapters and
the logicalconnection betweethem as a TG. Each of thephysicalcomponents in a TG mawlso besharedwith
otherTGs.

SNA and FrameRelay protocols 9



(IEEE 802.2)type 2. Thislayer providesreliable retransmission of any lost ocorruptedframes. For
APPN/HPRthis function is performed by thRapid Transport ProtocdRTP).

Above thelayer providing reliable transmission are the the SNlayersresponsible forcontrol (CP-CP and
SSCP-PU)sessions. Theselayerscontrol link status, routing and topology, and datassions. Above these
layers are thedatasessiongLU-LU) that areused to transfer datikom user to user or program to program.
For more information ortheselayers please see [1] and [2].
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Multiplexing SNA  Connections over Frame Relay

Normally networks areconfiguredsuchthat a router orFrame Relay Access Device (FRAD) is attached
between a frameelay network and aocal areanetwork. TGs from SNA nodes on the LAN to partners
across the frameelay network are concentratedver framerelay virtual circuits (VCs). There areseveral
choices for how the TGs are actually related to fraraky links, and the choiceBave implications on the
function and cost of the networttesign. Themain choices are described in this section.

Figure 5. FrameRelay Network Transporting SNA

One VC per Transmission Group

It is possible to configure one framelay Permanentirtual Circuit (PVC) per TG. However, this is not
practical except in small, privataetwork scenarios, as the cost of one PVC per TG in a publéwork
would be prohibitive. In addition, thamount ofsystem definition required for Erger or growingnetwork
may quicklybecomeoverwhelming.

Multiplexing SNA Connections oveErameRelay 11



SAP Multiplexing

Service Acces$oint (SAP) Multiplexing is typically used with theBoundary NetworkNode (BNN) format
described below. Using the framelay multiprotocol routedframe format, there are 12valid 802.2SAPs
that can beused for multiplexing on any frameelay virtual circuit. Each TG isidentified by aunique pair
of SAPs. The advantage of this technigoeer one VC per TG ishat largercapacity framerelay VCs may
be betterutilized; versusmultiple smaller capacity frameelay VCsthat may be undeutilized. However, for
LAN campusesthat have alarge number ofworkstations, there may not benough SAPsavailable to
represent all of the SNAIGs. In addition, theSAP-TG associations are typicalljnade throughsystem
definition, whichbecomes complex in krge campusframerelay device and at aost orcentralsite. Since
the MediaAccessControl(MAC) addresses of thevorkstations are not used on the framatay VC, network
management has no way to know the MAgddresses of thearious workstations. They arehidden from
the remote network management.

MAC Multiplexing

MAC Multiplexing uses theBoundary Access Node(BAN) format described below. The LAN MAC
address as well as th8APs can beused todifferentiate betweendifferent TGs. The advantage to this
approach is that the MAGddress used taentify the TG on the LAN is thesame MAC address used to
identify the TG on the frameelay connection.Because all MAC addresses aneique and arearried over
the framerelay connectionlittle to no mappingdefinition is needed. This means that BANscales well to
large campusconfigurations. In addition, because the MA&ddress isknown to the communications
controller or host-end router, the network managemealso has knowledge of thislevice and can
individually address the deviceHowever, the MACaddressesvithin the BAN formatalso add overhead to
each frame.

DSPU Support

DownStreamPhysical Unit(DSPU) support is anothetechnique used bgomevendors to multiplextraffic
from multiple LAN TGs over a framerelay connection. In this technique théevice with access to the
frame relay network contains aingle SNA device. All trafficfrom the LAN devices ismade to looklike
Logical Units (LUs), i.e., program and terminataffic, within the access device. Thleenefit to thisapproach
is that it overcomes the SAP limitationwhile still using the low overhead BNNormat. However, the
relationships between LANaddresses and access device Lidsist bedefined. Also, because theccess
device ismapping LAN addresses to its owhUs, the network topology behind thaccess device ikidden
from network management.
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Formats and Functions for SNA over Frame Relay

When framerelay isused as a TG or link, the SNA packets dypically encapsulated in one of the formats
defined in theFrame Relay Forum Multiprotocol Encapsulation documenFRF.3.1). These formats are
commonly known in SNAterms asBoundary Accessdlode(BAN) and BoundaryNetwork Nodeg BNN). As
an alternative, SNA packets may be encapsulatedthrer networklayer protocols such a3 CP/IP to be
transmitted across th&ame relay network as inData Link Switching (DLSw). Each ofthesemethods is
describedbriefly below. More detail on the SNAformats and functions can bgeen in the IBMFrame
Relay Guide.[7]

Aside from the standard formats and functions beloseyeralvendors have developed proprietanethods
for transporting SNA oveframerelay. Theproprietarymethodstypically havesome enhancetkatures over
and above the methodBsted below. Details on thesemethods can be obtained from thedividual

equipmentvendorslisted on theFrameRelay Forum World Wide Website.

Boundary Network Node (BNN)

Framerelay Boundary Network NoddBNN) uses therouted frame formatsgiven in FrameRelay Forum
Multiprotocol Encapsulation(FRF 3.1). SeeFigure 6 onpage 14. Thecodepoints inthese formats
identify the layer 2protocol (e.g. LLC2) as well as the SNAframe format (e.g. subarea SNAAPPN or
HPR) encapsulated in the frame.

For subarea SNA antypically for APPN, LLC?2 is used for erromecovery across a framelay connection.
When using SAP Multiplexing, ond.LC2 connectiontypically spans the LAN and the framelay link to
ensure errorrecovery. ForAPPN/HPR, Rapid Transport Protoco(RTP) is used forend-to-end error
recovery.

The strength of BNN encapsulation is its low frame overheadusks thefewestbytes per frame of any of
the other formatsliscussed irthis paper. The drawback of BNN is itenited TG multiplexing capability.

This encapsulation igypically used for SAP multiplexingDSPU and APPNdevicesbecause of its low
frame overhead. The SAP multiplexing amiSPU techniques abovaddress the limited TG multiplexing
capabilities of thisformat. APPN devicesroute traffic to individual SNA devices and do not typicallyeed

TG multiplexingsupport.
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Figure 6. BAN and BNNFrameFormats

Boundary Access Node (BAN)

BAN (Boundary Access Node) is essentially LAN bridging and uses the bridgéchme formats in the
Multiprotocol Interconnectover Frame Relay specification (RFC 1490). SeeFigure 6. The codepoints
within the RFC 1490headeridentify 802.5 bridged frames.

One LLC2 connection mayused across theANs and framerelay toensure errorecovery. In thiscase the
LLC2 connection might time out if thelelay across th& ANs and frame relay networks is too long or the
LLC?2 timers are set incorrectly.

Alternatively, a BAN device mayterminate LAN LLC2 connections and multiplex the SN&affic across
framerelay networksusing differentLLC2 connections. This functiomlleviates thetiming constraints of the
LLC2 connections. This isimilar to DLSw, butdoes not require the overhead DEP/IP encapsulation.

BAN is used tosupport MAC multiplexing described in “MACMultiplexing” on page 12. BAN was
designed to address thamitations of BNN when supportindarge numbers of LAN devices.There is no
limit on the number of LAN stationssupported for a VC. Naconfiguration is needed when adding a LAN
station. Network managemenalerts from LAN stations arefully identified using the MAC address and
framerelay DLCI.
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Because BAN can belone with LAN bridging, it is typically used taconnect a LAN toframerelay when
the function of afull SNA protocolstack is not needed.

The strengths of BAN encapsulation are fiesxibility and scalability,typically making it thepreferred choice.

The disadvantages of BAN are dightly largerframe size and the lack ofupport inolder versions of the
Network Control ProgranfNCP) 3

Data Link Switching (DLSw)

Data Link Switching (DLSw) is atechnique forcarrying SNA over al CP/IP network. Framerelay comes
into play when theTCP/IP network usedramerelay tointerconnect its routers. In this way the SN#affic
is transportedover TCP/IP over framerelay. This techniqueuses the IPencapsulation formadlescribed in
RFC 149014, as opposed to thostefined for SNA inFRF3.1.

For errorrecovery,DLSw breaks thepath of an SNApacketinto segments. For example, the lodaAN,
the TCP/IP/framerelay network used tospan thewide area, and theemote LAN. In the local LAN an
LLC2 connection isused for errorrecovery and isgerminated in the router connected to thrame relay
network. Thelocal router uses & CP/IP connection to transmit th&tame and ensure erraecovery across
the framerelay circuits and theintermediateTCP/IP routers. The remote router terminates thE€P/IP
connection from thdrame relay circuit and uses anotherLLC2 connection totransfer the data across the
remote LAN to the destination.

3 Versionsprior to NCPV7.3.
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Figure 7. DataLink Switching(DLSw)

DLSw is beneficial in apredominately IP routed netwonkhere the percentage of SNtaffic is small.

Its

main strength isthat it terminates thd_.LC2 connections at thedge ofeachLAN, reducing theamount of

LLC2 acknowledgements across the frammelay network.

Although not described in theDLSw

specification, it is possible tencapsulate multiple SNA packeitsto one TCP/IP frame.

The majordrawback ofDLSw is the amount of peframe overhead, the highest of tliermats presented
here. Also, both SNA and I|Rraffic are tagged with thesamemultiprotocol encapsulatioheader. To the

frame relay layer, all the trafficappears as I|Rraffic and differentiatingbetween the IP encapsulated SNA
traffic and thetrue IP traffic becomesdifficult. This is important if the SNAtraffic carriesmission-critical
data and is to beiven priority over other IP traffic. See“Fairness with SNA and otheNetwork Layer
Protocols” onpage 18.

In addition, theindividual SNA prioritiescannot berespected by intermediat®uters. All SNA traffic to a
destination is putonto the same TCP/IP connectionregardless ofwhether it is aninteractive terminal
session ombatchfile transfertraffic. Although this causes n@roblems with the SNA protocols, the end-user
response time maguffer.
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SNA over FR Issues

Quality of Service

Delay

Subarea SNA andAPPN/ISR aredelay sensitivebecause they usélLC2. LLC2 was designed for
point-to-pointreliability and itstimer defaults are set accordinglyLLC?2 typically demands an information
frame acknowledgement within 1-2 seconds. However, this timergeserally configurable (timer
ACK_TIMER) and may be madénger. Increasing the acknowledgemeimer is typically recommended
when using ond.LC2 connection across both tHecal and wide aremedia.

In general theLLC2 protocol timers should beconfigured based omaveragetime for a frame to be sent to
the remotesite and to get aracknowledgment back (theound trip delay). TheLLC2 protocol will recover
in the abnormakaseswvhere the actuadlelay exceeds the average delay.

Momentarydegradation indelay will not generally beenough to drop an SNAession, Bhough it may be
noticeable to the end user. THd.C2 protocol will recover any frameshat are notacknowledged in the
allotted time periodusuallytransparent to the endgser.

Since HPR uses RTP as a reliabteansport instead of LLC2, its protocol timing constraints are
considerablymore flexible than subarea SNA andPPN. Theamount oftime it takesbefore RTP declares
a frame lost is based on threundtrip time it measures and is ne@bnfigured orfixed as withLLC2.

Using priority framerelay VCs should béased on reducing the user responisee and not satisfying SNA
protocol constraints. For example, a high priority VC wbesirable when itwill carry predominately
interactive (e.g., 3270)raffic. A high priority VC would not necessarily baised for non-interactive SNA
traffic just to satisfy theLLC2 timers. By increasing th&mer values anormal VCwill work well. It is also
important to note that putting all SNAaffic on a highpriority VC does not guarantee low response times.
See “SNApriorities” on page 18.

Loss

SNA is very wellsuited to framerelay with respect to loss.Subarea SNAAPPN and HPR alhaverobust
error recoveryprocedures anavill recover in nearly alcases oflost frameswithout anynoticeabledifference
to the user interms of response time agession loss.Subarea SNA andPPN useLLC2 which relies on
go-back-Nrecovery. Thismeans that if aeceiverdetects a lost frame (missing sequemeember) ittells the
sender to retransmit alframes sent starting with the ondhat waslost or corrupted. This isdone
transparently to the application protocol.

HPR/RTP uses amore sophisticated form ofecovery calledselectiveretransmission. In thisnethod the
receiver tells thesender to retransmit just the franigat ismissing orcorrupted. Thismethod is moresuited
to framerelay inthat higher speed, higher qualityonnections, antbwer buffermemorycost makerecovery
without unnecessary retransmissions raore desirable designpoint. DLSw also uses thisform of
retransmission.

4 Selective retransmissiorequires adevice tostore all frames that arrivafter a rejectedrame until the rejectedrame
is retransmitted. This requiremore memory forreceive buffers thamgo-back-Nwhich discards all frames arriving
after a rejectedframe and asks thathey all beretransmitted. Selective retrasmission was cost prohibitivantil
memorypricesdroppedenough tomake itaffordable.
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These errorecoverymechanismsllow the applications ta@ontinuefunctioning incaseswhere thenetwork
is heavily congested and is discarding frames.

SNA priorities

SNA has 4 traffic classes opriorities, network control, high, medium and low. These are set by the
application based on its requirementdNetwork control isused fortransport of network controtraffic.
High priority is used for interactivetraffic like 3270 terminal traffic, and low for batch traffic like file
transfers. The prioritiesnust berespected whemunning multipleclassesover the same frameelay VC and
when running multiple protocolsver the same frameelay VC. Seé'Fairness with SNA and otheKetwork
Layer Protocols.” For example, obtaining a priority PVdrom a network povider may not improve
response time ibatchtraffic is sent at the same priority on the PVC as interactinadfic. Even whengiving
SNA priority on a multiprotocol PVC, theinternal SNA prioritiesmust berespected or response time
sensitive traffic mayfind itself queued behind a batctiansfer. Only subarea SNAAPPN, or HPRnodes
fully respect SNA priorities. Other devices (e.g.DLSw or FRAD bridges)that do notexamine the SNA
priority information embedded in thBamescannotrespect the SNA priorities.

Fairness with SNA and other Network  Layer Protocols

It is important to note thaframeswill be delivered in theorder in which they are transmitted on tframe
relay VC. They will not be reprioritized on the VCwithin the framerelay network. Forframes to have
special treatment within theframe relay network they must be sent on separate VCs which have
distinguishedservice characteristics. Thigives the distinguished VCs precedence foretwork resources
above thosdhat are notdistinguished.

There are many implementation service specificschemes folgiving SNA traffic priority on the same VCs
as other multiprotocoltraffic. Most products use the FRF 3.1/RFCl4%@ader as a way taliscern
protocols andprioritize one over theother. Thisgenerallygives SNA traffic, which is ofteninteractive,
priority over traffic such as IP or IPX which isypically not as mission-critical. This also generallysatisfies
the LLC2timer requirements of subarea SNA aA®PN.

Ideally prioritization considerations should be based on the application as well apridtecol. For
example,problems mayarise byqueuingTCP/IP Telnettraffic behind SNA batchraffic. However,even in
this case, it is stillimportant toprovide SNAtraffic with someminimum guaranteedandwidthbecause of
the LLC2 timer sensitivity. Also, in the event oletwork congestion, SNAwill typically reactsooner than
TCP/IP. See'Congestion Control.” If the SNAtraffic is not givensomeminimum bandwidth it could be
"starved" by the TCP traffievhich typically does not reacintil a packet is dropped.

Congestion Control

Congestion control ismportant tokeepthroughput up. If theframe relay network iscongested, it makes
more sense to reduce themount oftraffic offered to thenetwork than tooffer traffic that the networkwill
discard and have to beetransmitted. There are twways for SNA devices t@ontrol congestion.

Explicit Controls - FECN/BECN

When thenetwork sets theFECN andBECN bits in the frame heademost SNA devices willreduce the
LLC2 window size to control theamount oftraffic offered to thenetwork. In HPR, which does not use
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LLC2, a FECN causes theAdaptive Rate Based (ARB) flow control to slow down® Both of these
mechanismsallow the network torecover andhentraffic ramps back up to the contracted CIR and beyond,
if allowed.

Implicit Controls - Adaptive Rate Based Flow Control (ARB)

HPR is uniquely suited to frameelay in that it periodically measures theound trip delay across the
network and adjusts theffered traffic to thenetworkaccordingly.This avoids congestion rather thamaiting
for a FECN or alost packet toreact. It also maximizeshroughput in theeventthat the frame relay
network islightly loaded.

Selective Retransmission vs. Go Back N

As mentioned above, HPR usessalectiveretransmissiormethod ofrecovery versus go-back N. In a
congestednetwork this helps to further reduce congestion by not retransmitfiagnesthat were notlost.
Only thoseframesthat arelost or corrupted are retransmitted.

Security

Security is frequently aissue whenchoosing frameelay equipment. Unlikeleased linenetworks the media
of a frame relay network is typically shared between manysers subscribing to a frameelay service.
Meeting securityrequirements can be done &everal waysiepending on théevel of protectiondesired. For
example, enddevices mayencrypt the data on a virtualrcuit or thepath to thedestination may be chosen
unpredictably to avoidsecurity attacks. Thelevel of security is dependent onindividual network
requirements.

HPR Extensions for ATM and FR/ATM Interworking

HPR extensions for AT Mveredeveloped to let SNA applications rutirectly over ATM networks,without
an intermediatdayer such as LAN emulation.APPN/HPR isgiven directaccess to ATM signaling. ATM
addresses arstored and distributed by theormal APPN topologyalgorithms andAPPN link definitions
can specify ATMthroughput and QoS. “Smar@pplications may be able tgpecify neededthroughput and
QoS for APPN torequest from theunderlying ATM subnetwork. In addition APPN route selection
understands AT Mcharacteristics sthat optimalroutes can be chosen.

SNA over ATM can be interworked with frameelay PVCs using either of the twaypes of frame
relay/ATM interworking defined: Network Interworking orServicelnterworking.

Network Interworking

Network Interworking with ATM (FRF.5)[1] is transparent to the SNA protocols and applications. To
SNA, all traffic looks like it is running over Frame Relay. Thesame congestion bitetFECN, BECN,DE),
DLCI and multiprotocol encapsulatioheaders arenaintained in both thdramerelay and ATM segments
of the connection.

5 BECN is notused in ARB.
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Service Interworking

For Servicelnterworking, the SNA multiprotocol encapsulatidreaders inFRF3.1 aretranslated by the
ATM Service Interworking Function (FRF.8)[12] to the ATM equivalent(RFC 1483I131 ). The ATM
congestion information ialso translated to anffom framerelay. In addition, theHPR Extensions for ATM
Networksspecification was also designed bhandleservice interwoking with framerelay.

Connection Network Support and Switched  Virtual Circuits (SVCs)

APPN/HPR is designed to takeadvantage ofATM's Switched Virtual Connection (SVC) capability.
APPN's“connection network” functiorallows nodesthat areconnected to &ommonshared(e.g.,LAN) or
switched(e.g.,ATM) facility to bring up direct connections with eadther. These connectiomeed not be
defined in advancethey are dynamically created when needed for a segsion.

In the same wayhat APPN andsmart applications use ATMsVCs, they caralso beadapted to usérame
relay SVCs. This allowsthem to requestwide areaservicestailored to thetraffic and needs of the
application. The use of frameelay SVCs is animportant workitem to be considered by both the AIW and
the FrameRelay Forum.

Similarly, the SVCsupport can beextended to include FR/ATM SVC Interworking. The FR/ATM SVC

Interworking specification is currentlyunder development within therame Relay Forum. This feature is
also animportant workitem under consideration by both the AIW and theameRelay Forum.
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Summary

SNA is the predominate protocol athoice for missioncritical applications andwill continue to be in the
foreseeablduture because of théarge investments in capitabquipment, application developmertaining,
and operational proceduref=rameRelay hasestablishedtself as the WANprotocol ofchoicethat has the
facilities to support SNA and itsmanageability, reliability and efficiency features most effectively and
economically. The advent of QoS and SVCs kmame Relay strengthens thibond by adding further
support to the SNAfeatures andflexibility in network configuration that SNA is uniquely qualified to
advantage.

This paper has onlygiven a brief overview on thdopic of SNA and providing SNAservicesover frame
relay. There is awealth of information contained in theeferences listedbelow and is alscavailablefrom
those vendors whsupport and implemertheseprotocols.
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