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About This Book

This book describes how to tune IBM TCP/IP for better performance. The book
explains how to rank performance objectives in order of priority, the monitoring
tools available, and the key tuning parameters.

For comments and suggestions about this book, use the Reader's Comment Form
located at the back of this book. This form gives instructions for submitting your
comments by mail, by fax, or electronically.

TCP/IP Version 3 Release 1 and TCP/IP Version 3 Release 2 for MVS are an inte-
gral part of the OS/390 family of products. For an overview and mapping of the
documentation available for OS/390, see the 0S/390 Information Roadmap.

Who Should Use This Book

This book is designed for the following audiences:
e System programmers installing TCP/IP to generate the best profile

e Performance analysts to learn the available tools, monitors, and recommended
processes for getting the performance data from the system to establish confi-
dence that the system is delivering the best performance and the options for
tuning the system if it is not

» Application programmers to know what options are available and their trade-
offs for best application performance while minimizing impact on system per-
formance

e System planners for information on capacity planning and hardware and soft-
ware requirements in comparison to other networks

¢ Networking specialists to gain insight into how the product works and why dif-
ferent parameters affect performance

Where to Find Related Information on the Internet

You may find the following information helpful.

For current updates to the TCP/IP Version 3 Release 2 for MVS documentation
described in “Bibliography” on page 275, check out the TCP/IP for MVS home
page:

http://www.raleigh.ibm.com/tcm/tcmprod.htm]

To keep in close touch with OS/390, we suggest you look at the OS/390 home
page:
http://www.s390.ibm.com/0s390

To keep abreast of new products and technologies from IBM Networking, take a
look at the IBM Networking home page:

http://www.raleigh.ibm.com/
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How to Contact IBM Service

For telephone assistance in problem diagnosis and resolution (in the United States
or Puerto Rico), call the IBM Software Support Center anytime (1-800-237-5511).
You will receive a return call within 8 business hours (Monday — Friday, 8:00 a.m. —
5:00 p.m., local customer time).

Outside of the United States or Puerto Rico, contact your local IBM representative
or your authorized IBM supplier.

XViii TCP/IP V3R2: Performance Tuning Guide



Summary of Changes

Summary of Changes
for SC31-7188-02
TCP/IP Version 3 Release 2 for MVS

This is the third edition of this book. This book supports TCP/IP Version 3 Release
2 and the OS/390 family of products.

The updates contained in this edition are effective only if the latest level of mainte-
nance has been applied. New and changed information is indicated by a revision
bar (]).

New Information:  The following enhancements are new for this revision:

* Performance comparisons of V3R1 and V3R2
Performance improvements in V3R2 are compared with V3R1 and V3R1+ for
FTP, Telnet, TCP Sockets (MVS Send and MVS Recv), and UDP Sockets CPU
(MVS Send and MVS Recv) This information can be found in Appendix C,
“IBM's TCP/IP V3R2 Performance Improvements” on page 217.

e Performance Tuning Checklist
If you are experiencing performance problems or want to ensure that your
TCP/IP environment is properly tuned, check parameters provided in the check-
list “Performance Tuning Checklist” on page 105. Also given are a summary of
guidelines to determine the source of your TCP/IP performance problems.

e Guideline to determine TCP/IP performance problems
Guidelines are provided to determine the source of your TCP/IP problem.

Changed Information: ~ Various minor editorial and technical updates have been
applied to this edition.

Summary of Changes

for SC31-7188-01

0S/390 Release 1:

TCP/IP Version 3 Release 1 for MVS

This is the second edition of this book. This book supports TCP/IP Version 3
Release 1 and the OS/390 family of products.

The updates contained in this edition are effective only if the latest level of mainte-
nance has been applied. New and changed information is indicated by a revision
bar (|).

New Information:  The following enhancements are new for this revision:

* General performance tuning tips and techniques
The latest tips and techniques for tuning the performance of TCP/IP Version 3
Release 1 and TCP/IP Version 3 Release 2 are provided in Appendix A, “Per-
formance Tuning Tips for MVS” on page 183

e Performance PTFs
Enhancements boost internet capacity for S/390, increase efficiency and reduce
overhead of TCP/IP, especially in high— volume Telnet, TN3270, and FTP envi-
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ronments. These PTFs are already installed on the level of TCP/IP Version 3
Release 1 that comes with OS/390.

Changed Information: ~ Various minor editorial and technical updates have been
applied to this edition.
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Part 1. Performance and Tuning
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Chapter 1. Understand the Performance and Tuning
Environment for TCP/IP

This chapter explains performance tuning, giving guidelines and discussing the
limits of what you can expect. The performance tuning process is explained, as are
some basic TCP/IP concepts.

What Is Performance Tuning?

Performance is the way a computer or network behaves given a particular work
load. It can be measured by monitoring response time, throughput, and availability;
and it is affected by:

e The resources available
¢ How well they are used and shared

In general, you should do performance tuning when you want to improve the
price/performance ratio of your system. Possible specific goals might be:

e To send more files across the network in a given day without buying more
hardware or using more processor time

e To pass data more quickly between two specific host computers

¢ To lower the overhead of TCP/IP on an application

Translating performance from technical terms to economic terms is difficult. Per-
formance tuning itself certainly costs money through people's time and through
processor time spent monitoring. So before you undertake a tuning project, weigh
the costs of the tuning against the possible benefits. Some of these benefits might
be measurable, such as more efficient use of resources and the ability to send
more files across the network, while others such as happier users because of
quicker response time are harder to quantify. All possible benefits should be con-
sidered.

Guidelines for Performance Tuning

The following guidelines should help you to develop your overall approach to per-
formance tuning for TCP/IP.

Performance Tuning Is a Reallocation of Resources: Carefully choose your
tuning objectives because the way you tune to improve one resource might affect
the way one or more other resources are used. For example, when you reduce
CPU utilization, storage consumption might increase. Before you begin tuning,
have a clear idea of which of your resources you are running out of and in which
there is still room for growth.

Remember the Law of Diminishing Returns: Your greatest performance benefits
usually come from your initial efforts. Further changes generally produce smaller
and smaller benefits and require more and more effort.

Do Not Tune Just for the Sake of Tuning: Tune to relieve identified constraints.
If you tune resources that are not the primary cause of performance problems, this
has little or no effect on response time until you have relieved the major con-

straints, and it can actually make subsequent tuning work more difficult. If there is
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any significant improvement potential, it lies in improving the performance of the
resources that are major factors in the response time.

Consider the Network As a Whole:  Network performance is constrained by how
far and how fast information can travel and by how many times you have to move
the data. Consider network performance as a whole, not just TCP/IP.

Change One Parameter at a Time: Do not change more than one performance
tuning parameter at a time. Even if you are sure that all the changes will be benefi-
cial, you will have no way of evaluating how much each change contributed. You
also cannot effectively judge the trade-off you have made by changing each param-
eter. Every time you adjust a parameter to improve one area, you almost always
affect at least one other area.

Understand the Problem before You Upgrade Your Hardware: Even if it seems
that more storage, processor power, or a hew router could immediately improve
performance, take the time to understand where your bottlenecks are. You might
spend the money on more storage only to find that you do not have the processing
power to exploit it or the limits of the network you are crossing cannot move data
any faster anyway.

Put Fallback Procedures in Place before You Start Tuning: Sometimes tuning
can cause unexpected performance results. If what you have changed leads to
poorer performance, you should reverse the change and try something else. If you
save the former setup in such a manner that it can be recalled, then backing out of
the incorrect change will be much simpler.

Limits to Performance Tuning

There are limits to how much you can improve the efficiency of a system. Consider
how much time and money you should spend on improving TCP/IP performance,
and how much the spending of additional time and money will help the users of
TCP/IP.

Your installation of TCP/IP might perform adequately without any tuning at all, but it
probably will not perform to its potential. Unfortunately, using the default tuning
parameters is often not a good solution. Each network and set of applications is
unigue. Given a clear knowledge of your network and applications, investigate the
tuning parameters available and learn how you can customize their settings to
reflect your situation. In some circumstances, there will only be a small benefit
from tuning TCP/IP. In others, the benefit will be significant.

As your network approaches a performance bottleneck, it is more likely that tuning
will be effective. If you are close to this and you increase the number of users on
the network by, for example, 10 percent, the response time is likely to rise by much
more than 10 percent. However, there is a point beyond which tuning cannot help
you. At that point, the only thing to do, other than adding new hardware, is to
change your objectives.

4 TCP/IP V3R2: Performance Tuning Guide



How to Improve Performance

There is a logical step-by-step process to follow when tuning performance.

1.

Know Your Current Network Environment

Before you begin to tune performance, you must know what your needs are
given your current hardware, software, and applications.

. Establish Performance Objectives

Once you know what you are working with, you must define your objectives
and their priority.

. Monitor and Collect Performance Data

Find and use the right tools to help you monitor the resources that you have
defined as the highest priorities.

. Analyze Your Performance Data

Next you should analyze the results of the monitoring tools you chose to use.

. Tune Your Network Environment

You should make incremental tuning changes to your configuration, one at a
time.

. Test the Changes to Performance

You should test the changes you have made to see if they have had the results

you anticipated, while paying special attention to sensitive resources.

Decide on
Performance
Objectives

y

Monitor
Performance

A

Analyze
Performance

y

Tune
Performance

y

Test L -
Performance

v

Figure 1. The Iterative Nature of Tuning

The whole performance tuning process is iterative as you make a change, test

it, make another, test that, and so on until you feel you have reached the best
performance you can achieve without spending too much time or money.
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Periodically after you have made any significant changes to either the work
load, system, or network, re-examine your objectives and refine your monitoring
and tuning strategy.

Understand Two Basic TCP/IP Concepts

Before tuning, you should understand some basic concepts of TCP/IP that are true
on all operating systems. The two concepts explained here are windowing and
fragmentation. The window (sending or receiving buffer) size can have a major
effect on throughput. Fragmentation and reassembly of packets can be expensive
in bandwidth and CPU utilization.

Understanding TCP/IP Send and Receive Buffers

The TCP/IP suite includes two major protocols: Transmission Control Protocol
(TCP) and User Datagram Protocol (UDP).

TCP Send and Receive Buffers
TCP/IP groups the TCP data it transmits into segments and uses multiple data
buffers also called windows to send and receive the segments.

Each segment is sent onto the network with an IP header and a TCP header.
Together they are called a packet. The maximum segment size (MSS) will vary by
host and network media and therefore, the packet size will also vary. When the
packet reaches the destination, the headers are removed and the segment is
stored in the receiving window.

The best buffer size is generally one that allows for maximum throughput. The
receiver determines how rapidly to send data by telling the sender how much
receive buffer space is available. If there is not enough receive buffer space, the
sender will have to slow down how many packets it sends, decreasing throughput.

The sender tries to send as much data as it can before receiving an acknowledg-
ment. The sending buffer size needs to be large enough to transmit data quickly.
Windowing allows the sender to maximize throughput by keeping the network con-
stantly busy rather than waiting for acknowledgments.

The send and receive buffers can also be thought of as sliding windows. Figure 2
shows an example of how TCP/IP windows can be used by the sender to group its
segments for transmission.

window

112 (3|4|5(6[7]|8]9]|.../|segments

Figure 2. Segments in a Sending Window

6 TCP/IP V3R2: Performance Tuning Guide



The sender will send out all the segments within the window, whether or not it has
received an acknowledgment (ACK) for any of the bytes in the segments, as shown
in Figure 3. It also starts a time-out timer for each packet sent.

Sender Receiver

v

Packet 1

v

Packet 2

v

Packet 3

v

Packet 4

ACK 1

A

v

Packet 5

Figure 3. Packets and Acknowledgments
The receiver sends back an ACK indicating the sequence number.

At the moment the sender receives the ACK for the last byte in segment 1 (ACK 1),
it slides its window to exclude segment 1, as shown in Figure 4.

window

112 (3|4 |5(6[7]|8]|9]|.../|segments

Figure 4. Sliding the Sending Window
In this example, the sender would now transmit segment 6.

The sender stops transmitting when it has sent all the segments in the window. If
the sender notices the time-out for a packet, it will retransmit that packet.

TCP window size is expressed as a number of bytes (rather than a number of
packets as in other protocols). It is determined by the receiver when the con-
nection is established, and can vary during the data transfer. Each ACK message
will include the window size that the receiver is able to process at that particular
time.

As shown in Figure 5, the receiver in this example can only hold 4 segments in its
window, while the sender can hold 5.
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1|12 (3|4|5(6[7]8]|9]|.../|segments

Figure 5. The Receiving Window

Because of this implementation, using a larger window size on both the sending
and receiving ends will usually result in better throughput. However, the bigger the
window, the bigger the exposure of how much the sender might have to re-transmit.

UDP Send and Receive Buffers
Instead of sending and receiving data as multiple packets of a byte stream, UDP
sends and receives datagrams.

A datagram is an arbitrary unit of data. It can be part of a larger set of data. For
example, if an application has to send 4KB of data to another application on
another host, it can use UDP to send it as one 4KB datagram or as multiple
datagrams, like four 1KB datagrams, as shown in Figure 6.

IKB transferred as 1 datagram

Application
Data Buffer UDP hdr | 4KB of data

transferred as multiple datagrams

UDP hdr | 1KB of data | (first datagram)

UDP hdr | 1KB of data | (second datagram)

UDP hdr | 1KB of data | (third datagram)

UDP hdr | 1KB of data | (fourth datagram)

Figure 6. Example of How UDP Transfers Datagrams

Each datagram is treated separately by UDP. No checking is done to see that the
datagram is delivered successfully, and no acknowledgments are returned from the
receiver. So in our example, UDP on the sending end will send each of the four 1K
datagrams to the destination without checking to see if the other datagrams have
been delivered successfully.

UDP on the receiving end will direct each datagram separately to the application on
the other host. It is up to the application programs to detect lost datagrams,
datagrams received out of order, and other reliability problems. Figure 7 shows the
process followed.
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Sending Receiving

Application Application
User User
Data Buffer Data Buffer

l datagrams I datagrams

UDP layer UDP layer
Send Space Receive Space
outgoing datagram 1 datagramsl incoming datagram 1
outgoing datagram 2 incoming datagram 2

Figure 7. Example of How UDP Sends Datagrams to an Application

Like TCP, UDP requires buffer space for its data transfers. The receiving space is
used to store incoming datagrams until the target application is ready to receive
them. The sending space is used to store outgoing datagrams that have been
received from a local application but have not yet been sent out to the network.

When the receiving buffer space for UDP is filled with incoming datagrams, it
cannot accept any more datagrams from the network. When this happens with a
TCP application, the sender is informed and stops sending packets until there is
more room in the buffer. With UDP, the sender does not know when the receiving
buffer is full, so it continues to send more data. The receiver discards the extra
incoming data.

Similarly, UDP cannot accept any more data from local applications when the UDP
sending buffer space is full. The sending application has to wait until there is room
in the sending buffer.

As a result, it is important that you define large enough sending and receiving
buffer spaces so that UDP does not discard incoming data or delay outgoing data.
Also, you should establish a way of asking UDP for resends, to control the sending
rate, and so on, as needed for reliable reception of the completed data. Network
File System** (NFS) has a built-in way to make reception more reliable.

Chapter 1. Understand the Performance and Tuning Environment for TCP/IP 9



Understanding Fragmentation
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As part of performance tuning, you can change the maximum transmission unit
(MTU) for the packet size. Some networks limit the packet size to a smaller value.
For example, the largest packet size for an Ethernet Version 2 IEEE is 1500 bytes
and for Ethernet 802.3 it is 1492 bytes.

In some circumstances, you can change the MSS, indirectly changing the MTU.
The MSS plus the IP header of 20 bytes and the TCP header of 20 bytes equals
the MTU or packet size. For example, an MSS of 536 plus the 40-byte header
would make an MTU of 576 bytes.

Each packet contains at least one header. The size of the packet headers are
independent of the amount of data included, so the larger the packets sent, the less
relative bandwidth is consumed by protocol headers.

TCP/IP consumes a fixed amount of CPU overhead time for each packet, inde-
pendent of the packet size. There is also a variable amount of CPU time
depending on the packet size. Overall, less CPU time is consumed as the number
of packets transmitted decreases, and as each packet size increases.

Large packets can be fragmented, each with its own header, by intervening gate-
ways as the packet passes from sender to receiver. Each time the packets are
fragmented, the proportion of header to data increases, as shown in Figure 8.
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Figure 8. Packet Fragmentation

To reassemble the fragments, the receiving host allocates a buffer in storage as
soon as the first fragment arrives. When subsequent fragments of the data arrive,
they are copied into the buffer storage. As soon as all fragments have arrived, the
complete datagram is restored.

The resource expenses of fragmentation for the sender are:

* CPU overhead of creating and transmitting the additional packets

e Retransmission of all the packets in the datagram if a packet is lost
The resource expenses of fragmentation for the receiver are:

e CPU overhead of re-assembling the packets
¢ Memory overhead of maintaining the buffer to re-assemble the packets
» Delays (longer response time) if a packet is lost
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Chapter 2. Know Your Current Environment

Your environment includes anything that contributes to the performance of TCP/IP.

This book reflects the performance enhancements made in both TCP/IP Version 3
Release 1 and Version 3 Release 2 for MVS.

The first part of this chapter describes some of the applications, functions, and pro-
tocols that you might be using at your TCP/IP installation.

The second part of this chapter describes some of the hardware that you might be
using and how it might affect performance of TCP/IP.

What Applications, Functions, and Protocols Do You Use?
To help you to tune TCP/IP performance, you must understand:
1. What version and level of TCP/IP are you using?

Periodic performance enhancements are delivered by means of new releases
and PTFs. This book was originally published when Version 3 Release 1 of
TCP/IP for MVS was the most current version. At that time, many customers
were still on V2R2.1; consequently, this book contains examples and tuning
parameters for all versions (V2R2.1, V3R1 and V3R2)

Since the original publication date of this book, a humber of performance PTFs
have been released. Many of these were for V3R1. In addition, new tuning
techniques have been developed based on those PTFs.

Version 3 Release 2 of TCP/IP for MVS is the most current version. In addition
to many performance enhancements, V3R1 Performance PTFs are integrated
into V3R2. V3R2 provides significant reduction in CPU cycles and also
improves throughput. Appendix A, “Performance Tuning Tips for MVS” on
page 183 provides information about tuning recommendations.

2. What applications, functions, and protocols are being used?
3. What is the volume of work for each?

Does the mix change over the course of the day, week, or month? For
example, is there a spurt of file transfers using File Transfer Protocol (FTP) at
8:30 each morning, or are file transfers spread out more or less evenly through
the day?

4. What is the priority of work in the installation?

For example, Telnet is usually a high priority application because its users are
sensitive to performance degradation. As a Telnet user, you will notice if there
is a delay between the time you press a key and when the system responds.

On the other hand, Simple Mail Transfer Protocol (SMTP) might be a lower pri-
ority, with its users requiring that mail be delivered within minutes, not seconds.
This is usually because mail is sent expecting recipients to open it at their con-
venience.

FTP could be more difficult to judge. You might have users who are trans-
ferring large or small files throughout the day where each transfer must occur
as quickly as possible because they (or another person or application) must
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wait for the file transfer to complete before they can continue working. Or you
might have an automated program that transfers files outside of normal working
hours, where the elapsed time is not as important. Most likely you will have a
combination of various requirements for FTP.

5. What is the priority of the TCP/IP work to the rest of the system? Are most of
your users using TCP/IP or is TCP/IP co-existing with other kinds of network
products? Which product has top priority? You need to know whether TCP/IP
is critical or merely allowed space as a courtesy.

6. For each application, function or protocol, where is the traffic going?

Do you have knowledge of or control over each host that is exchanging data
using TCP/IP, that is, is all the data being transferred within your installation?
Or are your users using TCP/IP to communicate with hosts on a larger network,
such as the Internet or a private inter- or intra-enterprise network? You need to
find out as much as possible about the possible and then probable sources,
destinations, and intermediate hosts.

Keep in mind that you will want to tune first for high-priority traffic; second for
high-volume traffic; last for low-volume and low-priority traffic.

You need to know the answers to the previous questions for all applications, func-
tions, and protocols. The following sections give a brief explanation of the most
common applications and their possible impact on performance. The more you
know about your TCP/IP environment before you begin tuning, the better.

Using FTP
FTP is used to transfer files between hosts. You initiate the transfer on one host

by using the FTP command to login to the other host and then requesting that a file
or files be transferred to or from the other host.

FTP is usually a high-visibility item in terms of performance. Throughput (KBps) is
calculated and displayed to the end user when the transfer is complete. Often you
watch your display while the transfer is taking place.

Shown in Figure 9 is an example of the response returned when using FTP on VM.

Command:

put rfcll78.txt

>>>SITE VARrecfm

500 'SITE VARRECFM': command not understood.

>>>PORT 9,67,22,1,11,18

200 PORT command successful.

>>>STOR rfcll78.txt

150 Opening data connection for rfcll78.txt.

226 Transfer complete.

18626 bytes transferred. Transfer rate 57.84 Kbytes/sec.

Figure 9. Example of an FTP Response on VM

FTP performance is influenced by:

* Whether any data translation has to take place (ASCIl to EBCDIC, for
example). Binary (no translation) is faster than translation.

Figure 10 shows amount of time spent reading, writing, and completing other
processes with the transfer of a binary file.
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Figure 10. Where the Time Is Spent During the Transfer of Binary Files

Figure 11 shows amount of time spent reading, writing, and completing other
processes (including translation) with the transfer of an ASCII file.
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Figure 11. Where the Time Is Spent During the Transfer of ASCII Files
e Source and destination file system characteristics. Larger block size is
faster than smaller; fixed record size is faster than variable.

» File size. Smaller files take less time per file than large files; larger files take
less time per byte than small files.

Startup time is fairly constant. Therefore the percentage of time spent on
startup during a data transfer for a small file is more than for a large file, as
shown in Figure 12.
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Possible Impact on Performance:

1.

o 01 A W N

7.
8.

Which machines are servers and which are clients (some might be both)?

. How often are your users transferring files (per minute/hour/day)?
. What is the average size of a file that is transferred?

. What are the file system characteristics of the client?

. What are the file system characteristics of the server?

. Do the files need to be translated? (It might be easier to ask if the files are

executable programs, meaning they are binary, or if the files are documents or
text, which might require translation.)

How critical is throughput? |s someone waiting for the transfer to complete?

Where is the usual source/destination?

On MVS and VM systems, you might also want to find out how many FTP servers
are active and what their names are. On MVS, whether you are using the Pascal
or C server may affect performance.

Telnet is used to allow a user on one host to login to another host. It provides
terminal emulation, which might include ASCII-to-EBCDIC character translation.
You can safely assume that response time is critical for Telnet users.

Possible Impact on Performance:

Using Telnet
1.
2.
3
4
5
Using SMTP

Which machines are servers and which are clients (some might be both)?

How many connections need to be supported by each server (this will vary from
one host to another)?

. What terminal type will be emulated for each connection?
. What is the approximate transaction rate that the server needs to support?

. How much data is sent and received for each transaction?

SMTP is used to provide electronic mail delivery. Reasonable response time is
always required; however, it is often not as critical as FTP, Telnet, and NFS**
throughput.
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Using NDB

Using NFS

Using NCS

Possible Impact on Performance:

1. What is the volume of mail that gets sent and received on the network?
2. Where does the SMTP server reside?

3. Are there predictable, high-priority requests for mail delivery?

4. Is mail exchanged with another network outside your control?

Network DataBase (NDB) system allows access to DB2* or SQL/DS* databases
using SQL.
Possible Impact on Performance:
1. Which databases are accessed using NDB?
. Which machines are clients and which are servers?
. Who is the database administrator for each of the databases?

. What is the expected transaction rate to each database?

a A W N

. Does each database administrator have performance guidelines or require-
ments for the database users?

Network File System (NFS) is a distributed file system that allows a set of com-
puters to cooperatively access each other's files in a way that is not apparent to
users. Unlike FTP, NFS sends data records, not files or data sets.
Possible Impact on Performance:
1. Which machines are servers and which are clients (some might be both)?
. How often are your users accessing files (per minute/hour/day)?
. How many remote file systems are mounted and active?
. Are most files being read, written, or both?
. What is the average size of a file that is accessed?
. What are the file system characteristics of the client?

. What are the file system characteristics of the server?

0o N O 0o b~ WD

. Do the files need to be translated? (It might be easier to ask if the files are
executable programs, meaning they are binary, or if the files are documents or
text, which might require translation.)

9. Where is the usual source/destination?

Network Computing System** (NCS**) is a programmer tool kit that allows program-
mers to distribute processing power to other hosts.
Possible Impact on Performance:

1. What NCS applications are being used?

2. Who wrote the applications?

3. Who maintains the applications?
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Using SNMP

4. Which machines are servers and which are clients (some might be both)?

5. What are the performance requirements for the applications?

Simple Network Management Protocol (SNMP) provides a means for managing an
internet environment by elements, such as gateways, routers, and hosts. Network
elements act as servers and contain management agents, which perform the man-
agement functions requested. Network management stations act as clients; they
run the management applications, which monitor and control the network. SNMP
provides a means of communicating between these elements and stations to send
and receive information about network resources.

SNMP does not specify details such as how often data should be collected. That
will depend on the application. Applications that exchange data more frequently
than others will put a higher load on both the CPU and the network.

Some of the information items collected by SNMP applications are performance-
related; others can be used by applications to compute performance statistics such
as kilobytes transferred per second over some specified period of time.
Possible Impact on Performance:

1. What SNMP application are you running?
. Which machines are your network management stations?
. Which machines are agents?
. How often will the network management station request data from the agents?
. How much data will be sent in response to each request?

. Does the SNMP application have performance requirements?

~N OO 0o~ WODN

. Will the SNMP application provide you with reliable and useful performance sta-
tistics?

Using Socket Applications

Socket interfaces allow you to write your own applications to communicate using
TCP/IP. Data can be transmitted and received simultaneously from any other
network device using sockets. There are also general-purpose APIs for languages
such as Pascal, C, and assembler and for protocols including TCP, IP, and UDP.
Possible Impact on Performance:
1. Which machines are servers and which are clients (some might be both)?
. What are the performance requirements for each?

2
3. How many connections will be active at any given time?
4

. Can you influence the development of new applications in order to try to meet
network and system performance objectives, for example, by using options
such as UDP bulkmode on MVS and VM?
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Using DNS

Using NPF

Domain Name System (DNS) uses a hierarchical system for naming hosts. A
name server can be used to provide mapping from host names to IP addresses.
Performance of the name server can affect the performance of other applications if
those applications refer to other hosts by name instead of IP address. It is usually
a good idea to use the Domain Name System and a name server; however, it is
important to keep the host that the name server is running on available and well-
tuned.

When running performance benchmarks it might be desirable to stop using the
name server and use a HOSTS file or IP address instead, in order to exclude the
delays or overhead associated with the name server. Another time this would be
appropriate is when your system is experiencing severe performance degradation
and you are trying to resolve the problem. If you stop using the name server
before you start issuing commands that refer to other hosts, you will avoid more
delays from the degraded network.

Possible Impact on Performance:

1. Which machine is running the name server?

Network Print Facility (NPF) lets you route VTAM, CICS, IMS, JES2, or JES3
printer output to local and remote printers supported by TCP/IP.

You use the NPF routing file to specify local and remote printer parameters and
destinations. The NPF options file is used to specify the LPR print options used
during printing.

NPF also provides a queue manager to manage the NPF print data sets that print
successfully or that require further processing. This function deletes data sets,
retains data sets, retries operations if unsuccessful, and so on. For more informa-
tion on NPF, see TCP/IP for MVS: Network Print Facility

Possible Impact on Performance:

1. How many NPF VTAM applications are you running?

2. How many NPF threads do you have for each NPF VTAM or JES application?
3. What is the size of the files you are printing?
4. How many NPF print transactions or jobs are you submitting per minute?
5. How many logical printers are you using?
6. How many print jobs are queued on a particular printer at one time?
7. How fast are your printers?
8. How long are files retained?
9. How many retries have you specified in the NPF routing parms?
10. How many FSS writers have you specified for JES?
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Using IP PrintWay

IP PrintWay has numerous advantages over NPF. It excels in virtually all areas of
performance, usability, capacity, reliability, and function. NPF customers currently
constrained by LPR port limitations should benefit from IP PrintWay. For additional
information on IP PrintWay, see IP PrintWay: Automatic Network Printing Using
MVS TCP/IP, 296-328.

What Hardware

Do You Use?

This second part of the chapter describes some of the hardware that you might be
using and how it might affect the performance of TCP/IP.

What Hosts Do You Use?

What are the machine types of the hosts that you are tuning? The machines used
for the performance testing to support this book are listed in “Hardware Used in our
Telnet Benchmarks” on page 136 and “Hardware Used in Our FTP Benchmarks”
on page 146.

Some questions to know the answers to are:

e What is the relative power of the central processing unit? For example:

1. Speed rating
2. Architecture
3. Number of CPUs

e How much memory (main storage) does the system have?
¢ How much disk space and how many paths to the disks does it have?

Any of these three items, if constrained, can affect the performance of TCP/IP. If
possible, find out if other subsystems or applications are already creating a con-
straint that TCP/IP will need to adapt to when you are tuning it.

What Type of Media Do You Use?

What media and speed are you using on your network? Some examples are:

e Token Ring

e Ethernet

e Fiber Distribution Data Interface (FDDI)
e X.25

e Parallel channel

¢ ESCON?* channel

For example, Ethernet has collision detection which affects the timing of the
packets. As a result, you cannot get 100% utilization on an Ethernet or there would
be too many lost packets due to collisions. At most, an Ethernet should run at 70%
utilization and will saturate before the host.
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Workstation Hardware
This section covers communication hardware necessary for the workstation.

What Type of Adapter Do You Use?

What adapters are you using to access the network? For some hosts, the hard-
ware interface to the network is an adapter card. For example on a RISC
System/6000* computer, you might have a High Performance Token Ring Adapter,
a FDDI adapter, an Ethernet Adapter or some combination of the three, as shown
in Figure 13.

System/6000

RISC

LAN Media

Figure 13. Example of a LAN Adapter in a Workstation

It is important to know, if possible, the limitations of the adapters that you are using.
Knowing the maximum packet size is vital to tuning TCP/IP. Be aware that
although the limit of the Token Ring might be 18,000 bytes, the adapter might only
support 4000 bytes.

Some examples of maximum packet size are:

e Ethernet 802.3 at 1492 bytes

Ethernet Version 2 IEEE at 1500 bytes

e Frame Relay at 2048 bytes

FDDI at 4352 bytes

Channel-to-channel (CTC) at 65 527 bytes

LAN and Workstation Adapters

Your TCP/IP performance will vary depending on the LAN adapter you are using to
communicate over the network. The adapters used in workstations are usually for
Token Ring, Ethernet, or FDDI.

There are various types of adapters available. Each adapter has parameters that
you can set. The range and the default value for each parameter is usually pro-
vided in a network information file (NIF) supplied with the adapter. The values to
which you set these parameters can have an impact on performance.

Device drivers can also affect performance. A device driver is the program by
which an application communicates with an adapter. Some examples are: NDIS,
ODI, and ASI.

SLIP: Serial Line Interface Protocol (SLIP) enables you to connect two workstation
hosts over a serial line. The serial line sets up point-to-point links. The connection
uses a telephone line through a modem or over a serial line using a null-modem
cable. SLIP supports speeds from 1200 to 38,400 bps (bits per second).
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Any valid workstation serial communication port (COM port) can be used. With
TCP/IP for OS/2, you can use up to 8 ports at a time. With TCP/IP for DOS, you
can use only one COM port at a time. Therefore, if you have one established SLIP
connection, you cannot accept or originate another SLIP connection.

System/390* and System/370* Hardware

22

This section covers communication hardware necessary for the mainframe com-
puter.

What Type of Controller Do You Use?
Some of the products designed to connect the System/390 or System/370 host to
the network include:

e IBM 3172-3 Interconnect Controller

¢ |IBM RISC System/6000 computer used as a controller
¢ |BM Channel-to-Channel (CTC) Adapter

e IBM 8232 LAN Channel Station

e |IBM 37XX Communication Controller using channel DLC protocol, SNALINK or
X.25

» High Performance Parallel Interface (HIPPI)
¢ Network Systems Corporation HYPERchannel** A220 Processor Adapter

¢ Network attachment device using the Continuously Executing Transfer Interface
(CETI)

(There are other commercially available products not mentioned here.)

The System/390 or System/370 hosts running MVS or VM perform 1/O operations
using special-purpose processors called channels. Channels connect to another

type of special-purpose processor called a control unit or they can connect to an

adapter in another host.

We will discuss three of the possible ways to connect the mainframe to the
network:

Using the 3172-3 Interconnect Controller: One way these hosts can connect to
the network is through an IBM 3172-3 Interconnect Controller, which contains hard-
ware for the connection to the channel as well as adapters to connect to the
network using, for example, Token Ring, Ethernet, or FDDI adapters, as shown in
Figure 14.

System/390

3172-3
Controller

LAN Media

Figure 14. Example of a System/390 Connection to LAN via 3172-3

TCP/IP V3R2: Performance Tuning Guide



Using the RISC System/6000 Computer As a Controller: Another way the
System/390 or System/370 host can connect to the network is through a RISC
System/6000 host that has been equipped with a channel adapter. The
System/390 or System/370 host and the RISC System/6000 host can then commu-
nicate with each other using TCP/IP; however, then the RISC System/6000 host will
most likely also have Token Ring, Ethernet, or FDDI adapters, through which the
System/390 host can communicate with other hosts on the LAN, as shown in
Figure 15. In this case, the RISC System/6000 computer is performing the func-
tions that the 3172-3 controller performed in the case above.

System/390 System/6000

RISC

I I LAN Media

Figure 15. Example of a System/390 Connection to LAN via a RISC System/6000 Computer

Using the Channel-to-Channel Adapter: A third way the System/390 or
System/370 host can connect to the network is through a Channel-to-Channel
adapter connection to another System/390 or System/370 host. Again, this would
primarily allow the two hosts to communicate with each other using TCP/IP;
however, if either host has another network connection (such as a 3172-3 or a
channel-attached RISC System/6000 host), then the other host can access the
hosts on that network via the intermediate System/390 or System/370 host, as
shown in Figure 16.
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Figure 16. Example of a Channel-to-Channel Connection between System/390 Hosts

What Type of Channel Do You Use?
There are two types of channels:

e Parallel channel at a speed of up to 4.5MBps
¢ ESCON channel at a speed of up to 18MBps

Parallel channels use copper-wire-based technology. They use multiple copper
wires sending signals in parallel.

ESCON channels use serial, fiber-based technology. They use single fiber issuing
signals in a series. ESCON channels provide higher potential throughput, require
less CPU processing by the System/390 host, and permit control units to be
installed farther away from the host. All System/370 and System/390 hosts support
parallel channels, but only newer processors support ESCON channels.

The 3172-3, RISC System/6000 computer, and CTC adapter can be used with
either an ESCON or parallel channel:

e 3172-3s can be purchased with either ESCON or parallel channel connections,
plus various LAN adapters.

e Both ESCON and parallel channel adapters can be purchased for the RISC
System/6000 computer (certain models only).

e CTC connections can use ESCON or parallel channels, although they must be
the same on both ends of any one connection.

24  TCP/IP V3R2: Performance Tuning Guide



What Type of Controller Software Do You Use?
The 3172-3 Interconnect Controller has two modes of operation with TCP/IP:

1. In the first mode, the software in the 3172-3 is the IBM Interconnect Controller
Program (ICP) (5601-400 or 5601-433).

2. In the second mode, the software in the 3172-3 is the OS/2 operating system
with the Offload Feature for TCP/IP for MVS or VM. The Offload feature
moves some TCP/IP processing from the System/390 or System/370 host to
the 3172-3, reducing the host CPU requirements for TCP/IP. The trade-off for
using Offload is a reduction in throughput. It is important that you realize that
you will be offloading CPU cycles at the cost of throughput. There is also a
limit of 2040 total connections for a System/390 or System/370 host using one
Offload device.

Identify Your Critical Resources

What are you going to do with all this information? Once you have answered all
the questions that pertained to your TCP/IP environment, what is next?

You might want to make a record of all the information you take in. For example,
you might want to make a table like Table 1 for each host you need to tune,
marking under critical resources if there is a constraint (—) or surplus (+):

Table 1. Hosts to Tune and Their Critical Resources

Response CPU Utili-

Type of host ~ Throughput Time zation Storage Disk access
0S/2 - + - - -
MVS - + - + +
AIX + - + - -

When talking about work load, it is good to know the answers to the following
guestions:

e What part of the work load is most important?
e What is the bulk of the work?
e What part of the work load is least important?
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Chapter 3. Establish Performance Obijectives

Now that you know what your critical resources are, what are reasonable perform-
ance objectives?

How you define good performance depends on your particular needs and priorities.
Performance objectives should be realistic, in line with your budget, understand-
able, and measurable.

Before you put time into tuning the performance of how TCP/IP runs, you should
have already spent time tuning your operating system.

Transaction Rate and Throughput

Transaction rate is defined as the number of units of work accomplished in a given
amount of time. It is often looked at when planning a network. Does your applica-
tion need to complete a certain amount of work each day, in an hour, or every
Monday morning?

The transaction rate of your installation of TCP/IP is important if your applications
use sockets, NDB, or to some degree, Telnet. For example, transaction rate is a
important if some of the orders received by your company cannot be processed
each day and business is lost.

Throughput is defined as the amount of data received in a given amount of time. It
is a common concern when the applications used include FTP or NFS.

When the throughput is unusually low, there can be unacceptable delays before
data is delivered. Resources might be unused while people or applications are
waiting for work to do.

Response Time

Response time is the amount of time a user waits between pressing a key and the
response from the system.

When judging response time, it is helpful to separate the execution and travel time
using TCP/IP from the execution time of the application. TCP/IP affects the travel
part of the response time and only part of the execution time.

The idea when tuning TCP/IP for response time is to put the thinnest layer of
TCPI/IP or Telnet time between the user and the host. Although it can be hard to
measure where the TCP/IP execution time ends and the application execution time
begins, it can be done.

Research has proven that there is a serious effect on productivity whenever the
response time is greater than 1/2 second. You might have other response time
requirements, like 3 or 6 seconds.

An example of a situation where response time is a concern is when customers call
in to place catalog orders using an 800 number. The length of response time as
the sales representative moves through the application, keying in the order, must
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be balanced against the cost of the telephone call. If there are long waits when the
sales representative is getting or sending data as part of the data entry application,
the cost of the call goes up.

CPU Utilization

CPU utilization is the amount of CPU busy time that a system takes to process
work. You might think of CPU utilization in terms of path length, CPU busy time,
system overhead, processor utilization, percent busy, or MIPS. A computer can
only do a certain number of units of work per second.

The goal when you are tuning for the lowest CPU utilization is to decrease the
amount of overhead caused by TCP/IP on top of other applications. You want to
make sure that the system is spending most of its time on the user applications and
not on processing TCP/IP commands.

The impact of running out of CPU as a resource is longer response time overall
and less system capacity. Options when you are in this situation include upgrading
hardware, which can be expensive, or moving some of the processing to another
machine, such as 3172 Offload for OS/2 if you are running TCP/IP on MVS or VM.

Offload is a TCP/IP feature that can be used to move the TCP/IP execution to a
3172-3. As shown in Figure 17, using Offload reduces CPU busy time for FTP.

CPU busy seconds

2.00+
1.80+ 1.7
1.60 ;; ,
CPU Busy Time
1.40-| 1.3 per 4MB file transfer:
S £Z] TcrPiP
1.20+
FTP server
1.00+
0.8
0.80+ R
0.60—
0.40+
0.20+
0.00 AR L
without with without with
offload offload offload offload
|---——— - PUT N------------- GET--—-—--—--—--—-—- |

Figure 17. 3172 Offload for OS/2 Reduces CPU Ultilization

Storage Consumption

Storage or active memory is the work space of the computer, where data and
instructions are buffered as needed. With MVS and VM, if TCP/IP is affecting your
system performance by taking so much storage, you will want to lower the impact
of running TCP/IP.
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Your options when you are running out of storage include buying more memory or
changing the way data is buffered. Data buffers too large in size or too many data
buffers can cause storage contention. The effect of storage contention is paging.
Paging costs in CPU seconds and I/O delays while the paging is being done.
Choosing the right amount and size of buffers is the key to tuning TCP/IP if
improving storage consumption is your main objective. With TCP/IP on VM for
example, virtual storage must increase by the same amount as the amount your
data buffers increase.

Disk I/O Rate

The disk /O rate is the speed at which the computer is able to read and write data
to and from disk storage. When too much time is spent on disk I/O, the CPU utili-
zation goes down because the system has to wait for the 1/O to be done, and
response time goes up.

Your options for improving the disk I/O rate when using TCP/IP include:

» File organization (for example, high performance file system (HPFS) versus file
allocation table (FAT) when using OS/2)

* Speed of the disk (for example, access time of 10 versus 100 milliseconds has
a large impact)

e Multiple disks, channels, and controllers on a multi-user system
e Cached controllers (VM and MVS)

» Disk caching options (for example, minidisk cache (MDC) on the VM/ESA*
operating system)

e Buffer size (more data per disk I/O might improve TCP/IP performance)

Be careful when choosing your disk I/O rate objectives. Sometimes the host itself
has disk 1/0 constraints that cannot be improved.

You should also be aware of the limits of your file system configuration. For
example, using AIX you cannot currently save a file larger than 2 gigabytes.

Trade-Offs in the Cost of Performance
Your performance objectives are defined by the:

e Applications you are running
e Resources available
* Needs of your users

You need to know which applications and users are most important. For example,
your objectives will be different if you are using Telnet more than FTP. Do you
want to focus on the amount of work being done by the system or how long a user
has to wait for a response?

The next decision you need to make is what trade-offs you are prepared to make in
the area of performance. Where can you afford to sacrifice?

Are you looking at performance tuning because you do not have enough throughput

or because response time is too slow? Or are you studying tuning because you
need to know “how fast this thing will go?” Or are you trying to find out how to get
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the best performance given your current system without buying any new hardware?
(Sometimes fixing the system by buying more hardware is easier than getting along
with what you have.) Or is TCP/IP being accused of exhausting resources (CPU
utilization, disk 1/O, storage, LAN storage, etc.), impacting someone else's applica-
tions?

For each application or function, have the users provide you with their goals. The
users might not be able to quantify the target range for response time, but they
might know how many transactions an hour they need. Even so, they might be
able to rank goals in order of importance to them, along with which applications
they use the most and which ones they rarely use.

You need to understand the limitations of your current system and network (CPU,
storage, disk 1/0, and communication devices). You will usually know if you have
reached the limits of your hardware. TCP/IP is rarely going to put you over the
edge of those limits. You also need to find out if there are any artificial system
constraints that you have to work within. You might have been allocated a subset
of the CPU utilization or disk storage for example.

Limit your performance goals to the size of the network where most of your proc-
essing is done. Keep in mind that if you are not trying to send and receive informa-
tion with the whole world, then you should not try to tune TCP/IP as though you
were working with the whole world.

It is also important to make sure you balance the amount of time you spend tuning
the performance of TCP/IP with the possible payoff. If you can quantify this in
terms of dollars, it will be easier for you to see if the effort and time will be worth-
while. Tuning performance is somewhat like bringing your car into the shop to be
tuned up. The differences in performance the mechanic makes are not always
huge, although the cost might be high.

It is just as important to know which resources are not constrained as it is to know
which are limited. You need to know what your goal is or what you need to fix. If
you do not think that you are constrained on a particular resource, you have the
opportunity to trade-off that resource for the one you are short of.

An example of a trade-off is when using 3172 Offload for OS/2. While 3172
Offload for OS/2 will help move CPU cycles off a mainframe, decreasing its CPU
utilization, Offload has been shown to reduce the throughput and increase response
time of TCP/IP. While Figure 17 on page 28 showed the decreased CPU utiliza-
tion possible with 3172 Offload for OS/2, Figure 18 shows a bar chart example of
the change in throughput when using 3172 Offload for OS/2.
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Figure 18. 3172 Offload for OS/2 Reduces Throughput

Changing the Send and Receive Buffer Size

You can make an impact on performance by improving the efficiency of what you
are already using. For example, you could change the size of the send and receive
buffers TCP/IP is using. (For an introduction to this topic, see “Understanding
TCP/IP Send and Receive Buffers” on page 6.) Although all versions of TCP/IP
use send and receive buffers, the size of the buffers varies by host and implemen-
tation.

Usually you can increase the send and receive buffer size. With an increased
buffer size, you will have better throughput when you are using large data moves
(such as with FTP) because the data buffer is bigger. Since the cost of handling a
buffer is not necessarily going to change whether the buffer is large or small, you
will probably also have lower CPU path length. A bigger buffer will also allow the
sending machine to send data faster, but it is important to be able to receive it as
quickly so that there will not be a bottleneck.

The trade-off is that both real and virtual storage will be impacted. If you increase
the size of the buffers and decrease the amount of buffers, you are constraining the
number of applications that can use a buffer at a given time.

Increasing the send and receive buffer size can also lead to waste if most of the
transactions do not take advantage of the larger buffer size. Therefore a larger
buffer size is not the best choice when most of your users are sending small

amounts of data most of the time, and only occasionally sending large amounts.

Figure 19 shows a bar chart example of what happens to FTP throughput when
you change the data buffers between 8KB and 32KB on MVS.
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Also, if you decide to change the send and receive size and you exchange data

most often with one particular machine, make sure you also change the buffer size
at the other end (if you have influence over it).

Changing the Packet Size
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As part of performance tuning, you can alter the MTU or the packet size according
to your needs. (For an introduction to packet size, see “Understanding
Fragmentation” on page 10.) If you know the packets will not be further broken
down between the sender and the receiver, you can send them at the maximum
size for that known route. For example, if the majority of the packets you are
sending using TCP/IP are going via channel-to-channel connection to one specific
machine, you should send packets of 65 527 bytes.
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On the other hand, you might not have a definite idea of how many network inter-
faces will have to pass on the data before it reaches the receiver. It might even be
going through the big Internet. If you do not know how the datagram will get from
you to the receiver, you should experiment with MTU to find the optimum size. You
might find that the best size for your users is the minimum amount of 576 bytes.
However, if it is a reliable route, fragmentation is not much of a problem and you
could use a larger MTU.

Here is a scenario to illustrate how the network affects fragmentation. Suppose
you send out packets of 5000 bytes across the network. They must first cross a
FDDI network. The FDDI network has a packet size of 4352 bytes so it will have to
break down the packets into fragments, adding another header to the original one
so that the receiver can put the pieces back together when it gets all the packets.

Then the data crosses an Ethernet. The Ethernet will have to break down the
packets into smaller fragments since it has a packet size of 1500, adding yet
another header onto the data, so that the percentage of data to header in the
packet grows smaller and smaller each time it crosses into another type of network.

The receiver then spends even more time receiving the data because the number
of packets has increased and then more time to piece the fragments together. The
sender will also have more acknowledgements to receive and sort out.

To summarize, when you are sending small packets and there is no fragmentation,
then you have:

* More packets to send, so a higher cost for the same amount of data

e Increased number of I/O operations to the network (which adds overhead)
e Increased TCP/IP path length

¢ Lower throughput

A bigger MTU increases throughput in most cases. When you are sending large
packets and there is no fragmentation, then you have:

e Fewer packets to send, so a lower cost for the same amount of data
¢ Fewer I/O operations to the network (which lowers overhead)
e Higher throughput

When you are sending large packets that become fragmented, then you have:

e More packets to send overall than if the MTU were smaller, so a higher cost for
the same amount of data

e Increased number of I/O operations to the network (which adds overhead)
e Lower throughput
* More packets must be sent to recover if data packets are lost
If you look only at the throughput rate for a packet, you might be led to incorrectly

conclude that a smaller datagram is better than a large datagram. Figure 20
shows the throughput results when sending varying amounts of data with PING.
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Figure 20. Throughput Time Results from PING

If you then take the information for any packet size and calculate the amount of
time required to send 16KB of datagrams using each specific size, the results are
likely to look like Figure 21.
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Figure 21. Time Spent Sending 16KB of Datagrams Using PING
As a result, the benefit of using the larger datagram is obvious.

Figure 22 shows a bar chart example of what happens to MVS CPU overhead for
a FTP file transfer when you change the MTU between 576 and 2000 bytes. The
CPU cost to transfer the file is lower for the larger MTU.
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Figure 22. Larger MTU Decreases CPU Busy Time
As with window size, if you decide to change the packet size and you exchange

data most often with one particular machine, make sure you also change the
packet size at the other end (if you have influence over it).
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Chapter 4. Monitor Performance

Now that you have set your performance objectives, you need to take a practical
look at what you can measure.

The first rule of tuning is:

If you can't measure it, you can't control it.

Performance measurements are relative: they tell how a system behaves for a par-
ticular work load. A system is considered to perform well if it can complete a par-
ticular work load faster with fewer resources.

In a test system, you can control the work load by running the same tasks many
times. During each iteration you can measure how fast your system completed the
tasks and how much of a particular resource it used.

However, in a production system, it is difficult to compare measurements taken at
different times, because the work load is constantly changing. To obtain a perform-
ance measurement, you must compare the average performance of the system
measured over a period of time to the work load it processed during that time.

You need to plan how you will monitor your TCP/IP environment and how you will
analyze the data that results. First, determine the kinds of analysis that you will
perform and the tools that you will use. Then document the data you have
extracted from each monitoring tool. Some of these tools will provide reports that
help to organize data, but in addition, it is helpful to create work sheets to help you
extract and organize the performance indicators that are specific to your environ-
ment.

Take into account that the monitor you choose might have an impact on the system
you are testing. Figure 23 shows the influence that the AIX netpmon monitor can
have on total CPU time.
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Figure 23. Impact of the netpmon Monitor on Total CPU Time
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Disclaimer:  No attempt has been made to fully explain how to use each tool, only
how it pertains to TCP/IP performance tuning.

Network Tools

PING

The tools listed in this section for monitoring your network are:

* PING
e DatagLANce* Network Analyzer
e NETSTAT (described later in this chapter under each operating system)

Be aware that there are many other commercially available products for network
monitoring that are not listed here.

Packet InterNet Groper (PING) sends an echo to a host to determine if the host is
accessible.

The round-trip time is only as accurate as the clock accuracy on your host. For
example, on OS/2, the clock increments in 32 millisecond jumps, so it is only accu-
rate to 32 milliseconds.

Using PING on Different Operating Systems
This section shows the use of PING to send a 462-byte packet 5 times on the dif-
ferent operating systems.

e Figure 24 shows an AlX example
e Figure 25 shows an DOS example
e Figure 26 shows an MVS example
e Figure 28 shows an VM example
e Figure 27 shows an OS/2 example

On the AIX Operating System

perf@Wimpy!8% ping -c5 -s462 9.67.238.3

PING 9.67.238.3: (9.67.113.1): 462 data bytes

470 bytes from 9.67.113.1: icmp_seq=0 tt1=255 time=80 ms
470 bytes from 9.67.113.1: icmp_seq=1 tt1=255 time=60 ms
470 bytes from 9.67.113.1: icmp_seq=2 tt1=255 time=49 ms
470 bytes from 9.67.113.1: icmp_seq=3 tt1=255 time=61 ms
470 bytes from 9.67.113.1: icmp_seq=4 tt1=255 time=59 ms
----9.67.238.3 PING Statistics----

5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max = 49/62/80 ms

Figure 24. Example of Using PING to Send 462 Bytes 5 Times on the AIX Operating
System

On the DOS Operating System
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C:\>ping 9.67.29.11 -c 5 -s 462

PING 9.67.29.11: 462 data bytes

470 bytes from 9.67.29.11: icmp_seq=0 tt1=59 time=60 ms
470 bytes from 9.67.29.11: icmp_seq=1 tt1=59 time=50 ms
470 bytes from 9.67.29.11: icmp_seq=2 tt1=59 time=60 ms
470 bytes from 9.67.29.11: icmp_seq=3 tt1=59 time=60 ms
470 bytes from 9.67.29.11: icmp_seq=4 tt1=59 time=0 ms
----9.67.29.11 PING Statistics----

5 packets transmitted, 5 packets received, 0% packet loss
round-trip min/avg/max = 0/46/60 ms

C:\>

Figure 25. Example of Using PING to Send 462 Bytes 5 Times on DOS

On the MV'S Operating System

READY
ping 9.67.238.3 (length 462 count 5
TCPPNGO15I Ping V2R2.1: Pinging host 9.67.238.3. Use PAl to interrupt.

READY

Figure 26. Example of Using PING to Send 462 Bytes 5 Times on MVS

On the OS/2 Operating System

TCPPNGO20I PING: Ping #1 response took 0.063 seconds. Successes so far 1.
TCPPNGO20I PING: Ping #2 response took 0.074 seconds. Successes so far 2.
TCPPNGO20I PING: Ping #3 response took 0.070 seconds. Successes so far 3.
TCPPNGO20I PING: Ping #4 response took 0.078 seconds. Successes so far 4.
TCPPNGO20I PING: Ping #5 response took 0.069 seconds. Successes so far 5.

C:\*“ping 9.67.238.3 462 5

PING 9.67.238.3: 462 data bytes

470 bytes from 9.67.238.3: icmp_seq=0. time=94. ms
470 bytes from 9.67.238.3: icmp_seq=1. time=62. ms
470 bytes from 9.67.238.3: icmp_seq=2. time=63. ms
470 bytes from 9.67.238.3: icmp_seq=3. time=63. ms
470 bytes from 9.67.238.3: icmp_seq=4. time=62. ms

----9.67.238.3 PING Statistics----
5 packets transmitted, 5 packets received, 0% packet loss
round-trip (ms) min/avg/max = 62/68/94

C:\*

Figure 27. Example of Using PING to Send 462 Bytes 5 Times on the OS/2 Operating

System

On the VM Operating System

ping 9.67.238.3 (length 462 count 5

Ping V2R2: Pinging host 9.67.238.3. Enter #CP EXT to interrupt.
PING: Ping #1 response took 0.085 seconds. Successes so far 1.
PING: Ping #2 response took 0.054 seconds. Successes so far 2.
PING: Ping #3 response took 0.054 seconds. Successes so far 3.
PING: Ping #4 response took 0.083 seconds. Successes so far 4
PING: Ping #5 response took 0.083 seconds. Successes so far 5
Ready;

Figure 28. Example of Using PING to Send 462 Bytes 5 Times on VM
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Using PING to Learn About MTU Size Along a Route

Part of the response you receive from PING is the round-trip time. By varying the
amount of data you send with PING and by issuing PING to intermediate hosts, you
can get an idea of the performance of the underlying networks.

To illustrate, we varied the amount of data sent with the PING command. By
default, PING sends 56 bytes of data, along with an 8-byte header, for a total
datagram of 64 bytes. In this example, the IP header added another 20 bytes to
the packet. Figure 24 on page 38 shows an AIX example of varying the amount of
data sent with PING.

We began by issuing PING to the IP address of our default route, 9.67.113.1. We
recorded the minimum round-trip time returned of 49ms. Notice that 470 bytes
(462 + 8) were sent. The packets sent also included the 20-byte IP header.

Next we increased the number of bytes from 562 to 1962 in increments of 100
bytes. The minimum round-trip time to increased as the amount of data increased.
The increase in time was small because we used a fast LAN (16Mbps), but it was
still observable. Figure 29 shows the results.

60

w B
o o
| |

round-trip time, in ms

N
o
|

10 R

0 \ \ \ \ \ \ \ \ \
0 500 1000 1500 2000 2500 3000 3500 4000 4500

size of datagram, in bytes

Figure 29. Using PING to Send Datagrams of 562 to 1962 Bytes

Then we increased the number of bytes by 100, sending 2062 data bytes and the
8-byte header, or 2070 bytes, plus the 20-byte IP header, for a total of 2090 bytes.
Since our MTU is 2000 bytes, PING had to send the datagram in 2 packets, and
the response was returned in 2 packets. This change shows up as a sharper
increase in the round-trip time, accounting for additional delays in processing extra
packets. Figure 30 shows the results.
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We then issued PING to an address beyond the default route, 9.67.96.1. Notice in

Figure 31 the sharper increase in round-trip time between sending 1462 bytes and
1562 bytes.
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Figure 31. Using PING to Send Datagrams of 562 to 4470 Bytes to 2 Addresses

The sharp increase in time is an indication that an interface somewhere in the route
to the destination host has an MTU approximately 1500 bytes. In this case, PING
sent the datagram as 1 packet, but the packet was fragmented because of the
smaller MTU, so the response was returned as 2 packets. This fragmentation
effect can become more pronounced as the number of intermediate hosts increases
or the speed of the intermediate links decreases.

If you have an idea what your most commonly used routes are, you might want to

force the MTU for your interface to that route to be smaller than you would normally
choose. This decrease would allow most traffic to travel without fragmenting.
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Using PING to Learn About Routes

You can also use PING to monitor intermediate hosts. If you own your network,
you probably already know through which intermediate hosts your data passes. If
not, you can use PING to request the route information.

PING specifies the record route option in the IP header of the packet. As a result,
the IP header is significantly increased. Figure 32 shows an example of how PING
on the AIX operating system reports the route information it receives.

perf@Wimpy!5% ping -Rn 9.67.238.3
PING 9.67.238.3: (9.67.238.3): 56 data bytes
64 bytes from 9.67.238.3: icmp_seq=0 tt1=57 time=62 ms
RR: 9.67.96.4

9.67.11.153

9.67.238.1

9.67.1.223

9.67.96.1

9.67.113.1

9.67.113.18
64 bytes from 9.67.238.3: icmp_seq=1 tt1=57 time=51 ms (same route)
64 bytes from 9.67.238.3: icmp_seq=2 tt1=57 time=30 ms (same route)
64 bytes from 9.67.238.3: icmp_seq=3 tt1=57 time=33 ms (same route)
64 bytes from 9.67.238.3: icmp_seq=4 tt1=57 time=34 ms (same route)
64 bytes from 9.67.238.3: icmp_seq=5 tt1=57 time=33 ms (same route)
-C
----9.67.238.3 PING Statistics----
6 packets transmitted, 6 packets received, 0% packet loss
round-trip min/avg/max = 30/40/62 ms
perf@Wimpy!6%

Figure 32. Using PING to Do Route Tracing

The starting point where the PING command was issued was at IP address
9.67.113.18 on a RISC System/600 running the AIX operating system. The desti-
nation is a VM system at 9.67.238.3.

-R is an option on the DOS and AIX ping commands, but is not available on MVS,
VM, or OS/2. On MVS, you can use the TRACERTE command instead. For more
information on TRACERTE, see “Using TRACERTE Instead of PING on MVS” on
page 45.

The ttl value is the time-to-live value from the IP header. It is decremented every
time a datagram is processed by an intermediate host. This value is also known as
the hop count.

Notes on the ttl value

e The primary purpose of the ttl value is to prevent a packet from being routed
infinitely through a network. If ttI=0, the routing host discards the packet.

e AlX, DOS, and OS/2 hosts set the ttl on outgoing datagrams to be 255. So if a
PING response from any of these operating systems comes in with a ttl of 255,
there were no intervening hosts. If it is 254, then there was 1 intervening host
and so on.

¢ VM and MVS set the ttl on outgoing datagrams to be 60 for 3172 ICP network
and RISC/System 6000 channel interfaces.

e For Offload, the 3172 responds to all PINGs, so it uses 255.
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In our example, since the ttl is 57 for the packets AND the destination is a VM
system, we know there must have been 3 hops, not 198.

The following route was used in our example:

1. The packet originated from our local IP address of 9.67.113.18 (the last
address in the list)

2. The packet was sent from 9.67.113.18 to 9.67.113.1 (the default route set up
for our local machine), with ttI=255

3. The packet was sent to IP address 9.67.96.1 with ttl=254
4. The packet was sent to IP address 9.67.1.223 with ttI=253

The next hop was our third, so we know that the packet is sent from 9.67.1.223 to
9.67.238.3 (our destination). (The destination does not appear in the route informa-
tion because of the way data gets recorded in the packet.)

Next the destination sent a response to PING, with a ttI=60. The destination VM
system sent the packet from 9.67.238.3 to 9.67.238.1.

Then the following route was used:

1. The packet was sent to IP address 9.67.11.153 with ttl=59
2. The packet was sent to IP address 9.67.96.4 with ttI=58
3. The packet was sent to the local host, IP address 9.67.113.18 with ttI=57

Why does the packet appear to have returned by a different route? Remember that
the intermediate hosts are routing packets to multiple physical networks. Each host
has to have at least 2 network interfaces, and therefore each has at least 2 IP
addresses. Figure 33 shows the logical networks (we have subnetted class A
addresses).

Subnetwork Subnetwork
9.67.113 9.67.0-16

(18) ) (11.153) (1.223)
]
4) (1) (1) 3

Subnetwork Subnetwork
9.67.96 9.67.238

Figure 33. Subnetwork Route Used in the PING Routing Example

So the route we are using is:

Host A to

Host B to

Host C to

Host D to

Host E (destination) to
Host D to

Host C to

Host B to

Host A

However, the routing information gives us the IP address of the interface to which
the packet is sent, which gives us the following route:
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113.18 (Host A) to

113.1 (Host B) to

96.1 (Host C) to

1.223 (Host D) to

(not included)
238.1 (Host D) to

11.153 (Host C) to

96.4 (Host B) to

113.18 (Host A) (not included)

All intermediate hosts have the option of ignoring the request for routing
information, so the routing information might not be complete. We can
deduce whether this is true from the ttl value. In addition, the PING
response could return via a different route.

Once you know the route, you can PING the intermediate hosts with varying data
sizes and plot the results. Figure 34 shows a graph of our results, using straight
lines to make it easier to read the information:
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Figure 34. Using PING to Monitor Intermediate Hosts

Here are our conclusions based on the graph:

e Not surprisingly, the minimum round-trip time to each intermediate host is less
than the minimum round-trip time to our original destination. Also, the minimum
round-trip time to the interfaces that are on the same intermediate hosts are
nearly identical. For example, there is no appreciable difference between
issuing PING to 9.67.11.153 and 9.67.96.1 on host C.

» After looking at the relative distance between the lines on the graph,

— The link between host A and host B appears to be about the same speed

as the link between host B and host C.
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— The link between host C and host D is significantly slower than the links
between host A and host B and between host B and host C. This might be
because of the LAN media being used, or, it might be because host D has
some other resource constraint, such as CPU or adapter speed.

— The link between host D and host E appears to be faster than the link
between host C and host D but slower than the other links. Again, this
could be due to a resource constraint on host D or on host E, or both.

So what could we do with this information? If we have control over all the hosts in
the network, we will probably start by tuning TCP/IP on host D. If not, we might try
to find an alternate route to the host E, one that does not go through host D.
Another alternative might be to recommend to our users that they try to limit the
number or size of file transfers they request from the host E (and host D) during
peak times.

Using TRACERTE Instead of PING on MVS

TRACERTE is an equivalent MVS command to the -R option on PING for other
platforms. To use this command, your user ID must be on the OBEY statement in
the TCP/IP profile. Figure 35 shows an example of using the TRACERTE
command to trace the route.

_________________________ TSO COMMAND PROCESSOR
ENTER TSO COMMAND, CLIST, OR REXX EXEC BELOW:

===> tracerte 9.67.35.3

Trace route to 9.67.35.3 (9.67.35.3)

1 IBM (9.67.113.1) 9 ms 22 ms 9 ms

2 IBM (9.67.96.1) 22 ms 20 ms 19 ms

3 IBM (9.67.2.111) 29 ms 35 ms 40 ms
4 IBM (9.67.24.1) 36 ms 43 ms 37 ms

5 1IBM (9.67.35.3) 213 ms 178 ms 197 ms

*k*k

Figure 35. Using TRACERTE to Do Route Tracing

For more information on the TRACERTE command, see the IBM TCP/IP for MVS:
User's Guide.

DatagLANce Network Analyzer

DatagLANce Network Analyzer is a network monitoring and analyzing program that
you can use with Ethernet and Token Ring networks.

DatagLANCce is installed onto a PS/2 running OS/2. We recommend you also add
a second LAN adapter when setting up DatagLANce because then you can use
Telnet and FTP on TCP/IP for OS/2 for remote access and control. (The second
LAN adapter does not have to be one that DatagLANce supports. Use LAPS only
for the adapter TCP/IP will use. Also check your CONFIG.SYS to make sure the
DatagLANce device drivers are loaded before the other device drivers.)
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To get started with DatagLANce you need to have some Presentation Manager*
skills. To make full use of its features, however, you need to be a network spe-
cialist.

Here are some of the ways you can use DatagLANce to monitor TCP/IP perform-
ance:

¢ Monitor network utilization:

What is the overall percent utilization of the LAN itself?

What percent of the traffic on the LAN is TCP/IP vs. other protocols?
What hosts are generating the most network traffic?

What are the trends for each of these items?

* Monitor key TCP/IP characteristics that can affect performance:

— What is the average packet size on the network?
— What is the average TCP window size being advertised?
— How much fragmentation is occurring?

e Monitor a performance test:

— Verify the size of the packets and the TCP window by capturing the first 88
bytes of every frame transferred between the client and server. You can
also identify if delays occurred. (This is how our performance test team
uses DatagLANce.)

e Monitor and tune your TCP/IP sockets application for performance:

— Does the data flow the way you expected? You can capture the packets
generated by your application, then identify delays so that you can adjust
your application code to avoid them.

e Use the protocol decoder to see how these key TCP/IP concepts get imple-
mented:

— Windowing

— Fragmentation

— Acknowledgements
— Data translation

MVS Tools

The following tables list tools that can be used to monitor the performance of
TCP/IP on MVS, IMS, and CICS*. The tables include:

¢ Name of the tool

e Form of output the tool provides

e Data provided by the tool

e Standard reduction program to help analyze the data, if there is one

Tools to Monitor Transaction Rate and Throughput

Table 2 lists the tools on MVS that can be used to monitor transaction rate and
throughput.
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Table 2. Monitoring Tools for Transaction Rate and Throughput on MVS, IMS, and CICS

Tool Output Data Reduction
FTP Messages KBytes per second None
TPNS utility Resp report Transactions per second Reduces TPNS

log data
RMF* WKLD SMF records Transactions per second by RMF

group Reportwriter

NETSTAT Screen data None
TCPSTATISTICS  Report tcpRetransSegs, tcpOutSegs None

Tools to Monitor Response Time

Table 3 lists the tools on MVS that can be used to monitor internal and external
response time. Tools that monitor response time internally look only at the
response of the system, not the network.

Table 3. Monitoring Tools for Internal Response Time on MVS, IMS, and CICS

Tool Output Data Reduction
RMF WKLD SMF records Transactions per second by RMF

group Reportwriter
CICS Monitor SMF records Time stamp start and stop DFH$MOLS or

user program

Table 4 lists the tools that monitor response time end-to-end or externally and look
at the response from sender to receiver, including the system and the network.

Table 4. Monitoring Tools for External Response Time on MVS, IMS, and CICS

Tool Output Data Reduction
TPNS Log data Time-stamped screens TPNS utilities
records

Tools to Monitor CPU Utilization
Table 5 lists the tools on MVS that can be used to monitor CPU utilization.

Table 5. Monitoring Tools for CPU Utilization on MVS, IMS, and CICS

Tool Output Data Reduction

RMF ARD SMF records TCB and CPU seconds RMF
Reportwriter

SDSF DA Screen/Print Percentage of CPU seconds Simple REXX,
Shells

CICS Monitor SMF records DFH$MOLS or
user program

cbsample Real-time Internal TCP/IP loads None

graphs
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Tools to Monitor Storage Consumption
Table 6 lists the tools on MVS that can be used to monitor storage consumption.

Table 6. Monitoring Tools for Storage Consumption on MVS, IMS, and CICS

Tool Output Data Reduction

RMF VSTOR SMF records CSA and ECSA RMF
Reportwriter

RMF ASD SMF records CS and ES RMF
Reportwriter

SDSF DA Screen/Print Active pages Simple REXX,
Shells

cbhsample Real-time Buffer and control block usage None

graphs

Tools to Monitor Disk I/O Rate
Table 7 lists the tools on MVS that can be used to monitor disk 1/O rate.

Table 7. Monitoring Tools for Disk I/O Rate on MVS, IMS, and CICS

Tool Output Data Reduction

RMF DASD SMF records Util, Que, Resp RMF
Reportwriter

SDSF DA Screen/Print SIO, EXCP Simple REXX,
Shells

Tools to Monitor Communication Device Utilization
Table 8 lists the tools on MVS that can be used to monitor communication device
utilization.

Table 8. Monitoring Tools for Communication Device Utilization on MVS

Tool Output Data Reduction
RMF DEV SMF records Util, Resp RMF
Reportwriter

cbsample Program
A sample monitoring program, called cbsample, is provided with TCP/IP for MVS
(and also for VM) to monitor internal TCP/IP loads and buffer and control block
usage. You can tell the monitor which thresholds to watch and whether to look for
minimums, maximums and so on. You can then print the results, take a snapshot,
or just log the event.

The cbsample program is run from either an AIX X Windows client on a
RISC/System 6000 machine or a Sun 4 workstation running UNIX base Athena
non-Motif. It is intended to be used on a color graphics display. Each plot shows
the last 200 seconds of activity. Each variable is displayed in a different color. The
name of each variable is shown below the plot (using the corresponding color).

The first number to the right of the variable name is the value of that variable for

the previous 1-second interval. For the pool size buffers, the second number is the
minimum value for the previous 200-second interval. For the other variables, the
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second number is the average for the variable over the previous 200-second
interval.

There are two levels of monitoring that you can select:

e Simple exception monitor
e Comprehensive TCP/IP load monitor

There is a button you can click on to switch between the 2 monitors.

A README file is provided in hlqg.SEZAINST(CBSAMP) that describes how to
install the sample program, options that can be used when starting cbsample, and
the meaning of the variables displayed by these monitors.

Simple Exception Monitor

The simple exception monitor shows some indicators of (possible) exceptional
events being processed by MVS TCP/IP. TCP/IP pool size buffers are also shown.
To select this monitor, start chsample with the following options on the RISC
System/6000 computer:

cbsample -xmonexcp -h<hostname or dotted address>

Figure 36 is a sample display of the simple monitor.

MIB, ipForwardDatagrams
ipReasmReqds
ipReasmFails
ipFragCreates
ipFragFails
ipHdrErrors
t.cpRetransSegs

0

AcbFreepool {/10}
CcbFreepool

SmDataBuf ferFreepoal
DataBufferFreepool
ErmBuf ferFreepoal
LgErwBufferFreepool
TCPIP Virtual CPU Time
Curr Est’d Connections

Figure 36. Example of the Simple Exception Monitor
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TCP/IP Load Monitor

A more comprehensive monitor includes more internal variables from MVS TCP/IP.
The values shown for “CPU Time” are in milliseconds. To select this monitor, start
cbsample with the following options on the RISC System/6000 computer:

cbsample -xmon -h<hostname or dotted address>

Figure 37 is a sample display of the TCP/IP internal load monitor.

"_ "|—

AN 0,0

MIB,ipInReceives B6.0 76.516 MIB,vmcfSendsOkK
ipDutRequests 53.0 48.66 wmcfSendsAbnormal
ipForwardDatagrams 2.0 2.33 umf SendsFatal

b0 1,0

.0
MIB,ipReasmReqds
ipReasnFails
ipFragCreates
ipFragFails
ipHdrErrors
ipAddrErrors

L0

MIB, iucvReplies
iucvReceives
iucvSends
iucvRejects

5.0

MIB, ioReads

0.0 iollrites

MIB,icmpInbsgs iolnOctets (KBS
icmpOutMsgs iolutOctets {KBS»
arplnRequests
arplutReplies
arplutRequests

73,0

550,0

87,0

AcbFreepool (/100
CcbFreepool

0,0 SmDatabBufferFreeponl
MIB,tcplnSegs DataBuf ferfreepool
teplutSeas EnvBufferFreepool
tepRetransSegs LgEnvBufferFreepool

0.0 3

0.0 5
HIB,udpInDatagrams . Curt Est”d Connections
udpDutDatagrams .

62,7

0.0
TCPIP Wirtual CPU Time 40.7 42,32

Figure 37. Example of TCP/IP Internal Load Monitor
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CICS Monitor

FTP

NETSTAT

RMF

The costs of using the tool involve some CPU overhead, and the level of expertise
necessary to use the tool is that of a systems analyst with knowledge of CICS. For
more information about the CICS Monitor, see the CICS/ESA Performance Guide.

As shown in “Using FTP” on page 14, the response time and throughput are shown
every time a user transfers a file using FTP.

This command that can be used to monitor TCP/IP. The following list is a subset
of the NETSTAT parameters that you might want to use:

e ALL
e GATE
* POOLSIZE

For examples of NETSTAT, see “NETSTAT ALL Command” on page 59. For more
information on the NETSTAT command, see the TCP/IP for MVS: User's Guide.

The Resource Measurement Facility* (RMF) program is a monitoring tool. Some
commands can be issued in batch or from TSO. Reportwriter is used to print the
data you get with the RMF commands. The costs of using the tool involve some
CPU overhead, and the level of expertise necessary to use the tool is that of a
systems analyst.

RMF data can be viewed online as it is collected or it can be saved for later proc-
essing.

To see an example of how RMF commands can be used to monitor CPU usage,
see “Performance Example” on page 109. In that example, RMF data is collected
and saved for later processing using the RMF Reportwriter post processor.

Alternatively, you can use RMF commands to view data online as it is collected.
This interactive approach is explained in the RMF User's Guide.

From to TSO/E, enter the following command:
RMFMON

RMF will display a primary menu, shown in Figure 38.
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RMF DISPLAY MENU

NAME PFK# DESCRIPTION
IPS = IEAIPSOO

ARD 1 ADDRESS SPACE RESOURCE DATA
ASD 2 ADDRESS SPACE STATE DATA
ASRM 3 ADDRESS SPACE SRM DATA
CHANNEL 4 CHANNEL PATH DISPLAY
DDMN 5 SYSTEM DOMAIN DISPLAY
DEV 6 SYSTEM DEVICE DATA
PGSP 7 SYSTEM PAGING SPACE DATA
SENQ 8 SYSTEM ENQUEUE CONTENTION
SENQR 9 SYSTEM ENQUEUE RESERVE
SPAG 10 PAGING DATA
SRCS 11 CENTRAL STORAGE / CPU / SRM DATA
TRX 12 TRANSACTION ACTIVITY DATA
ARDJ RESOURCE DATA FOR SPECIFIC JOBNAME
ASDJ STATE DATA FOR SPECIFIC JOBNAME
ASRMJ SRM DATA FOR SPECIFIC JOBNAME
DEVV SYSTEM DEVICE DATA FOR A SPECIFIC VOL/NUMBER
TOQUEUE I/0 QUEUING ACTIVITY DISPLAY
USER USER PICTURE

Figure 38. RMF Monitor Primary Menu

You can then enter RMFMON session commands by typing them in the input area
(the top left corner) and pressing the ENTER key. To exit the RMFMON session,
enter Z.

The primary menu lists the names of reports that can be requested during the
RMFMON session. You can request the report by entering the name in the input
area or by pressing the corresponding function key (if there is one). Most of the
reports have options that can be selected by entering them after the report name.

The reports are either row reports or table reports. Row reports have only one line
of reported data. When you request a row report repeatedly, each request adds
one new line of data to the report. When the screen is full, the next request over-
lays the first line of data, and the original line of data is lost.

Table reports have a variable number of data lines. You can use the F (frame)
command to scroll forward through the data.

Here are some other (non-report) commands that control the RMFMON session:
M Display the menu

D ON Set delta mode reporting (reports will reflect only the differences since the
previous request for the report)

D OFF Set total mode reporting (reports will reflect the total values for the session)
T x,y Have the report updated automatically, x times at y seconds between each
report
Example of Getting CPU Busy Time and Disk I/O Rates for TCPIP Address
Spaces
1. From TSO, enter RMFMON.

2. Enter ARD B, ,5 in the input area on the primary menu. A report will be created
on batch, started task, and mount task address spaces in domain 5.

3. Enter D ON in the input area. This causes each report to include only the data
since the last report, not a cumulative total.
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4. Press the ENTER key to begin. Record the time stamp. Notice there is no
CPU time for the TCP22R address space or the FTP servers, as shown in

Figure 39.
CPU= 8 UIC=255 PFR= 0 ARD
13:33:43 DEV FF PRIV LSQA LSQA X SRM TCB  CPU  EXCP SWAP LPA CSA NVI V&H
JOBNAME CONN BEL FF CSF ESF M ABS TIME TIME RATE RATE RT RT RT RT
PCAUTH 0.000 0 2 21 0 X 0.0 -~=--nn =-mmm- 0.00 0.00 0.0 0.0 0.0 0.0
RASP 0.000 --= --om —-om ——o- X 0.0 ---mom —ommen 0.00 0.00 0.0 0.0 0.0 0.0
TRACE  ©0.000 0 3 273 0 X 0.0 ----om ——ooe- 0.00 0.00 0.0 0.0 0.0 0.0
XCFAS ~ 0.000 0 21 213 0 X 0.0 0.00 0.000.000.00 0.0 0.0 0.0 0.0
SMXC 0.000 0 2 16 0 0.0 —----m —--om- 0.00 0.00 0.0 0.0 0.0 0.0
SYSBMAS 0.000 O 7 73 0 0.0 ---mom —-moe- 0.00 0.00 0.0 0.0 0.0 0.0
CONSOLE ©0.000 0 6 33 0 X 0.0 -----m —-oom- 0.00 0.00 0.0 0.0 0.0 0.0
ALLOCAS 0.000 0 2 65 0 X 0.0 -----n —----- 0.00 0.00 0.0 0.0 0.0 0.0
LLA 0.000 22 8 48 0 X 0.0 —----m —--om- 0.00 0.00 0.0 0.0 0.0 0.0
JES2 0.025 21 27 61 0 323 0.00 0.00 4.00 0.00 0.0 0.0 0.0 0.0
NETTCP  0.000 24 12 49 0 35 —oooom —oooe- 0.00 0.00 0.0 0.0 0.0 0.0
I0SAS  0.000 O 3 24 0 0.0 ------ ——--—- 0.00 0.00 0.0 0.0 0.0 0.0
TNF 0.000 0 2 16 0 X 0.0 ~m---m —mmmm- 0.00 0.00 0.0 0.0 0.0 0.0
VMCF 0.000 0 2 16 0 X 0.0 —----m —-om- 0.00 0.00 0.0 0.0 0.0 0.0
VLF 0.000 4 9 32 0 X 0.0 —---mm —-oom- 0.00 0.00 0.0 0.0 0.0 0.0
FTPSR35 0.000 O 2 31 0 0.0 -=--n-n =-mmm- 0.00 0.00 0.0 0.0 0.0 0.0
FTPSR36 0.000 0 2 31 0 0.0 —----n -—--n-m- 0.00 0.00 0.0 0.0 0.0 0.0
FTPSR37 0.000 6 2 31 0 0.0 ——---n oo 0.00 0.00 0.0 0.0 0.0 0.0
FTPSR38 0.000 O 2 34 0 0.0 === —-mmm- 0.00 0.00 0.0 0.0 0.0 0.0
TCP22R  0.000 13 13 51 0 0.0 ----om —-ooe- 0.00 0.00 0.0 0.0 0.0 0.0

Figure 39. Using RMFMON to Get CPU Busy Time and Disk I/O Rates

5. Start the test on the client. For our example, we transferred a single 4MB file

from the MVS server to an AIX client across the FDDI network interface.

6. Press the ENTER key at the RMFMON session to get an updated report, as

shown in Figure 40.

13:34:08
JOBNAME
PCAUTH
RASP
TRACE
XCFAS
SMXC
SYSBMAS
CONSOLE
ALLOCAS
LLA
JES2
NETTCP
10SAS
TNF
VMCF
VLF
FTPSR35
FTPSR36
FTPSR37
FTPSR38
TCP22R

Figure 40. Using RMFMON to Get Updated CPU Busy Time and Disk I/O Rates

DEV FF PRIV LSQA LSQA
CONN BEL FF CSF ESF
0.000 0 2 21 0
0.000 --- -=== ==oc -oe-
0.000 0 3 273 0
0.000 0 21 213 0
0.000 0 2 16 0
0.000 0 7 73 0
0.000 0 6 33 0
0.000 0 2 65 0
0.000 22 8 48 0
0.476 21 27 61 0
0.000 24 12 49 0
0.000 0 3 24 0
0.000 0 2 16 0
0.000 0 2 16 0
0.000 4 9 32 0
0.000 0 2 31 0
0.000 0 2 31 0
0.000 0 2 31 0
1.223 0 2 34 0
1.080 13 13 51 0

Record the time stamp.

CPU=

X
M
X
X
X
X

> X< X

> X< X
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SRM
ABS
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TCB
TIME

7. Analyze the results for CPU busy time:

e The elapsed time is 25 seconds (13::34:08 — 13:33:43).
e The CPU TIME for the TCPIP address space (TCP22R) is 1.31 seconds.

2 UIC=255 PFR=

CPU
TIME

0 ARD
EXCP SWAP
RATE RATE
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
3.20 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
0.00 0.00
7.76 0.00
0.00 0.00
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8.

e The FTP server (FTPSR38) CPU TIME is 0.52 seconds.
e Total CPU TIME is 1.83 seconds.

Analyze the results for disk I/O rate:

e The EXCP RATE is the disk I/O rate.

e The EXCP RATE for the FTP server (FTPSR38) is 7.76 per second.

e The EXCP RATE for the TCPIP address space (TCP22R) is 0.

e The elapsed time was 25 seconds.

¢ The total number of EXCPs is 194 (25 * 7.76). Since a 4MB file was trans-
ferred, this means approximately 21KB per EXCP (4MB / 194 EXCPs).

Example of How to Get Communications I/O Rates for TCP/IP Address Spaces

1. Start Monitor | data collection (installation-dependent)

2. From TSO, enter RMFMON.

3. Enter DEV COMM in the input area on the primary menu. This creates a report on
I/O activity to communications devices.

4. Enter D ON in the input area. This causes each report to include only the data
since the last report, not a cumulative total.

5. Press the ENTER key to begin. Record the time stamp. Our 3172 is at
addresses B78 and B79. (One of these addresses will match the addresses on
the DEVICE statement in the PROFILE.TCPIP data set.) The resulting screen
is shown in Figure 41.

CPU= 2 UIC=254 PFR= 0O DEV T

13:14:57 DEV ACTV RESP 10SQ ---DELAY--- PEND DISC CONN %DEV %D

STG GRP  VOLSER NUM LCU RATE TIME TIME DPB CUB DB TIME TIME TIME UTIL RV I%
00F --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
158 --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
159 --- 0.6000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
9CE --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
9CF --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
B78 --- 0.000 © 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
B79 --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27
DAA --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 27

Figure 41. Using RMFMON to Get Communications I/O Rates

6. Start the test on the client. For our example, we transferred a single 4MB file
from the MVS server to an AlX client across the FDDI network interface.
7. Press the ENTER key at the RMFMON session to get an updated report, as
shown in Figure 42.
CPU= 13 UIC=254 PFR= 0O DEV T
13:15:17 DEV ACTV RESP 10SQ ---DELAY--- PEND DISC CONN %DEV %D
STG GRP VOLSER NUM LCU RATE TIME TIME DPB CUB DB TIME TIME TIME UTIL RV I%
00F --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 61
158 --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 61
159 --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 61
9CE --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 61
9CF --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 61
B78 --- 15.21 64 0 0.0 0.0 0.2 63.5 0.1 96.8 0 61
B79 --- 12.68 2 0 0.0 0.0 0.0 0.1 2.2 2.91 0 61
DAA --- 0.000 0 0 0.0 0.0 0.0 0.0 0.0 0.00 0 61

Figure 42. Using RMFMON to Get Updated Communications I/O Rates
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SDSF

Record the time stamp.
8. Analyze the results for CPU busy time:

¢ The elapsed time is 20 seconds (13:15:17 - 13:14:57).

e The ACTV RATE to B78 is 15.21 per second, for a total of 304 I/Os (15.21
* 20).

e The ACTV RATE to B79 is 12.68 per second, for a total of 254 I/Os (12.68
* 20).

¢ The total number of I/Os is 558 (304 + 254). Since a 4MB file was trans-
ferred, this means approximately 7KB per communications 1/0 (4MB / 558
1/0s).

For more information on the RMF tool, see the RMF User's Guide and the RMF
Analyzing RMF Monitor | & Il Reports manuals.

System Display Service Facility (SDSF) is a system management aid that you can
use to analyze the operation of an MVS/JES2 system. The costs of using the tool
involve some CPU overhead, and the level of expertise necessary to use the tool is
that of an end user. You can customize which SDSF fields are displayed and in
which order so that not all users will see all the fields.

Figure 43 shows the response from SDSF when we entered D.DA from the main
ISPF panel:

SDSF DA MVSO PAGING 0.00 SI0O 6.70 CPU 55.64% LINE 16-28 (28)
COMMAND INPUT ===> SCROLL ===>
NP JOBNAME  REAL PAGING SIO CPU% EXCP-CNT  CPU-TIME
SOF1 208 0.00 0.00 0.00 86 10.60
NETTCPP 1704 0.00 0.00 0.00 828 5583.67
I0SAS 112 0.00 0.00 0.00 79 415.13
TNF 96 0.00 0.00 0.00 9 0.03
VMCF 168 0.00 0.00 0.00 29 0.05
CATALOG 2284 0.00 0.00 0.00 551 1271.45
FTPSR35 1776 0.00 0.00 0.00 1,694 12.08
USER3 1248 0.00 0.00 31.16 753 2.43
TSO 172 0.00 0.00 0.00 54 0.76
TCP31R 10T 0.00 0.00 17.04 549 66.19
FTPSR37 1776 0.00 0.00 0.00 1,724 12.23
FTPSR36 1776 0.00 0.00 0.00 1,723 12.27
FTPSR38 1776 0.00 0.00 0.00 1,722 12.26

Figure 43. Example of the Display Active Users Panel Using SDSF
The title line of the DA panel displays the following information for the whole
system:

e CPU for the total percentage of time the CPU is busy
e SIO for the total system start I/O rate
e PAGING for the total demand paging rate

From the Display Active Users (DA) panel, the following fields might useful in moni-
toring TCP/IP:

e CPU% for the CPU time expressed as a percentage of the total CPU by address
space

e CPU-TIME for the accumulated CPU time for the current job step by address
space
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e EXCP-CNT for the total I/O rate by the current job step

e PAGING for the demand paging rate (only present if the address space was
swapped in for the entire interval)

e REAL for working set size for the address space (current utilization of real
storage)

For more information on using SDSF, see the SDSF Guide and Reference manual.

TPNS Utility

Teleprocessing Network Simulator (TPNS) is a terminal and network simulation tool
that you can use to determine system performance and response time and to eval-
uate network design. The costs of using the tool involve CPU overhead only after
the measurement period. For more information on using TPNS, see the TPNS
General Utilities manual.

TCPIPSTATISTICS

56

You can specify TCPIPSTATISTICS on the ASSORTEDPARMS statement to get
information about TCP/IP The catch is that you have to shut TCP/IP down to get
the report.

When TCP/IP is shutdown, the values of several counters are printed in
TCP.OUTPUT, as shown in Figure 44.

See the section on MIB objects in the TCP/IP for MVS: User's Guide for a complete
description of the counters.

ipInReceives = 622  vmcfSendsOK = 188
ipOutRequests = 371  vmcfSendsAbnormal = 0
ipForwDatagrams = 0 vmcfSendsFatal = 5
ipReasmReqds = 0 iucvReplies = 0
ipReasmFails = 0  diucvReceives = 0
ipFragCreates = 0 iucvSends = 0
ipFragFails = 0 iucvRejects = 0
ipInHdrErrors = 0  ioReads = 320
ipInAddrErrors = 9 iolrites = 224
icmpInMsgs = 1 ioInOctets = 234860
icmpOutMsgs = 4 ioOutOctets = 134482
arpInRequests = 58
arpOutReplies = 0
arpOutRequests = 3
tcpInSegs = 449
tcpOutSegs = 360
tcpRetransSegs = 72
udpInDatagrams = 0
udpOutDatagrams = 0

ShutDown at 133.679 seconds
Figure 44. TCPIPSTATISTICS Counters in the TCP.OUTPUT Data Set

For example, to get the percentage of re-transmitted packets, compare the
tcpRetransSegs value to the tcpOutSegs value. The tcpRetransSegs value is the
number of TCP re-transmissions that occurred since TCP/IP was started. The
tcpOutSegs value is the total number of TCP segments sent out from the MVS
TCP/IP system.
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72 / 360 = 0.20

= 20%

VM Tools

The following tables list tools that can be used to monitor the performance of
TCP/IP on VM. The tables include:

e Name of the tool
e Form of output the tool provides
e Data provided by the tool
e Standard reduction program to help analyze the data, if there is one

Tools to Monitor Transaction Rate and Throughput

Table 9 lists the tools on VM that can be used to monitor transaction rate and

throughput.

Table 9. Monitoring Tools for Transaction Rate and Throughput on VM

Tool Output Data Reduction

VM Monitor Disk or tape Average, trivial, nontrivial VMPRF
command rates

FTP client Screen data Bytes per second None

RTM VM/ESA* Screen data Transaction rate None

TPNS utility Resp report transactions per second Reduces TPNS
log data
NETSTAT Screen data None

Tools to Monitor Response Time
Table 10 lists the tools on VM that can be used to monitor response time.

Table 10. Monitoring Tools for Internal Response Time on VM

Tool Output Data Reduction

VM Monitor Disk or tape Trivial response time, average, VMPRF
major, minor

RTM VM/ESA Screen data Response time None

Tools to Monitor CPU Utilization
Table 11 lists the tools on VM that can be used to monitor CPU utilization.

Table 11. Monitoring Tools for CPU Utilization on VM

Tool Output Data Reduction
VM Monitor Disk or tape CPU busy time % by virtual VMPRF
machine

CP INDICATE Screen data CPU % utilization None

LOAD

RTM VM/ESA Screen data CPU % utilization None

cbsample Real-time Internal TCP/IP loads None
graphs
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Tools to Monitor Storage Consumption
Table 12 lists the tools on VM that can be used to monitor storage consumption.

Table 12. Monitoring Tools for Storage Consumption on VM

Tool Output Data Reduction

VM Monitor Disk or tape Paging rate, working set size, VMPRF
queues

CP INDICATE Screen data Paging rate, expanded storage None

LOAD activity

CP QUERY Screen data Expanded storage assignment None

XSTORE

RTM VM/ESA Screen data Storage % utilization, paging rate None
working set size

cbsample Real-time Buffer and control block usage None

graphs

Tools to Monitor Disk I/O Rate
Table 13 lists the tools on VM that can be used to monitor disk I/O rate.

Table 13. Monitoring Tools for Disk I/O Rate on VM

Tool Output Data Reduction
VM Monitor Disk or tape Disk 1/O rate VMPRF
RTM VM/ESA Screen data 1/0 rate, % utilization None

Tools to Monitor Communication Device Utilization
Table 14 lists the tools on VM that can be used to monitor communication device
utilization.

Table 14. Monitoring Tools for Communication Device Utilization on VM

Tool Output Data Reduction
VM Monitor Disk or tape Channel utilization, device utili- VMPRF
zation

RTM VM/ESA Screen data 1/0 rate, % utilization None

cbsample Program

A sample monitoring program, called cbsample, can be used on VM to monitor
internal TCP/IP loads and buffer and control block usage. See “cbsample Program”
on page 48 for more information.

CP INDICATE LOAD

INDICATE LOAD is a CP command that displays statistics about the operating load
on the VM system. It is available to privilege class E (systems analyst) or G
(general) users. More data is displayed to class E users. For more information,
see the CP Command and Utility Reference manual.
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CP QUERY XSTORE

FTP

NETSTAT

QUERY XSTORE is a CP command that displays information about real expanded
storage. It is available to privilege class B (system resource operator) users. For
more information, see the CP Command and Utility Reference manual.

As shown in “Using FTP” on page 14, the response time and throughput are shown
every time a user transfers a file using FTP.

This command can be used to monitor TCP/IP. The following list is a subset of the
NETSTAT parameters that you might want to use:

e ALL
e GATE
* POOLSIZE

For more examples of the NETSTAT command, including NETSTAT GATE, see
“Example Environment” on page 109. For more information on the NETSTAT
command, see the TCP/IP for VM: User's Guide.

NETSTAT ALL Command

You can use the NETSTAT ALL command to view information about all the TCP/IP
connections. In the following example, the output for only one TCP/IP user is dis-
played. The output from this command can be enormous if there are many users,
especially Telnet, on your system.

In Figure 45, notice that the amount shown for the MaxSndWnd, or send window, is
28KB. This amount is the default size of the OS/2 receive buffer.
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netstat all
VM TCP/IP Netstat V2R2

Client: FTPSERVE Last Touched: 0:00:10
Local Socket: RALVM12.RALEIGH.IBM.COM..FTP-C
Foreign Socket: DAGGER.RALEIGH.IBM.COM..1025
BackoffCount: 0
CTlientRcvNxt: 3474309660
ClientSndNxt: 1017879133
CongestionWindow: 7260
Local connection name: 1170
Sender frustration level: Contented
Incoming window number: 3474317826
Initial receive sequence number: 3474309633
Initial send sequence number: 1017878848
Maximum segment size: 1452
Outgoing window number: 1017907691
Precedence: Routine
RcvNxt: 3474309660
Round-trip information:
Max number unacked: 1
Smooth trip time: 0.070
Smooth trip variance: 0.079
Total acked: 4
Acks not counted: 0
Average trip time: 0.142
STowStartThreshold: 14336
SndNxt: 1017879133
SndUna: 1017879133
SndW11: 3474309660
SndW12: 1017879133
SndWnd: 28558
MaxSndWnd: 28672
State: Established
Pending TCP-receive buffer: 8192

Figure 45. Example of NETSTAT ALL Command on VM

NETSTAT POOLSIZE Command
You should use the NETSTAT POOLSIZE command to monitor the TCP/IP buffer
pools. When you use this command, the following information is displayed:

e Number of buffers allocated at startup time
e Current number of free buffers

e Low-water number, indicating the lowest number of free buffers reached since
startup

e Permit size
When the number of free buffers reaches the permit size, a warning message is
sent to the user IDs defined in the INFORM list, and TCPIP will slow down.

Depending on the observed variations of the low-water numbers in comparison to
the permit sizes, you might decide to change the values associated with the state-
ments in your configuration file.

Figure 46 shows an example of the response you could receive with the NETSTAT
POOLSIZE command.
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RTM VM/ESA

TPNS Utility

VM Monitor

netstat poolsize

VM TCP/IP Netstat V2R2

TCPIP Free pool status:

Object # alloc # free Lo-water Permit size
ACB 2000 1987 1846 200
CCB 750 716 706 50
Dat buf 300 280 204 60
Sm dat buf 1200 1078 1030 120
Env 750 750 721 75
Lrg env 25 24 23 5
RCB 50 50 50 3
SCB 512 490 363 34
SKCB 256 251 234 17
TCB 800 665 544 53
ucB 100 95 93 6

Figure 46. Example of NETSTAT POOLSIZE on VM

RTM VM/ESA is used for monitoring, analysis, and problem solving. The costs of
using the tool involve some CPU overhead, and the level of expertise necessary to
use the tool is that of a system programmer.

Specific commands that can be used for monitoring TCP/IP are:

* DISPLAY DEVICE

* DISPLAY GENERAL
e DISPLAY SRC USER
* DISPLAY USER

e DISPLAY VMX USER
* DISPLAY XUSER

For more information, refer to the Realtime Monitor VM/ESA Program
Description/Operations Manual.

Teleprocessing Network Simulator (TPNS) is a terminal and network simulation tool
that you can use to determine system performance and response time and to eval-
uate network design. The costs of using the tool involve CPU overhead only after
the measurement period. For more information on using TPNS, see the TPNS
General Utilities manual.

VM Monitor is a collection facility that comes with the VM operating system. The
costs of using the tool involve some CPU overhead on monitoring and data
reduction, and the level of expertise necessary to use the tool is that of a system
programmer.

For more information on the VM Monitor, see the VM/ESA Performance book.

To reduce the data that you get from VM Monitor, use VMPRF. VMPRF detects
and diagnoses performance problems, analyzes system performance, and then
gives you printed reports and trend data showing performance analysis.
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Example of the Use of VM Monitor and VMPRF

These are commands set up in the PROFILE EXEC of the user ID you will be mon-
itoring from. These commands are not really specific to TCP/IP but the high
sample and interval rate are useful when benchmarking TCP/IP.

'CP SET PF12 RET'

"CP MONITOR SAMPLE ENABLE I/0 ALL'

'"CP MONITOR SAMPLE ENABLE USER ALL'

"CP MONITOR SAMPLE ENABLE PROCESSOR'
"CP MONITOR SAMPLE ENABLE STORAGE'

"CP MONITOR SAMPLE INTERVAL 10 SECONDS'
"CP MONITOR SAMPLE RATE 2 SECONDS'

'SET LDRTBLS 25'

Figure 47. VM Profile Commands for Monitoring

Figure 48 shows the commands that are in an EXEC on another user ID. The
EXEC is invoked when everything is set up to begin testing. (You might find it
convenient to have function keys set up for querying the time.)

"SET PF1 IMMED Q TIME '

'SET PF2 IMMED Q MONITOR '

'CP SEND MONWRITE MONWRITE MONDCSS * MONITOR DISK'
'CP SLEEP 5 SEC'

"CP MONITOR START'

Figure 48. EXEC to Set Up and Start Monitoring with VM Monitor

Notice that the first MONWRITE in the third line is the user ID we are monitoring
from. The second MONWRITE is the command we are sending to the user ID.

On the same user ID, we have an EXEC to stop the monitor when testing is com-
pleted as shown in Figure 49:

'CP MONITOR STOP'
'CP SLEEP 10 SEC'
"CP SEND MONWRITE STOP'

Figure 49. EXEC to Stop Monitoring with VM Monitor

Figure 50 shows the file created by the monitor that has the date as the file name
and the time as the file type. You might want to rename the file to have a more
meaningful name.

MONWRITE FILELIST AQO V 108 Trunc=108 Size=29 Line=1 Col=1 A1t=0
Cmd Filename Filetype Fm Format Lrecl Records Blocks Date
D120193 T103129 Al F 4096 148 148 12/01/93 10

Figure 50. File Created by VM Monitor

Figure 51 shows an example of the use of the VMPRF command to reduce the
data:
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vmprf sshxpn disk nmy0993e monwdata (settings(stime=23:01:54
etime=23:02:45 system=nmy0993e)

2 Dec 1993 09:06:48 VMPRF Version 1.2.1

2 Dec 1993 09:06:49 VMPRF Command Line appears on following line:
2 Dec 1993 09:06:49 VMPRF vmprf sshxpn disk nmy0993e monwdata
(settings(stime=2

:01:54 etime=23:02:45 system=nmy0993e)

2 Dec 1993 09:06:55 VMPRF Reduction Started.

DMSLIO7401 Execution begins...

2 Dec 1993 09:08:03 VMPRF Vtime=13.02, Ttime=13.98, Connect time= 45
2 Dec 1993 09:08:04 VMPRF Reduction Completed with Return Code: 4
2 Dec 1993 09:08:13 VMPRF Completed with Return Code 4

Ready (00004) ;

Figure 51. Using VMPRF to Reduce the VM Monitor Data

The second word in the VMPRF command, sshxpn, is the name of the file
SSHXPN MASTER. NMY0993E MONWDATA is the data produced by VM Monitor.

The EXEC uses the following file called SSHXPN MASTER, as shown in
Figure 52.

**% Input Parameter Files #**x

SETTINGS SSHXPN  SETTINGS =*
REPORTS SHANIS  REPORTS =*
INCLUSER SHANIS  INCLUSER =*
UCLASS SHANIS  UCLASS =

**% Qutput Files #x=*

LISTING SSHXPN  LISTING A
LOG VMPRF LOG A
RUNFILE VMPRF RUNFILE A
TREND VMPRF

SUMMARY VMPRF SUMMARY A

Figure 52. Sample Master File

The input files to SSHXPN MASTER, including usage notes, are shown in “Input
Files for the VM Monitor Example” on page 201. The INCLUSER file makes sure
that certain users are always included in the reports.

To find out the CPU utilization for the time period monitored, look at the
USER_RESOURCE_UTIL report, as shown in Figure 53:
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<-Seconds->

T/V
Userid Pct Total Virt Ratio

TCPIP3 0.6 22 14 1.5
FTPD32 0.1 2 1 2.1
FTPD31 0.0 1 1 2.1
MONWRITE 0.0 1 1 2.5
FTPSERV3 0.0 1 0 2.1
FTPD3 0.0 1 0 2.1

Sum/Mean 0.9 32 19 1.7
Figure 53. Part of Sample USER_RESOURCE_UTIL Report

Notice that for our example the TCPIP3 user ID used 22 seconds of CPU time.

You can also track the CPU utilization on the UCLASS VMCOMM_ACTIVITY
report, as shown in Figure 54. CPU seconds is the number of CPU seconds
divided by the number of messages that were sent.

<-Message Rate-> ... <-Per Message->
IUCV+VMCF ...
Log-

User ged Total ven CPU

Class Users Msgs Total cen Secs

TCPIP Sv 1 3744 4.274 ... 0.0057

FTP Serv 4 3400 3.882 ... 0.0013

Monitors 1 585 0.668 ... 0.0021

OurUsers 1 344 0.393 ... 0.0120

Sum/Mean 14 8073 9.216 ... 0.0039

Figure 54. Part of Sample UCLASS_VMCOMM_ACTIVITY Report

For this example, the FTP servers used 0.0013 * 3400 or 4.4 seconds of CPU time.
The TCP/IP user ID used 0.0057 * 3744 or 21.3 seconds of CPU time.

UCLASS reports group users as specified in the UCLASS file. Our UCLASS file
(shown in Figure 99 on page 203) groups the FTP users together.

You might want to group all the default users together, as shown in Figure 100 on
page 204. This can be an initial way to start studying the resources that TCP/IP is
using overall.

To look at disk I/O (DASD), use the UCLASS_RESOUCE_UTIL (Figure 55) or
UCLASS VMCOMM_ACTIVITY report (Figure 56) to get the number of disk 1/Os.
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User
Class

TCPIP Sv
FTP Serv
OurUsers
Monitors
CMS User

Sum/Mean

Log-
ged
Users

(S e e

14

<-Seconds->

T/V ...
Pct Total Virt Ratio ...
0.6 22 14 1.5 .
0.1 4 2 2.1.
0.1 4 2 1.9.
0.0 1 1 2.5.
0.0 0 0 3.4.
0.9 32 19 1.7 ...

. <-DASD->

Rate
While
Logged

5.95

Figure 55. Part of Sample UCLASS RESOURCE_UTIL Report

Because TCP sends the information to FTP and FTP writes or reads to disk, the

disk I/O for TCP should always be zero, as shown in Figure 56.

User
Class

TCPIP Sv
FTP Serv
Monitors
OurUsers

Sum/Mean

Log-
ged
Users

1
a
1
1

14

<-Message Rate-> ...
IUCV+VMCF ...

Total
Msgs Total

3744 4.274
3400 3.882
585 0.668
344 0.393

8073 9.216

DASD
SSCH

. +RSCH

0.64

<-Per Message->

Figure 56. Part of Sample UCLASS_VMCOMM_ACTIVITY Report

When you look at the DASD SSCH +RSCH column, it is equal to the total number

of disk 1/0 operations divided by the number of messages. In this example, the

FTP servers issued 3400 * 0.61 or 2074 disk I/Os.

Network 1/O is shown in the DIAG 98 column in Figure 57 and has the count for

TCP/IP communication with the Interconnect Controller on its way to and from the

network (in this case through an ESCON channel and the AIX operating system).
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S Message Rate--->

IUCV+VMCF ...
Log-
User ged Total ce DIAG
Class Users Msgs Total cen 98
TCPIP Sv 1 3744 4.274 ... 14.897
FTP Serv 4 3400 3.882 ... 0
Monitors 1 585 0.668 ... 0
OurUsers 1 344 0.393 ... 0
Sum/Mean 14 8073 9.216 ... 14.897

Figure 57. Part of Sample UCLASS_VMCOMM_ACTIVITY Report

If your installation is not using DIAGNOSE X'98' for TCP/IP 1/O, then you can view
I/O counts for network devices using the RTM/VM ESA commands, DISPLAY 1/O or
DISPLAY DEV.

AIX Tools

The following tables list tools that can be used to monitor the performance of
TCP/IP on the AIX operating system. The tables include:

e Name of the tool

e Form of output the tool provides

e Data provided by the tool

e Standard reduction program to help analyze the data, if there is one

Tools to Monitor Transaction Rate and Throughput
Table 15 lists the AIX tools that can be used to monitor transaction rate and
throughput.

Table 15. AIX Monitoring Tools for Transaction Rate and Throughput

Tool Output Data Reduction

ftp client Screen data KB per second None

netpmon Standard Packets, reads, writes, and bytes None
output per second

Tools to Monitor Response Time
Table 16 lists the AIX tools that can be used to monitor response time.

Table 16. AlX Monitoring Tools for Internal Response Time

Tool Output Data Reduction
netpmon Standard Response time for sending, None
output receiving, and processing

packets, reads, writes, and rpcs
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Tools to Monitor CPU Utilization
Table 17 lists the AIX tools that can be used to monitor CPU utilization.

Table 17. AlX Monitoring Tools for CPU Utilization

Tool Output Data Reduction
iostat -t Standard % user busy, % systems busy None
output
sar -u Standard % user busy, % systems busy Other forms of
output sar command
time/timex Standard % user busy, % systems busy None
output
ps u orv Standard None
output
netpmon Standard CPU use for network activity None
output

Tools to Monitor Storage Consumption
Table 18 lists the AIX tools that can be used to monitor storage consumption.

Table 18. AIX Monitoring Tools for Storage Consumption

Tool Output Data Reduction

sar -r Standard Page faults per second None
output

ps v Standard None
output

vmstat Standard None
output

Tools to Monitor Disk I/O Rate
Table 19 lists the AIX tools that can be used to monitor disk I/O rate.

Table 19. AIX Monitoring Tools for Disk I/O Rate

Tool Output Data Reduction

iostat -d Standard % active KB per second, trans- None
output fers per second

filemon Standard Reads, writes, response times, filemon
output sizes

Tools to Monitor Communication Device Utilization
Table 20 lists the AIX tools that can be used to monitor communication device utili-
zation.

Table 20. AIX Monitoring Tools for Communication Device Utilization

Tool Output Data Reduction
netstat Screen data None
nfsstat Screen data None
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The commands to monitor TCP/IP on the AIX operating system are standard com-
mands that come with the operating system. They are covered very thoroughly in
the IBM AIX Version 3.2 for RISC System/6000 Performance Monitoring and
Tuning Guide. The level of expertise necessary to use the commands varies from
end user to system programmer.

flemon Command

This command monitors the performance of the file system and reports the 1/O
activity. There is some trace analysis overhead associated with it.

ftp
As shown in “Using FTP” on page 14, the response time and throughput are shown
every time a user transfers a file using FTP.

lostat Command
This command monitors terminal and disk 1/O activity. You can run it to get cumu-
lative statistics or statistics for successive intervals. Specifically, iostat:

e -d limits the report to the physical volume data
e -t limits the report to the controlling workstation and CPU data

netpmon Command

This command monitors activity and reports statistics on network I/O and network-
related CPU usage. There is some CPU overhead associated with using it.

netstat Command

This command that can be used to monitor TCP/IP. The following list is a subset
of the netstat parameters that you might want to use:

Coll Displays the number of input or output collisions occurring on SLIP inter-
faces
Mtu Displays the largest packet allowed on a particular interface

Packets Displays the number of incoming and outgoing packets for an interface
-i Displays statistics about configured interfaces

-m Displays statistics recorded by the network memory management rou-
tines, including the number of assigned mbuf structures

Y Displays statistics about network devices

-l Displays statistics about the network interface
nfsstat Command

This command displays information about the Network File System (NFS) and
remote procedure calls (RPCs).
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ps Command

sar Command

This command displays information about active processes. Specifically, ps:

¢ u displays the following columns in the report: USER, PID, %CPU, %MEM, SZ,

RSS, TTY, STAT, STIME, TIME, COMMAND

¢ v displays the following columns in the report: PID, TTY, STAT, TIME, PGIN,

SIZE, RSS, LIM, TSIZ, TRS, %CPU, %MEM, COMMAND

This command produces reports on system activity and resource usage. Specif-

ically, sar:

e -r reports on paging statistics
e -u reports on CPU utilization

time and timex Commands

These commands report the elapsed time, user CPU time, and system CPU time

for a command. The timex command has options that request accounting and
system activity statistics.

vmstat Command
This command monitors real and virtual memory statistics. It also provides statis-

tics on disk transfers, system traps, and CPU activity.

OS/2 Tools

The following tables list tools that can be used to monitor the performance of
TCP/IP on the OS/2 operating system. The tables include:

¢ Name of the tool

e Form of output the tool provides

e Data provided by the tool

e Standard reduction program to help analyze the data, if there is one

Tools to Monitor Transaction Rate, Throughput, and Response
Time

Table 21 lists the OS/2 tools that can be used to monitor transaction rate and
throughput.

Table 21. OS/2 Monitoring Tools for Transaction Rate and Throughput

Tool Output Data Reduction
FTP Messages KB/second None
NETSTAT Screen data None

Tools to Monitor CPU Utilization
Table 22 lists the OS/2 tools that can be used to monitor CPU utilization.
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Table 22. OS/2 Monitoring Tools for CPU Utilization

Tool Output Data Reduction

PULSE Interactive % CPU utilization None
graphing

SPM/2 Screen print, CPU seconds SPM/2
File

Tools to Monitor Storage Consumption
Table 23 lists the OS/2 tools that can be used to monitor storage consumption.

Table 23. OS/2 Monitoring Tools for Storage Consumption

Tool Output Data Reduction
SPM/2 Screen, File Memory analysis SPM/2
Theseus/2 Screen, File Memory Analysis SPM/2

Tools to Monitor Disk I/O Rate
Table 24 lists the OS/2 tools that can be used to monitor disk 1/O rate.

Table 24. OS/2 Monitoring Tools for Disk I/O Rate

Tool Output Data Reduction
SPM/2 Screen, File Disk 1/0 analysis SPM/2

FTP
As shown in “Using FTP” on page 14, the response time and throughput are shown
every time a user transfers a file using FTP.

NETSTAT

This command that can be used to monitor TCP/IP. The following list is a subset
of the NETSTAT parameters that you might want to use:

-i Displays statistics about the IP layer

-n  Displays statistics about LAN interfaces

-m  Displays statistics about memory buffer usage

-r Displays statistics about routing tables and corresponding network interfaces
-t Displays statistics about the TCP layer

-u  Displays statistics about the UDP layer

The following example shows the netstat -i command:
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PULSE

SPM/2

%C:\netstat -i

total packets received 8087

checksum bad 0

packet too short 0

not enough data 0

ip header Tength < data size 0

ip length < ip header Tength 0

fragments received 0

frags dropped (dups, out of space) 0
fragments timed out 0

packets forwarded 0

packets rcvd for unreachable dest 75
packets forwarded on same net 0

requests for transmission 590

output packets discarded because no route could be found 0
input packets delivered successfully to user-protocols 8012
input packets with an unknown protocol 0
output packets successfully fragmented 0
output fragments created 0

fragmentation failed 0

successfully assembled packets 0

For more information on the NETSTAT command, see the TCP/IP for OS/2:
Command Reference.

Pulse is a graphic representation of the use of the system. It shows how different
activities affect the system and how much processor power is available for other
programs. The system use is displayed in a dynamically updated graph in the
window. Although you can opt to have the graph filled in with color, we do not
recommend that you use this while measuring CPU utilization.

Since Pulse will rescale if the utilization is high, it will not always represent 0-100,
but more like 90-100.
Pulse comes with OS/2. To use it:

1. Select OS/2 System
2. Select Productivity
3. Select Pulse

System Performance Monitor/2 (SPM/2) is used to analyze the performance of the
hardware and software on an OS/2 system. You can use SPM/2 commands
through either:

¢ The Presentation Manager interface

e An OS/2 prompt

* A C language program written to the application programming interface (API).
You can use SPM/2 to:

e Collect performance data about the OS/2 system and the applications running
on it

» Display performance data via graphs in real time as well as in playback mode
e Create performance reports
e Calculate directory and file sizes

e Analyze memory at several levels, including the working set

Chapter 4. Monitor Performance 71



Be aware that the more statistics you collect using SPM/2, the larger the impact on
your system overhead, especially when graphing in real time.

THESEUS2*

THESEUS?2 is supplied with SPM/2 and it monitors system usage in much more
detail. Using THESEUS2's memory analysis, you start with a list of all active proc-
esses and navigate from one control block to another via the use of hyperblocks.

You could use THESEUS? to find out:

¢ What is the memory usage or working set of the entire OS/2 system?
e What is the kernal memory usage?
e What is the memory usage or working set of a single process?

You can also use THESEUS2 to do program analysis functions. Using program
analysis you could find out:

e What are the contents of control registers?

¢ What is at an address?

¢ What are the valid contexts for a shared linear address?
e Where is the code loaded?

e Is a process accumulating memory?

You can use THESEUS2 through the Presentation Manager interface or with a
program written in either C or REXX to the API.

We recommend you use SPM/2 to monitor your OS/2 system, then using
THESEUS?2 only if you need a more detailed and complex analysis.

The SPM/2 and THESEUS2 manuals are delivered softcopy with the product.

DOS Tools

The following tables list tools used to monitor the performance of TCP/IP on DOS.
The tables include:

¢ Name of the tool

e Form of output the tool provides

e Data provided by the tool

e Standard reduction program to help analyze the data, if there is one

Tools to Monitor Transaction Rate, Throughput, and Response
Time

Table 25 lists the tools on DOS that can be used to monitor transaction rate and
throughput.

Table 25. Monitoring Tools for Transaction Rate and Throughput on DOS

Tool Output Data Reduction
FTP Messages KB/second None
NETSTAT Screen data None
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Tools to Monitor Storage Consumption
Table 26 lists the tools on DOS that can be used to monitor storage consumption.

Table 26. Monitoring Tools for Storage Consumption on DOS

Tool Output Data Reduction

MEM or MEM/C Screen Memory analysis None

FTP

As shown in “Using FTP” on page 14, the response time and throughput are shown
every time a user transfers a file using FTP.

MEM Command

Figure 58 shows an example of the MEM command:

C:\>mem

655360 bytes total memory
654336 bytes available for DOS
610512 largest executable program size

2473984 bytes total EMS memory
2097152 bytes free EMS memory

2031616 bytes total XMS memory
2031616 bytes available XMS memory
0 bytes available contiguous extended memory
64Kb High Memory Area available

Figure 58. Example of the MEM Command on DOS

Figure 59 shows an example of the MEM /C command:

C:\>mem /c

Memory below 640K (Conventional Memory)

Name Size in Decimal Size in Hex

DOS 32176 ( 31.4K) 7DB0O

COMMAND 4880 ( 4.8K) 1310

APPEND 6480 ( 6.3K) 1950

FREE 192 ( 0.2K) Co

FREE 610512 (596.2K) 950D0

Total FREE: 610704 (596.4K)

Total bytes avail to programs : 610704 (596.4K)
Largest executable program size : 610512 (596.2K)

2473984 bytes total EMS memory
2097152 bytes free EMS memory

2031616 bytes total XMS memory
2031616 bytes available XMS memory
0 bytes available contiguous extended memory
64Kb High Memory Area available

Figure 59. Example of the MEM /C Command on DOS
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NETSTAT Command

This command that can be used to monitor TCP/IP. The following list is a subset
of the NETSTAT parameters that you might want to use:

-i Displays statistics regarding configured interfaces
-m  Displays statistics for the network's private buffer pool

For more information on the NETSTAT command, see the TCP/IP for DOS:
Command Reference.

0OS/400* Tools

For more information on performance monitoring on the OS/400 operating system,
see the AS/400 Programming: Work Management Guide and the AS/400 Program-
ming: Performance Tools/400 Guide.
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Chapter 5. Tune Your Network Environment

In this chapter, tuning changes that you can make are listed by operating system
within each topic to improve performance in the following areas:

e Transaction rate, throughput, and response time
e CPU utilization

e Storage consumption

e Disk I/O rate

e Communication device utilization

e Specific software applications

There are also guidelines for SNALINK performance.

Improving Transaction Rate, Throughput, and Response Time

Throughput can be tuned across TCP/IP by working with the send and receive
buffer size and packet size. You can also increase throughput by relieving con-
straints on storage and disk 1/O.

Table 27 shows the commands to view the buffer and packet sizes across the
operating systems.

Table 27. How to View Send/Receive Buffer Size and MTU by Operating System

Host Send/Receive Buffer Size MTU/Packet Size

MVS Look at TCP/IP profile or use the Use the NETSTAT GATE command
NETSTAT ALL command

VM Look at TCP/IP profile or use the Use the NETSTAT GATE command
NETSTAT ALL command

AIX Use the NO -A command Use the NETSTAT -1 command

0s/2 (Always set to 28KB) Use the NETSTAT -N command

DOS Look at the TCPDOS.INI file Look at the TCPDOS.INI file

0S/400 Use the Display Connection Status Use Work with TCP/IP Network Status
(DSPCNNSTS) command (screen 3 (WRKTCPSTS) command or the
of 4) NETSTAT command, then display

TCP/IP route information

You might want to make another table like this for any non-IBM operating systems
where you are running TCP/IP to use for quick reference.

After tuning TCP/IP using send and receive buffer size and MTU size, consider
relieving another constraint with storage or disk I/O to further improve response
time.

You should also look at which host is doing any data translation. Make sure that
the translation is being done on the faster or less constrained computer.
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Work with Send and Receive and Other Key Buffer Sizes

==

As discussed in “Understanding TCP/IP Send and Receive Buffers” on page 6 and
“Changing the Send and Receive Buffer Size” on page 31, you can change the
send and receive buffer sizes to alter performance. You affect the window size that
TCP uses by changing the size and amount of send and receive buffers.

Before changing the size and number of the various types of data buffers, you
should carefully consider the possible impact on the system.

Determining the Optimum Buffer Size
You can determine the theoretical optimum size of your send and receive buffers.

1. Monitor the round-trip time for a packet to a typical host using PING. (We
recommend that you do a series of PINGs to get a better survey of the possible
round-trip times.) Be sure to use the average packet size for the length of the
PING, not the default size.

2. Determine the theoretical bandwidth of the transmission medium you are using.
For example, a 10Mb Ethernet has a bandwidth of 1.2MBps, and a 16Mb token
ring has a bandwidth of 2MBps.

If you have multiple links of different LAN media on your network, use the
bandwidth of the slowest link to perform the calculation.

3. Use the following formula:
round-trip time * maximum network bandwidth = optimum window

For example, if you determine a round-trip time of 15 milliseconds and a token-
ring bandwidth of 2MB per second, then:

0.015 seconds * 2,000,000 bytes per second = 30,000 bytes or 30KB

Using a smaller buffer size than the optimum window size will decrease throughput;
using a larger size will not improve throughput.

This calculation is only a guess at the optimum buffer size since not all your traffic
will be going to the same host.

Work with Packet Size
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As discussed in “Understanding Fragmentation” on page 10 and “Changing the
Packet Size” on page 32, the MTU is the number of bytes that can be handled by
the host or network. Some networks limit the packet size to a smaller value.
Recommended values for packet size are:

e 1492 bytes for Ethernet 802.3

e 1500 bytes for Ethernet Version 2 IEEE
e 1500 bytes or 2KB or 4KB for token ring
e 2046 bytes for frame relay

e 4352 bytes or 2KB or 4KB for FDDI

e 65 515 bytes for HPPI (for MVS)

e 32 756 bytes for HPPI (for VM)

e 65 520 bytes for CTC (for MVS)

e 32 768 bytes for CTC (for VM)

Note: Packet size is determined during the connection establishment between
client and server. The packet size for each is compared, and the smaller
size is used. Because TCP/IP for OS/2 attempts to optimize the combina-
tion of values used for segment size and TCP window size, and you may
get unexpected results, see “Getting Unexpected Results After Changing
the MTU Size” on page 84 for more information.

Determining the Optimum Packet Size

Throughout this guide, our advice on packet size and send and receive buffer size
has been “bigger is better.” But bigger is not always better. Figure 60 shows
throughput plotted against packet size.
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Figure 60. Maximum Throughput As a Function of Packet Size

As packet size is increased, throughput increases, but only up to a certain point.
After that point, throughput decreases as packet size is increased. One reason is
that the TCP window has a fixed limit to its size. If we could keep increasing the
size of the window as we continued to increase the packet size, we would not see
this drop-off in throughput.

If you have a system where the TCP window size is kept small and the packet size
is very large, you might see this effect. However, most adapters and software
implementations limit the packet size to a small value relative to the TCP window
size, so you might never see this happen.

Bigger is not always better for send and receive buffer size either. If the packet
size is kept very small and the number of hops between systems is small, then a
bigger TCP window will not always improve throughput. At some point there will be
enough capacity in the TCP window so that throughput cannot be increased by
increasing the window size.

On the MVS and VM Operating Systems

The following key areas affect the transaction rate and throughput:

¢ Send and receive buffer amount and size
¢ Packet size

These areas can be tuned using statements in the configuration data set or file.
For more detailed information about these statements, see the TCP/IP for MVS:
Customization and Administration Guide for the MVS configuration data set
(hlg.PROFILE.TCPIP) or TCP/IP for VM: Planning and Customization for the VM
configuration file (PROFILE TCPIP).

Work with Send and Receive Buffers
There are several kinds of data buffers that influence window size.

e Data buffers

e Small data buffers
e Tiny data buffers
e Envelopes

e Large envelopes

The number of data buffers is limited only by the amount of virtual storage.
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For more information on how to determine how many you need of each type of
data buffer, see “Example of Analyzing Buffers Used by FTP on MVS” on
page 175.

Using the DATABUFFERPOOLSIZE Statement:  Use this statement to specify
the size of the buffers in the free pool that are used to hold data during TCP/IP
address space processing. You can also use it to specify the number of data
buffers.

Here is an example of a DATABUFFERPOOLSIZE statement to create 100 data
buffers of 32KB each:

DATABUFFERPOOLSIZE 100 32768

The size of the data buffer can be any of the following byte amounts:

e 8 192 (default for MVS V3R1 without performance PTFs)

e 12 288

e 16 384 (default for to MVS V3R1 with performance PTFs and also V3R2)
e 24 576

* 28 672

e 32 768

e 49 152

If you are tuning your MVS system, you can also use the following sizes:

* 65 536
* 08 304
e 131 072
196 608
* 262 144

Using larger data buffers will often increase throughput for a file transfer. We
recommend that you use 32 768 bytes. If you are only using IBM's TCP/IP with
IBM's Offload, then you can decrease the size to 28 672 bytes.

The default number of regular data buffers is 160. Running out of data buffers
causes the abnormal ending of active connections.

Using the SMALLDATABUFFERPOOLSIZE Statement: Use this statement to
specify the number of small data buffers. Small data buffers hold 2048 bytes of
data, in contrast to regular data buffers, which hold 8192 bytes or more. They are
used by TELNET server TCP connections. Each Telnet server connection holds
one buffer while idle. Small data buffers are also required for any 3172 Offload
feature connection.

If there is no small data buffer pool defined, Telnet will use regular data buffers.

Using small data buffers in the place of regular data buffers saves at least 6144

(8192 - 2048) bytes of virtual storage. More virtual storage is saved if the buffer
size specified on the DATABUFFERPOOLSIZE statement is larger than 8192.

The default number of small data buffers is 0.

Here is an example of the SMALLDATABUFFERPOOLSIZE statement:
SMALLDATABUFFERPOOLSIZE 1200
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Using the TINYDATABUFFERPOOLSIZE Statement:  Use this statement to
specify the number of tiny data buffers. Tiny data buffers hold 256 bytes of 3172
Offload for OS/2 control information. You must have enough tiny data buffers for
TCP/IP to work correctly with 3172 Offload for OS/2. If you run out of tiny data
buffers, TCP/IP will not be able to communicate with the Offload host. The default
number of tiny data buffers is 0.

Here is an example of the TINYDATABUFFERPOOLSIZE statement:
TINYDATABUFFERPOOLSIZE 500

Using the ENVELOPEPOOLSIZE Statement:  Use this statement to specify the
number of small envelopes. Envelopes hold datagrams and fragments during
TCPI/IP processing. They can be small or large. The smaller envelopes hold 2048
bytes of data. The default number of envelopes is 750.

Here is an example of the ENVELOPEPOOLSIZE statement:
ENVELOPEPOOLSIZE 750

Using the LARGEENVELOPEPOOLSIZE Statement:  Use this statement to
specify the size and number of large envelopes. A large envelope is used only if a
packet does not fit in a small envelope. Also, large envelopes are used to hold IP
datagram fragments during reassembly because the datagram size is not known
until reassembly is complete.

You can change the number of large envelopes from the default of 50. Running
out of large envelopes causes TCP/IP to drop outgoing and incoming packets. The
resulting retransmission of lost packets lowers performance.

Here is an example of the LARGEENVELOPEPOOLSIZE statement:
LARGEENVELOPEPOOLSIZE 50 8192

The size of the large envelope can be any of the following byte amounts:

8 192 (default)

16 384

e 32 768

65 535 (MVS only)

Work with Packet Size
The MTU can be no larger than the large envelope size. You can change the MTU
using the GATEWAY statement entry pertaining to the network connection.

If you are using ROUTED, you will need to change the MTU using the
BSDROUTINGPARMS statement instead of the GATEWAY statement.

Do not assume that just because you can modify the MTU size on MVS or VM, that
the adapter, controller software, or client software will support the same size
packet.

Using the GATEWAY Statement:  Use this statement to specify the MTU size.

Here is an example of a GATEWAY statement to set the MTU to 16 384 for the
LINK1 interface:
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GATEWAY
* Network first-hop driver packet-size subnet-mask
192.8.4 14.0.0.10 LINKI 16384 0

Using the BSDROUTINGPARMS Statement: Use this statement to specify the
MTU size if you are using ROUTED. You can say whether or not the packet size
you specify for the interface is always used, regardless of the final destination host,
or if the default maximum packet size of 576 is used when sending to networks that
are not locally attached.

Here is an example of a BSDROUTINGPARMS statement to set the MTU to
16 384 for the LINK1 interface:

BSDROUTINGPARMS false

;5 link  maxmtu metric subnet mask dest addr
LINK1 16384 0 255.255.255.0 0

ENDBSDROUTINGPARMS

To Take Advantage of a 64K Large Envelope Size: Using a CTC or HPPI con-
nection between to MVS systems, you can take advantage of the 64K large
envelope size by specifying packet size on the GATEWAY or
BSDROUTINGPARMS statement to be:

e 65 520 for CTC, is the maximum value
e 65 515 for HPPI, which allows for the 40-byte HPPI FP/LE header

On the AIX Operating System

The following key areas affect the transaction rate and throughput in any AIX envi-
ronment:

¢ Send and receive buffer size
e MTU (packet) size

The mbuf pool size can also affect response time in the AIX environment. Refer to
the section on that subject in the AIX for RISC System/6000 Performance Moni-
toring and Tuning Guide.

Work with Send and Receive Buffer Size

Higher throughput occurs with the maximum possible send and receive buffer size
because fewer acknowledgements are needed. When running on the AIX oper-
ating system on a PS/2, send and receive buffer sizes are fixed at 16KB. On the
RISC System/6000, you can make the send and receive buffer size equal to 4, 16,
32 or 64KB. The default is 16KB.

If you have root authority, the NO command can also be used to change the size of
the send and receive buffers. Use NO -A to view the current setting. To make
these buffers as large as possible, issue the following commands:

no -o tcp_sendspace=32768
no -o tcp_recvspace=32768
no -o udp_sendspace=32768
no -o udp_recvspace=32768

To permanently change the size of these buffers, you can edit the /etc/rc.net file.
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Work with MTU (Packet) Size
I