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World’s Easiest Quiz
Passing requires only 4 correct answersPassing requires only 4 correct answersPassing requires only 4 correct answersPassing requires only 4 correct answers…………a mere 40%a mere 40%a mere 40%a mere 40%

1. How long did the Hundred Years War last?
2. Which country makes Panama hats?
3. From which animal do we get catgut?
4. In which month do Russians celebrate the October Revolution?
5. What is a camel’s hair brush made of?
6. The Canary Islands in the Atlantic is named after what animal?
7. What was King George VI’s first name?
8. What color is a purple finch?
9. Where are Chinese gooseberries from?
10.What is the color of the black box in a commercial airplane?



© 2010 IBM Corporation

IBM Power Systems

3

World’s Easiest Quiz
Passing requires only 4 correct answersPassing requires only 4 correct answersPassing requires only 4 correct answersPassing requires only 4 correct answers…………a mere 40%a mere 40%a mere 40%a mere 40%
1. How long did the Hundred Years War last?  118 years
2. Which country makes Panama hats? Ecuador
3. From which animal do we get catgut? Goat & Sheep
4. In which month do Russians celebrate the October Revolution? November 1
5. What is a camel’s hair brush made of? Squirrel Fur
6. The Canary Islands in the Atlantic is named after what animal? Dogs
7. What was King George VI’s first name? Albert
8. What color is a purple finch? Crimson
9. Where are Chinese gooseberries from? New Zealand
10.What is the color of the black box in a commercial airplane? 

Orange, of course
How did you do?
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As The World Gets Smarter, Demands On IT Will Grow

Smart energy 
grids

Smart 
healthcare

Smart food 
systems 

Intelligent     
oil field 
technologies 

Smart supply 
chains 

Smart retail

•
IT infrastructure must grow to meet these demands

global scope, processing scale, efficiency

Devices will be 
connected to 

the internet by 
2011

1 Trillion
Global trading 

systems are under 
extreme stress, 

handling billions of 
market data 

messages each day

25 Billion 70? per $1
70% on average is 

spent on 
maintaining current 

IT infrastructure 
versus adding new 

capabilities

Digital data is 
projected to grow 
tenfold from 2007 

to 2011.

10x
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S/360 IBM PC World Wide Web

Computers have 
moved out of the 

data center 
“Internet of Things”

And into the 
world. 

Welcome to the decade of Smart. 
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350,000,000,000

1,000,000

87,500,000,000

175,000,000,000

262,500,000,000

Transactions per year

per dayper month

120M 3.65B

350B

Future workloads. Today’s 

utility is not only thinking about the 
datacenter managing a PC network or 
an ERP system. It’s expecting the grid 
to manage itself, reading meters not 
once a month…but every 
15 minutes.

every 15 min 
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Rising costs and complexity threaten profits and 
competitiveness
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Power and cooling costs  x8

SOURCE: IDC, ‘Worldwide Server Power and Cooling Expense 2006-2010,’ Document #203598, Sept. 2006

Server mgmt and admin costs  x4

New server spending

Steady CAPEX expenseSteady CAPEX expense

Growing OPEX expenseGrowing OPEX expense

Cost Structure

Energy expense approaches 
new server spending
Energy expense approaches 
new server spending

Virtualization & 

Consolidation

Standardization & 

Automation
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Four major IBM 
themes

New 
Intelligence

New 
Intelligence

Smart
Work

Smart
Work

Dynamic 
Infrastructure

Dynamic 
Infrastructure

Green & 
Beyond 

Green & 
Beyond 

IBM’s smarter 
planet vision

The world has become flatter 
and smaller. Now it must 

become smarter. 

Building a Smarter Planet – Dynamic Infrastructure

How do I create an 
infrastructure that drives 

down cost, is intelligent and 
secure, and is just as dynamic 
as today’s business climate ?

Dynamic 
Infrastructure

Dynamic 
Infrastructure

http://www.ibm.com/systems/dynamicinfrastructure
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• Manage Your Facilities  • Manage Your Transportation/Fleet  
• Converge Business and IT Infrastructure Management 

The IBM Dynamic Infrastructure

Service 
Management

Virtualization

Energy
Efficiency

Information
Infrastructure

Security

Business 
Resiliency

Asset 
Management 

• Converge Business and IT  • Automate IT Processes • Manage Business Services
• Manage SOA Environments  • Improve Service Delivery with Cloud Computing

• Desktop sprawl  • Escalating storage costs  • Server sprawl 
• Application Infrastructure Inefficiencies • Reduce Test/Development Cost with CloudBurst

• IT Energy Efficiency  • Green Data Center • Energy Management  • Environmental Leadership

• Compliance  • Availability  • Retention  • Security

• Security Compliance  • Identity and Access Management  
• Network, Server and Endpoint Security  • Application Security 

• Continuity Planning • High Availability  • Disaster Recovery  • Information Protection 

Manage RiskImprove ServiceReduce Cost

Initiatives Scenarios and solutions
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System z

Power Systems
System x

BladeCenter
Storage

IBM
Technology
Leadership

z\OS
Virtualization

Processors
Power EfficiencyRAS Security

IBM
Research

Focus on Innovation
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i525
i550 i570 i595

i515

System i

p520
p550 p570 p595

System p
BladeCenter 
JS21/JS22

Power 780 Power 595
Power 750

Power 520BladeCenter 

Power 770

IBM Power Systems
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✓4, 6 or 8 cores per socket
✓3.0 to 4.14 GHz
✓Up to 4 threads per core
✓Integrated eDRAM L3 Cache
✓Dynamic Energy Optimization

Technology leadership
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Processor Technology
IBM Investment in the Power Franchise

2004  2001 2007  2010  

POWER4™
180 nm

POWER5
130 nm

POWER6
65 nm

POWER7
45 nm

POWER8™

Future  
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Power Systems

IBM Systems Software

� New POWER7 in middle of the line
� Power Blades
� Power 750 Express
� Power 755 for HPC
� Power 770 modular
� Power 780 modular high-end

� POWER6 continues
� Power 520, Blades
� Power 550
� Power 560
� Power 570
� Power 575
� Power 595

Power 755

JS Blades

Power 770

Power 750

Power 780

Power 560
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15%

20%

25%

30%

35%

40%

45%
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Source: IDC Quarterly Server Tracker Q409 release, February 2010

UNIX® Server Rolling Four Quarter Average Revenue Share

POWER4™
Dynamic LPARsDynamic LPARs

POWER6™
Live Partition Live Partition 

MobilityMobility

POWER5™
MicroMicro--PartitioningPartitioning™™

Customers are moving to higher value 
…as shown by the largest shift of customer spending in UNIX History
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Virtualization without Limits

� Drive over 90% utilization

� Dynamically scale per demand

Dynamic Energy Optimization

� 70-90% energy cost reduction 

� EnergyScale™ technologies

Resiliency without Downtime

� Roadmap to continuous availability

� High availability systems & scaling

Management with Automation

� VMControl to manage virtualization

� Automation to reduce task time

AIX - the future of UNIX

Total integration with i

Scalable Linux ready 
for x86 consolidation

Power your planet.

+
Workload-Optimizing Systems

Smarter Systems for a Smarter Planet.
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The Power Systems Advantage

� X86 approach:

– Start with generic motherboard

– Insert third-party CPU

– Install third-party hypervisor

� IBM Power Systems approach:

– Start with leadership CPU

– Design industrial-strength server

– Integrate world-class virtualization 
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PowerVM: Virtualization Without Limits

� Sold with more than 70% of Power Systems

� Improves IT resource utilization

� Reduces IT infrastructure costs

� Simplifies management
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IBM 
develops 
hypervisor
that would 
become VM 
on the 
mainframe

IBM 
announces 
first 
machines to 
do physical 
partitioning

IBM 
announces 
LPAR on 
the 
mainframe

IBM 
announces
LPAR on 
POWER™

19671967 19731973 19871987

IBM intro’s 
POWER 
Hypervisor™
for System p™
and System i™

IBM 
announces 
PowerVM

200720072004200419991999 20082008

IBM announces 
POWER6™, the 
first UNIX®
servers with 
Live Partition 
Mobility

IBM’s History of Virtualization Leadership

A 40 year tradition continues with PowerVM™

PowerVM is the leading virtualization platform for UNIX, IBM i and Linux® clients

� Unify virtualization branding & technology for AIX®, i and Linux

� Exploit 40 years of IBM virtualization leadership
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What is PowerVM? 

PowerVM is the new umbrella branding term for Power™ Systems Virtualization (Logical Partitioning, Micro-Partitioning, 
POWER Hypervisor, Virtual I/O Server, etc.)

PowerVM Editions feature

Micro-Partitioning™

Virtual I/O Server

Integrated Virtualization 
Manager

Live Partition Mobility

Lx86  

Logical Partitioning

Hardware and software that delivers industry-leading virtualization on IBM POWER processor-
based servers for UNIX, i and Linux clients
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The future of UNIX

“For the second year in a row, AIX scored the highest 

reliability ratings among 15 different server operating 

system platforms” - ITIC 2009

Total integration with i

“Costs for use of Power Systems and IBM i 6.1 average 41 % less 

than x86 servers and Microsoft Windows” - ITG 2010

Scalable Linux ready for x86 consolidation

Queensland Motorways replaced legacy Windows x86 traffic 
management systems with new SAP running Linux on Power

All 3 operating environments available with POWER7
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1 JVM

AIX TL4

64 bit

16 threads

1 JVM

Windows

64 bit

16 threads

3920
Transactions/sec

IBM Power 750

8 cores
3.55GHz

Nehalem EP

8 cores
2260

Transactions/sec

73% more work per JVM image

✔ Simpler configurations

✔ Better scale 

IBM WebSphere Application Server 7

Competitive application server

Source: IBM CPO internal studies

Using an entire IBM stack provides leading performance for 
applications. 
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Build Message Backbones With Huge Capacity

IBM Message Broker v7

7 Execution Groups

MQ Server 7.0.1

AIX v6.1 64 bit

Microsoft Biztalk 2009

12 Host Instances

SQL Server 2008

MQ Server 7.0.1

Windows 32bit

IBM

Power 750 3.0 GHz

8 cores

Message
Workload

Message
Workload 409

Messages/sec

Workload is mix of in/out, routing, 
transformation, transformation and 
routing messages

21,808 
Messages/sec 

Nehalem EP
8 cores

53 times faster

IBM Message Broker execution groups leverage available threads on POWER7

Projecting from Power 570 8 cores 4.7GHz to
Power 750 8 core 3.0GHz using rPerfs 
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Cost Effective Data Base Processing 
With Massive Scale

� Unique DB2 pureScale clustering design 
achieves near linear scaling
� No partitioning required

� Available only on Power Systems

� Large clusters can harness the power of a 
massive number of POWER7 execution 
threads

� Huge capacity
� Near Linear Scaling up to 128 members 

� 64 members: 95% of linear, 128 members: 84% of 
linear

� Oracle RAC typically scales poorly beyond 4 to 8 
nodes for a non-partitioned data base 

DB2

Member

DB2

Member

Shared Disk

Locks
Cache

DB2

Member

InfiniBand Switch

CF

IBM tests: 90% read 10% write web commerce workload
Oracle RAC scale based on analysis of HP Study of Oracle RAC 
http://whitepapers.zdnet.com/abstract.aspx?docid=156911
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pureScale vs. Oracle RAC Projected Transaction Scalability
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DB2 pureScale on
Power Systems

Oracle RAC on
Nehalem

DB2 pureScale on POWER7 – Competitive Price 
Performance With Far More Scalability

DB2 pureScale scaling factor projected from IBM Internal Studies
Oracle RAC scaling factor projected from Dell Study of Oracle RAC with Infiniband 
http://www.dell.com/downloads/global/power/ps2q07-20070279-Mahmood.pdf
Price per tpm includes 3-year total cost of acquisition of hardware, software, maintenance
Price does not include storage or networking

$1.67/tpm

$1.05/tpm

$1.08/tpm

$1.41/tpm

$1.06/tpm

$1.10/tpm

$1.20/tpm

$1.28/tpm

$1.24/tpm

$1.15/tpm
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Simplify Email Infrastructure And Reduce Costs
Case Study – Support 40,000 Users 

Domino Servers
2 x IBM Power 750 8-core, 3.0 Ghz

� 2 servers total, 20,000 mailboxes per 
server

� 40,000 total active users

� $100 per user per year TCO (3 yrs)

Exchange Mailbox Servers
10 x BL460c G6 (8 core, Xeon E5504 2.00 GHz)

Exchange Hub 
Servers

3 x BL460c G6 (8 core, 
Xeon E5502 1.86 GHz)

Exchange Client 
Access Servers

4 x BL460c G6 (8 core, 
Xeon E5502 1.86 GHz)

Exchange Edge 
Servers

2 x BL380c G6 (2 core, 
Xeon E5502 1.86 GHz)

Exchange 2010 on Nehalem Domino 8.5 on POWER7

PowerVM

LPAR1 LPAR2

Domino 

Mail 

Server 1

Domino 

Hub

Prim.

PowerVM

LPAR1 LPAR2

Domino 

Mail 

Server 2

Domino 

Hub

Second.

� 19 servers total

� 10 mailbox servers, 4000 mailboxes per 
server

� $166 per user per year TCO (3 yrs)

“Active / Active “ failover

“Active / Active “

failover style using 

1 Database 

Availability Group

Exchange on Nehalem configuration from HP’s sizing tool. 

HP Sizer for Microsoft Exchange Server 2010 at 

http://h20338.www2.hp.com/ActiveAnswers/us/en/sizers/microsoft-exchange-server-2010.html
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HP Integrity Superdome 64c

� 1.6GHz dual-core Itanium2 in a 30”x77.2”x48” frame

� Maximum energy requirement of 11,586 Watts

� SPECint_rate2006: 824

IBM Power 750 Express
� 4 socket, 32 Core 4Ux19” wide

� POWER7 Processors

� Maximum energy requirement of 1,950 Watts

� SPECint_rate2006: 1060

Superdome or Super Power?

83%
savings on energy costs with 28% more 

performance at a fraction of the price using a 
single IBM Power 750 instead of a 

64-core HP Integrity Superdome.

✓

Shown to actual scale

See See Power 750 server compared to HP Integrity Superdome substantiation detail.
Source: SPECiint_rate2006. For the latest SPEC benchmark results, visit http://www.spec.org.
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84%

With room to spare to consolidate x86 workloads

Reduction in  energy usage moving from POWER5 to POWER7.

Savings extend to floor space, software license costs, 
and maintenance. Increase your performance and capacity.

POWER5 570 systems
64 cores @ 1.9 GHz
30% utilization

4
50% effective capacity increase

84% reduction in energy usage

~$250K maintenance savings over 3 years

> $1M savings in software licensing

Power 770
24 cores @ 3.5 GHz
60% utilization

1
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Large Scale Of POWER7 Cuts Costs In Half

8-core Nehalem Servers IBM Smarter Systems with 
POWER7

45
Nehalem
Servers

360
Cores

5
Network
Switches

98
Cables

1 Power 770
64 cores

2
Network
Switches

10 Cables

Hardware + Software:   $2.97M

Total Cost:            $4.02M

Hardware + Software:  $1.16M

Total Cost:           $1.90M

Labor:                             $1.05M Labor:                            $0.74M

Note: 3 year costs, labor includes management software costs
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successful Power Migration Factory migrations to date. 

There were over 500 Power migrations during 2009, with more than 90% 

from Sun and HP customers (including x86 consolidation). In 4Q09 alone, 

Power® Systems achieved nearly 200 competitive migrations.

2,100
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IBM Delivers Workload Optimized Systems
Unparalleled flexibility and range

Analytics 

Database Web Applications 

TurboCore MaxCore

Intelligent Threads

Active Memory Expansion

73% better
performance using a single JVM of 
WebSphere on POWER7 vs. competitive 
application server on Nehalem1

20-30%
Improvements in application quality and 
development productivity with Rational 
software delivery platform 2

40% lower cost
Lotus Domino on POWER7 supporting 
40,000 users vs. Microsoft Exchange on 
Nehalem 3

Near linear scaling
With DB2 pureScale, for superior business 
agility and virtually unlimited capacity

Up to 40%
More efficient through better systems 
management 4

1  Based on IBM internal study. 2  Based on IBM customer study, “Making a Business Case for IBM Rational Developer for i” http://www-
949.ibm.com/software/rational/cafe/docs/DOC-3369. 3  Exchange on Nehalem configuration from HP’s sizing tool.  HP Sizer for Microsoft Exchange Server 2010 at 
http://h20338.www2.hp.com/ActiveAnswers/us/en/sizers/microsoft-exchange-server-2010.html. 4  As much as 40% improved throughput vs. Power6 for the identify duplicates 
process  One example of performance improvement, TSM 6.2 
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Power is...
Workload-Optimizing Systems

Virtualization without Limits

Resiliency without Downtime

Dynamic Energy Optimization

Management with Automation

Integrated Value
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Power your planet.
Smarter systems for a Smarter Planet.
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IBM Confidential

Korean

Thank you!

Japanese

Merci
French

Russian

Danke
German

Grazie
Italian

Gracias
Spanish

Obrigado
Brazilian Portuguese

Arabic

Simplified Chinese Traditional Chinese

Thai

Merci


