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1. Introduction to Global Cache

WebSphere Message Broker V8.0.0.1 (fix pack 1), provided a new feature called Global Cache.
IBM WebSphere Message Broker V8.0.0.2 (fix pack 2) further extended this feature to provide an
automatic data revocation feature. IBM Integration Bus V9.0.0.0 provides these features without
the need to activate them using the mgsichangebroker command.

Global Cache allows a number of Integration Nodes to be integrated for workload balancing.
Global Cache provides the ability to have a cache storing information about the requester which
would later be used to correlate the replies correctly. Using Global cache gives the flexibility for
different Integration Nodes to handle the request and reply parts of an application. Using a global
cache allows you to scale up the number of clients, while maintaining predictable response time
for each client.

Global Cache uses an embedded version of WebSphere eXtreme Scale, and provides the
following functions:

e ‘Elastic’ In-Memory Data Grid — managing itself to scale out, scale in, failover, failure etc.

e Virtualizes free memory within a grid of Java Virtual machines (JVMs) into a single
logical space which is accessible as a partitioned, key addressable space for use by
applications

e Provides fault tolerance through replication with self-monitoring and healing

e The space can be scaled out by adding more JVMs while its running without restarting

e Provides a predictable scaling option

e Access to external WebSphere Xtreme Scale data grids
IBM Integration Bus Version 9.0.0.0 contains support for:

1) An embedded WebSphere eXtreme Scale (WXS) grid which can be used as a global cache
from within message flows.

WXS components are hosted within Integration Server processes and operate with no
requirement for additional configuration. The default scope of one cache is across one
Integration node (i.e. multiple Integration Servers) but it can be extended to be across multiple
Integration nodes.

2) Access to WebSphere Xtreme Scale Grids that are running outside of the Integration Node
for example of a DataPower XC10 machine.

IBM Integration node support of external WebSphere Extreme Scale grids is covered under
the Lab Guide “Global Cache Using DataPower XC10 Appliance” from the same series of
Lab Guides.
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1.1 Scenario

The following schematic shows the system context of the Global Cache Lab.
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There are three message flows in this scenario:
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1.

Request — this flow receives messages on the GLOBAL .CACHE. IN queue. The
application that puts messages on this queue also specifies the ultimate reply queue,
which will be set to GLOBAL .CACHE. OUT in this example. Note that there are two
instances of this reply queue, one on each of the queue managers. (This has been done
for simplicity of demonstration, rather than creating a full MQ clustering scenario).

The Request message flow takes the MessagelD and ReplyQ from the incoming
message, and stores them in the embedded Global Cache. This is so that the Response
message flow will be able to use this data to send the reply back to the specified reply
queue, even though Response may be running in a different Integration Server, or
Integration Node.

The Request flow has a user-defined property, which specifies the name of the MQ
queue that the retrieveCustomer flow will send the resulting message to. This value is
used to populate the ReplyQ that will be used by retrieveCustomer. This has been done
for ease of illustration of the Global Caching component, when switching the demo
between multiple Integration Servers and multiple Integration Nodes.

retrieveCustomer — this flow takes the input message (passed by Request) and uses the
data to retrieve a customer record from the CUSTOMER database. This is done with a
simple Compute node. It then sends the output message to the specified Reply queue.
Depending on the user-defined property in Request, this can be a local queue or a
remote queue (where the message will be sent to IBOQMGR2).
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3. Response — this flow runs in both Integration Nodes, and reads the
GLOBAL.CACHE.RESPONSE. IN queue. It uses the MessagelD to retrieve the required
final reply queue name from the global cache, and sends the message to the final output

queue.
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1.2 Lab preparation
In the pre-built vmware, all this section has been done for you.

To run this lab, unzip the supplied file global_cache.zip into the directory c:\student directory. This will
create a subdirectory called \global_cache with several further subdirectories.

Create the MQ resources
In the c:\student\global_cache\install folder, run the command createCacheQueues.bat.

This batch script also creates a second queue manager IBOQMGR2 and second Integration Node,
IBONODEZ2, as well as the resources used for the default [IB queue manager to communicate with the
second queue manager.

Create the databases
In an Integration Command Console, go the folder c:\student\global_cache\install.

Issue the commands:

CreateRegularDB
CreateRegularTables

SetBrokerSecurityForCaching

mgsistop IBINODE
mgsistop IBI9NODEZ2

mgsistart IBI9NODE
mgsistart IBO9NODEZ2
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2. Set the default global cache policy for IBONODE

By default the embedded global cache component is disabled. To enable it, a “Cache Policy” needs to
be set. The default cache policy creates a default topology of cache components in a single
Integration node.

The default port range used by the default Integration Node for the embedded eXtreme Scale
component is 2800-2819. In the event that this port range conflicts with any other applications, you
can change this port range using the IBOQMGR.

In the case of the pre-built system which includes WAS and Information Server, this is necessary to
avoid a port conflict.

1. | In Integration Explorer, select IBONODE.

Right-click IBONODE, and select Properties. Select Global Cache.

2. Set Cache pollcy to “pefault - single integration node cache managed by the integration

node”.
Change the port range to “3840-3859".
Set the Listener host name to “BETAWORKS-ESBO1”.

Click Apply, then OK.
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s M= =
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& MQ Explorer - Navigato

s ut e P
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E‘ 1B3QMGR2 Connection QuickView:
-+{Z= Queue Manager Clusters
- 15 Administered Objects | Connertion Stats P———
~+{z2 Managed File Transfer 1 IBINODE - Propertics X
[ Service Definition Repositories TGara
EIEE Integration Nodes Fxtended Global Cache
¢ 19NODE Statistics
-¢fl 18anoDE2 Security and Policy Cache policy: I Default - single integration node cache managed by the integration node j
-2 Bar Files - \WebAdmin
- Global Cache Port range: | 3840-3359 =
Listzner host name: | BETAWORKSESBO1

T

3. | Stop and restart the Integration Node.
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3. Import the application

The application that you will use to investigate the Global Cache is provided for you. In this section,
you will import the application, and investigate certain aspects of the flow logic.

1. | In the Integration Toolkit, import the Project Interchange file
c:\ student \ global_cache \ resources \ WXS_Start.zip

2. | Explore the items have been defined in the Application Development navigator.

Things to note:

There are three applications, each containing one message flow. The applications have been
organized in this way in order that each application (and therefore message flow) can be
deployed independently to separate Integration Servers, or to separate Integration Nodes.
This is important for this particular global cache scenario.

The WXS_Request and WSX_Response applications have a reference to the WXSJava_Lib
library.

The WXSJava_Lib library contains two java compute nodes, which are responsible for
writing information to the cache, and for reading from it.

The WXS_Customer application has no reference. The retrieveCustomer message flow is
independent, and uses a simple Compute node to read a DB2 database.

E‘g.l\pphmﬁon Dev &4 E"::'_, Patterns Explorw =0
i ﬁ‘fb =

Application Development MHew, ..

=& WXS_Customer
E| = Flows
-~ retrieveCustomer. msgfiow
&£ EsqLs
=[] wys_Request
=22 Flows
-5 Request.msgflow
E-I@ References

B1-=, WXSJava_Lib
=-[A] wxs_Response

Ef Flows
.. Response.msaflow
E-I@ References

B1-=, WXSJava_Lib
- 5] XC10_Customer
XC10_Request
XC10_Response
E-E, W¥Slava_Lib
E|,_J, Java

-l WXSAppJava

EEE'} (default package)

------ m RetrieveFromCache.java

----- [J] saveToCache.java
[ XC10RetrieveFromCache.java

------ [J] ¥c10saveTocache. java

- BARs

#-|£7] Independent Resources
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3.1 Review the WXS_Request application

3. | Open the Request message flow:

This message flow reads an MQ message from queue GLOBAL.CACHE. IN, and uses a java

compute node to store the MQ MessagelD and Reply Queue Name (required to correlate the
final MQ response message) into the cache.

The message is then sent to the retrieveCustomer message flow by writing it to the
GLOBAL.CACHE.CUSTOMER. IN queue.

5
85 Reguest. msgFlow &3
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E_T-r Rouking

-
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=
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4. | Inthe flow editor, click “User defined properties”.

You will see that this flow has a user-defined property called ResponseQueue. This UDP is
used to determine whether the output from the retrieveCustomer flow is sent to a local
queue, or to a remote queue (for the purpose of demonstrating caching across multiple
Integration Nodes). The default value is GLOBAL . CACHE . RESPONSE. IN, which is a local
MQ queue.

-] Request.msgflow &3

User Defined Properties

User Property Hierarchy Details
View and edit the item selected in the property hierarchy.
' EE Request Type | Skring L||

E--- Caching
-]

Grap;l User Defined Pru:upertiesJ

==| P.Iu,_..,. e —rrohie ﬁsw EH Deployment Lu:ng] =Y =

Default Yalue | GLOBAL.CACHE RESPONSE. TN |

[ mandatory

= Default Yalues for KMessage Flow Properties - Request

Descripkion
Caching ResponseQueus |GLOBF\L.CF\CHE.RESPONSE.IN

Monitaring

In the multiple Integration node scenario, this value will be overridden by changing the value
in a barfile, avoiding the need to make any changes to the java code. It will be changed to a
remote queue definition, so the reply message will be sent to a different queue manager
(IB9QMGR2), with the Response message flow running in a different Integration Node.

When finished, switch back to the Graph view.
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5. | Double-click on the SaveToCache Compute node to see how the Java logic writes
information to the cache. There are three key sections of java code:

6. | This section of code retrieves the MQ Msgld and ReplyQ from the MQMD:

// Get the original MsgId and ReplyToQ of the incoming request
MbElement rootEl = outAssembly.getMessage () .getRootElement ();
MbElement replyToQEl =

rootEl.getFirstElementByPath ("/MQOMD/ReplyToQ") ;

String replyToQ = replyToQEl.getValueAsString();

MbElement msgIdEl= rootEl.getFirstElementByPath ("/MQMD/MsgId") ;
String msgId = msgIdEl.getValueAsString();

7. | The following sections of code save the message and replyToQ information in the
(embedded) global cache to a range of different maps.
Note:

a) When writing data to the cache a <key><value> pair is written, in this example
message ID is used for the key — a “duplicate Key” condition is raised if you attempt
to write a key that already exists.

b) MbGlobalMapSessionPolicy can be used before writing data to a map to define
how long entries will exist in the map before they are automatically deleted:

8. | /*
* We're about to overwrite the original ReplyToQ of this message.
* So, write it to the global cache it for safe keeping. This will
* be used subsequently by the Response message flow to send the
* response back to the original reply queue.
*
*/
/*
* Map 1 - “aliveUntilRestart”
* write data to a map that will preserve the data until the IB node
* restarts ie no explicit data eviction policy - default is to keep
* the data until restart of IB node.
*
*/

MbGlobalMap globalMap=MbGlobalMap.getGlobalMap ("aliveUntilRestart");
globalMap.put (msgId, replyToQ);

9. | /*
* Map 2 “aliveFor60Seconds”
* Write data to a map that will automatically expire after
60 seconds. The retrieveFromCache code will use this map to
* restore the replyToQ
*/

MbGlobalMap LiveFor60=MbGlobalMap.getGlobalMap (
"aliveFor60Seconds", new MbGlobalMapSessionPolicy (60) );
LiveFor60.put (msgId, replyToQ);
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10.| /*
* Map 3 *“aliveForl120Seconds”

* Write data to a map that will automatically expire after 120
* seconds

*/

MbGlobalMap LiveForl20=
MbGlobalMap.getGlobalMap ("aliveForl20Seconds", new
MbGlobalMapSessionPolicy (120) );

LiveForl20.put (msgId, replyToQ);

11.| Finally, this section of code reads the value of a user-defined property “ResponseQueue”.
The value of this user-defined property determines whether the reply queue of the
retrieveCustomer flow will be a local or remote queue.

responseQueue = getUserDefinedAttribute ("ResponseQueue") .toString();

outMessage.getRootElement () .getFirstElementByPath (" /MQOMD/ReplyToQ") .
setValue (responseQueue + instance);

12.| Close the java editor when finished (without saving any changes), and close the Request
message flow.
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3.2 Review the WXS_Customer application

13.| Now open the retrieveCustomer message flow.

On the MQ Input node, the Message Parsing domain has been set to XMLNSC. This is

because the flow needs access to the input data (CustomerlD) to retrieve a record from the
CUSTOMER table.

EHEl retrievecustamer ,msgflow 23 =

< oF Palette

PRE 5
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l;a WwebSphere MQ

L5 M3

[ HTTP T fp———"

it Weh Services {LOBAL. CACHE, CUSTOMER, M)

13 Reply
getCustomer
(o1 5Ch

- WebSphere Adapters

[+ Routing LI
Graph | User Defined Properties |

= Properties &3 [3_\ Problems} EH Deploymert Lngﬂ R

[Iﬂ ¥0Q Input Mode Properties - GLOBAL.CACHE.CUSTOMER.IN

Descripkion

Easic

Message domain I KMLMSC : For #ML messages (namespace aware, walidation, low memory use) j
Input Message Parsing

Message model | Browse.., |
Farser Options

Advanced Message I j

14.| Open the getCustomer Compute node. The ESQL code will retrieve a row from the
CUSTOMER table, putting it temporarily in Environment.Variables.

The FirstName and LastName fields are then stored in the output message.

BEGIN

—— CALL CopyMessageHeaders() ;

SET OutputRoot = InputRoot;

SET OutputRoot.XMLNSC.CUSTOMER = NULL;

—— populate the environment with passenger info from the database
SET Environment.Variables =

THE (SELECT T.* FROM Database.CUSTOMER AS T
WHERE T.CUSTOMERID = InputRoot.XMLNSC.CUSTOMER.CUSTOMERID) ;

—— populate the output message with info from the database query
CREATE FIELD OutputRoot.XMLNSC.CUSTOMER;

DECLARE outpass REFERENCE TO OutputRoot.XMLNSC.CUSTOMER;

SET outpass.FirstName = Environment.Variables.FIRSTNAME;

SET outpass.LastName Environment.Variables.LASTNAME;
RETURN TRUE;

END;

Close the ESQL editor.
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3.3 Review the WXS_Response application

15.| Now open the Response message flow.

First, note that the MQ input node reads the queue GLOBAL . CACHE .RESPONSE. IN. This

queue exists in both IB9QQMGR and IB9QMGR2, so the flow can execute in either of the
integration nodes.

HEl Response.msoflow &3
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C_,+ R.outing
[ Transformation
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[ fj Datahase
.2 File

-
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2% Java Compute Node Properties - Retrieve from Cache

Descripkion
Basic Java class™ | RetrieveFromCache
‘alidation :
—— | lava classloader service |
Monitoring

16. | Open the RetrieveFromCache java node.
The following are the important parts of the java code.
This section retrieves the MessagelD from the MQMD.

String msgId = inAssembly
.getMessage ()
.getRootElement ()
.getFirstElementByPath ("/MQOMD/CorrelId")
.getValueAsString();
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17.| This section uses the MessagelD to retrieve the name of the reply queue from the Global
Cache. The key value pair retrieved from the map will automatically be deleted 60 seconds
after the last access attempt.

/%
* Now we can restore the original ReplyToQ by looking it up
* in the cache. Get data from aliveFor60Seconds Map

*/

MbGlobalMapglobalMap=MbGlobalMap.getGlobalMap ("aliveFor60Seconds") ;
String replyToQ = (String)globalMap.get (msgId);

18.| This section sets the ReplyQ field in the output message, and resets the value of the
MessagelD to the original value.

// Set the ReplyToQ field

outMessage.getRootElement () .getFirstElementByPath (" /MQOMD/ReplyToQ") .
setValue (replyToQ) ;

// Set the MsgId back to what it was before

outMessage.getRootElement () .getFirstElementByPath (" /MQOMD/MsgId") .set
Value (getBytes (msgId));

Close the RetrieveFromCache java code.
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4. Deploy and test in an Integration Node

This part of the lab will test the caching applications, with all applications deployed to a single
Integration Node. To demonstrate the global cache, each of the three applications will be deployed
into separate Integration Servers, as follows:

1. Default Integration Server — WXS_Customer
2. WXS_Request_Server - WXS_Request
3. WXS_Response_Server — WSX_Response

1. | First, create two new Integration Servers, WXS_Request_Server and
WXS_Response_Server. (Right-click the IBONODE, and select “New Integration
Server”.)

2. | Deploy the applications as shown above. Drag and drop the application into the required
Integration Server.

3. | When all three applications are deployed, the IBONODE should look something like this:

Application Dev &3 % Patterns Explorw =0
= g {E“D =
Application Development MHew, ..
EI:“j WXS_Customer -~
" Flows
-\ B retrieveCustomer. msafiow
=\ esqLs
EI--- W/XS_Regquest
g8 ws
=-§5] Réferences
I'_—'I WXS_Responsze
E| s
Y- EEAResponde. msgflow
=@ Refrences LI
ﬁ Data Source Exﬂ =0
= [
istomer
eveCustomer
; s getCustomer
I'_—'Ié WXS_Requekt_Server
- £ wixs_Refuest
. ..... Requkst
-2 wxskva_Lib
I'_—'Ié WXS_Respon¥e_Server
EE WX5_Response ;
b Response
B2, WXSJava_Lib
{8 1BSNODE2
g, default }
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Open RFHULil, and open the file named c:\student \ global_cache \ data \ Customer0001.xml.

This data contains a CustomerID with a value of 0001. The CustomerID will be used to
retrieve customer data from the SUBREG1 database, by the WXS_Customer application.

To ensure the request/reply scenario works, you must specify the name of the reply queue,
which is the name of the queue where the final output will appear (ie. the Response
application will write to this queue).

On the MQMD tab, set the “Reply to Queue” to GLOBAL.CACHE . OUT.

= R ¥7.0.2

File Edit Search Read ‘Write Wiew Ids MQ Help

Main |Data MQMD |pS | UsrProp| RFH | PubSub|pscr |jms |usr |other |cCicS |IMS |1

t0 Meszage Farmat User Id Code Page Backout Count Pricrity Orig Len
| i -
| | | | _—
Put Date/Time E =piry =T ype Feedback
teszage |0
|DDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD
Carel |0 Offset
IDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD I
f Group |d SeqNo
' |000000000000000000000000000000000000000000000000 I1 I Allowed
| Application |dertity —Repart Option
] | Id Display Except { Mo ‘es " Data ¢ Ful
! Appl Origin Appl Tupe ™ Ascii Espire " MNo  Yes ¢ Data ¢ Ful
I j ™ Ebcdic COA Mo  Yes " Data  Full
Put Application Name " Hex COD " Mo (" es ¢ Data £ Ful
| T PN [T NEN
r Activity ™ Passz Megld I~ Pass Comel
IHBDL"J 11 Q=R (e [~ Discard [T Discard/Expiy
I
Reply To Husue Persistent Msg
|GLDB.&L.EACHE.DLIT = Mo
Feset lds
Accounting Token " Yes —I
I ™ Az Oueus Copy Mzgld to Eorrelldl

On the Main tab, write the message to the input queue GLOBAL .CACHE. IN on IBOQMGR
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6. | In Integration Explorer, you should see that the message count for GLOBAL . CACHE . OUT has
been incremented by 1.

This demonstrates that the Request and Response applications both have access to the
same shared data (the name of the reply queue), even though they are running in separate
Integration Servers. This is provided by the embedded global cache.

EI MO Explorer - Content &3 ¥ administration Log]
hueues
I Filter: Standard for Queues
A Queue name | Queue type | Open input count | Open outpuk count | Current gueue depth | Put messages | Gek mess:
|l DEST.FAILLRE Local 1] 1] u] Allowed Allowed
|zl DEST.IN Local a a 0 Allowed Allowed
|zl DESTLIST.FAILURE Local a a 0 Allowed Allowed
|=l DESTLIST.IM Local a a 0 Allowed Allowed
=l FAILURE Local i} i} 0 Allowed Allowed
|l GLOBAL, CACHE CUSTOMER, IM Local 1 1 u] Allowed Allowed
SLUDAL AR IN i 'y 'y Loy Allowed Allowed
GLOEAL. CACHE.OUT Local 1} 1 1 Allowed Alloweed
1250 o o e e maa T T o Allowed Allowed
U GLOBAL, CACHE . RESPOMNSE.REMOTE Rernote Allowed

7. | In a second RFHULil instance, read the queue GLOBAL . CACHE . OUT.

This should show a record from the CUSTOMER table.

B GLOBAL.CACHE.OUT

File Edit Search Read ‘Write WYiew Ids MQ Help

Main Data |MOMD|PS | UsrProp| RFH | PubSub|pscr |jms |usr | other |ciCS |IMS
Meszage Diata (86) from GLOBAL CACHE.OUT
r D'ata Format——
<CUSTOMER> 2 Character
<FirstNamerPaul</FirstName> ™ Hex )
<LastName>Tergeist (Regular) </LastName> = Both
</ CUSTOMER 5 L
" PARSED
" COBOL
 JSOM
 Flx
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4.1 Show the embedded Cache Resource Statistics in Integration

Explorer

Resources Statistics.

{8 Integration Nodes
B8 1B9NODE

Service Trace

Flow Debug Part

Resource Statistics Active

{5, WXS_Response_Sery  Deploy...
% Configurable Services  Start
i L) Administration Queus Stop
¢ 1BINCDEZ Refresh
= =H -
El+( Bar Files Rename. ..

M- GettingStarted

1. | Now check the Resource Statistics for the three Integration Servers.

In Integration Explorer, right-click the WXS_Request_Server, and select Statistics, Start

3¢ Delete Flow Resources. ..
2 Delete All Flows and Resources
B Delete Server

w Resources QuickView: ?

User Trace All Flows
Trace Modes All Flows
Service Trace

Flow Debug Port

r v v v

| Resource Type | Run Sta
Start Message Flow Statistics
Stop Message Flow Statistics
Open Statistics Views

Properties...

Stop Resource Statistics
Open Resource Views

Statistics, Open Resource Views

EIQ:E Integration Modes

2. | Open the Resource Views, by right-click the WXS_Request_Server again, and select

=-¢8 IBINODE

| HeE, default
E’ Deployed
/5 WXS_Res  DePiOY-

& Configura Start » Mar
Administrz e ' E wx
(-8 IBINODEZ ==t

[]lbl:l' Bar FilES Rename...

¥ Delete Flow Resources. ..
i Delete All Flows and Resources
i Delete Server

Start Message Flow Statistics
oo S e
Trace Modes All Flows [
Service Trace 4 Start Resource Statistics
Flow Debug Port 3 Stop Resource Statistics
i View Resource Statistics
Froperties... T T
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3. | Both the graphical and tabular views will open. On the tabular view, click the GlobalCache
tab. You will see that the MapWrites count will be incremented by 3 since the WXS_Request
application has written to 3 maps: “aliveFor60Seconds”; *“aliveforl20Seconds”;
“alivelIUntilRestart”.

summary
WMB

4. | Performing the same tasks on the WXS_Response_Server will show the GlobalCache
“MapReads” count being incremented by one. The WXS_Response application reads from
the map “aliveFor60Seconds”. Leaving the data in the other two maps untouched.
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4.2 Show the Global Cache statistics for the Integration Node

In addition to the statistics provided by the Integration Node for each Integration server, the
Integration node also provides statistics about the overall performance of the Extreme Scale cache at
the Integration Node level.

This is provided with the mgsicacheadmin command, which has several parameters.

1. | If more than 120 seconds has past since you wrote a message to “"GLOBAL .CACHE . IN”
using RFHUTIL write another message and make sure the queue depth for
“GLOBAL.CACHE.OUT” is updated by (indicating the cache has been used).

2. | To display the map entries in the Integration Node, open an Integration Console.

Issue the command
mgsicacheadmin IBI9NODE -c showMapSizes

From the listing of the MapsSizes you will see that the three maps aliveFor60Seconds,
aliveForl20seconds, aliveUntilRestart all contain (atleast) one entry (more if
you have written additional messages to “GLOBAL.CACHE.IN”

C:\IBM\MQSI\9.0.0.0>mgsicacheadmin IBI9NODE -c showMapSizes

BIP7187I: Output from the mgsicacheadmin command. The output from the WebSphere
eXtreme Scale xscmd utility is '

Starting at: 2013-04-25 15:20:08.088

CWXSI0068I: Executing command: showMapSizes

*** Displaying results for WMB data grid and mapSet map set.

*** Listing maps for IBINODE_BETAWORKS-ESBO1_3840 ***

Map Name Partition Map Entries Used Bytes Shard Type Container
aliveForl20Seconds 8 1 488 B Primary IBI9NODE_BETAWORKS-—
ESB01_3840_C-0

aliveFor60Seconds 8 1 488 B Primary IBINODE_BETAWORKS—
ESB01_3840_C-0

aliveUntilRestart 8 1 488 B Primary IBI9NODE_BETAWORKS-—

ESB01_3840_C-0
Server total: 3 (1 KB)

*** Listing maps for IBINODE_BETAWORKS-ESBO1_3847 **x*

Map Name Partition Map Entries Used Bytes Shard Type Container
aliveForl20Seconds 8 1 488 B SynchronousReplica IBI9NODE_B
ETAWORKS-ESB01_3847_C-1
aliveFor60Seconds 8 1 488 B SynchronousReplica IBI9NODE_B
ETAWORKS-ESB01_3847_C-1
aliveUntilRestart 8 1 488 B SynchronousReplica IBI9NODE_B

ETAWORKS-ESB01_3847_C-1
Server total: 3 (1 KB)

Total catalog service domain count: 6 (2 KB)

(The used bytes statistics are accurate only when you are using simple objects o
r the COPY_TO_BYTES copy mode.)

CWXSI0040I: The showMapSizes command completed successfully.

Ending at: 2013-04-25 15:20:10.322

BIP8071I: Successful command completion.
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3. | Wait 60 seconds and repeat the command again. This time you will see that data in
aliveFor60Seconds has been automatically deleted from the map (the data eviction policy on
the map was specified to delete data after 60 seconds from the last update):

C:\IBM\MQSI\9.0.0.0>mgsicacheadmin IB9NODE -c showMapSizes

BIP7187I: Output from the mgsicacheadmin command. The output from the WebSphere
eXtreme Scale xscmd utility is '

Starting at: 2013-04-25 15:21:21.650

CWXSI0068I: Executing command: showMapSizes

*** Displaying results for WMB data grid and mapSet map set.

*xk T 4istdpg map for TRONODE _BETAWORKS-FESRBQO] 3840 ***

Map Name Partition Map Entries Used Bytes Shard Type Container
aliveForl20Seconds 8 1 488 B Primary IBI9NODE_BETAWORKS-—
ESB01_3840_C-0

aliveFor60Seconds 8 0 0 Primary IBINODE_BETAWORKS—
ESB01_3840_C-0

aliveUntilRestart 8 1 488 B Primary IBI9NODE_BETAWORKS-—
ESBO1_3840_C-0

Server total: 2 (976 B)

*** Listing maps for IBINODE_BETAWORKS-ESBO1_3847 **x*

Map Name Partition Map Entries Used Bytes Shard Type Container
aliveForl20Seconds 8 1 488 B SynchronousReplica IBI9NODE_
BETAWORKS-ESB01_3847_C-1
aliveFor60Seconds 8 0 0 SynchronousReplica IBINODE_
BETAWORKS-ESB01_3847_C-1
aliveUntilRestart 8 1 488 B SynchronousReplica IBINODE_

BETAWORKS-ESB01_3847_C-1

Server total: 2 (976 B)

Results were not returned for map name (not provided) and partition (not provide
d). Verify that the provided map name and partition are correct or try the comma
nd again with fewer filters.

Total catalog service domain count: 4 (1 KB)

(The used bytes statistics are accurate only when you are using simple objects o
r the COPY_TO_BYTES copy mode.)

CWXSI0040I: The showMapSizes command completed successfully.

Ending at: 2013-04-25 15:21:23.572

BIP8071I: Successful command completion.

4. | Wait a further 60 seconds so that the data in the aliveFor120Seconds map also expires.
Repeat the mgsicacheadmin command again to see that the map “aliveUntilRestart”
is the only map left which contains map entries. Data in this map will not be automatically
deleted whilst the IBONODE cache catalog servers are running. When we wrote data to this
map we did not specify MbMapSessionPolicy

Data in a map with no data eviction policy can be cleared from the cache:
¢ when the IBONODE is stopped or restarted
e using “mgsicacheadmin <IBNODE> -c clearGrid -m <MAPNAME>"
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5. Deploy and test in different Integration Nodes

This section will deploy the same applications, but this time into separate Integration Nodes. The
WXS_Response application will be deployed into IBONODE2.

There are three primary tasks to configure the global cache for inter-Integration Node use:
e Create and edit a global cache configuration file

e Configure the Integration Node IBOINODE to use the cache configuration file
e Configure the second Integration Node, IBONODE2, to use the cache configuration file

5.1 Configure two Integration Nodes for “shared” global cache

1. | A sample version of the cache configuration file is provided in the IBM Integration Bus
installation directory, under \MQSI\9.0.0.0\sample\globalcache. Several samples are
provided. This scenario is based on the “two Integration Node” sample.

The cache configuration file has been provided for you. Open the file
c:\student\global_cache\resources\IBINODE_IBI9NODE2_CacheConfig.xml.

Note the follow key lines. The listenerHost and port ranges much match the values specified
for the Global Cache config using the Integration Explorer.

<?xml version="1.0" encoding="UTF-8"7?>
<cachePolicy
xmlns="http://www.ibm.com/xmlns/prod/websphere/messagebroker/globalcache/policy-1.0">

<!--The Integration node "IBI9NODE" runs on "BETAWORKS-ESBOLl".-—>
<broker name="IBI9NODE" listenerHost="BETAWORKS-ESBO1">

<!—— This broker hosts one catalog server. ——>
atalocss] ataloc

<!-— This broker uses ports between 3840-3859.-—>

<portRange>

<startPort>3840</startPort>
<endPort>3859</endPort>
</portRange>
</broker>

<!-— The Integration node "IBI9NODE2" runs on "BETAWORKS-ESBO1". ——>
<broker name="IBINODE2" listenerHost="BETAWORKS-ESBO1">

<!—— This broker hosts no catalog servers. ——>
<catalogs>0</catalogs>

<!-— This broker uses ports between 4820-4839 —-—>
<portRange>
<startPort>4820</startPort>
<endPort>4839</endPort>

</portRange>
</broker>
</cachePolicy>
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2. | In the Integration Explorer, (under Integration Nodes) right-click IBONODE, and select
Properties, Global Cache.

Overtype the value in cache Policy with the fully qualified name of the global cache
configuration file name:
C:\student\Global_cache\resources\IBINODE_IBI9NODE2_ CacheConfig.xml
Leave the port range unchanged (the config file will override this value).

Leave the Listener host name as "BETAWORKS-ESBO1".

Click Apply, then OK.
x|

-~ General

. Extended Global Cache
- Statistics
-Security and Policy Cache palicy: I Cistudent\Global_cache'resources\IBSMODE_IBSMODE2_CacheConfig.xml j
-Webadmin

Port range: | 3840-3859 =]

Listener host name: | BETAWORKS-ESB01

@j oK I Cancel |

3. | In the Integration Explorer, right-click IBONODEZ2, and select Properties, Global Cache.

Overtype the value in cache Policy with the global cache configuration file name,
c:\student\Global_cache\resources\IBINODE_IBI9NODE2_CacheConfig.xml

Leave the port range unchanged (the config file will override this value).
If not already set, set the Listener host name to "BETAWORKS-ESBO1".

Click Apply, then OK.

+1 IB9NODE2 - Properties x|
- General
: - Extended Global Cache
- Statistics
-Security and Policy Cache policy: I c\student\Global_cache\resources\IBSMODE_IBSNODE2_CacheConfig. xml j
-WebAdmin
B Global Cache Port range: I 2800-2319 j

Listener host name: | BETAWORKS-ESBO1

(?:' aK I Cancel |

4. | Stop and restart both Integration Nodes.

Examine the windows Event Log to ensure that both nodes have started.
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5.2 Deploy the WXS_Response application in IBONODE2

To ensure that the application does not have duplicate copies, in Integration Toolkit delete

the WXS_Response application from IBONODE.

Right-click WXS_Response_Server and select Delete, All Flows And Resources:

- ="H
Sﬁ Integration Mod &3 ﬁ Data Source Exp A Library is a logical
I=:
= 0 % start from WSDL an
Eﬁg Integration Modes Use this task to crea
E|£| IBSMODE which indudes your W/
| B &' defauit E‘f Start by discoverin
. B¢ WXS_Request_Server
; o \esponse_Serve A Service allows you
= ﬁl IBSNODE2 |5 Deploy ... qi:s':""rces'
...... g, Start from patterns
‘g default {E Stop
q)ct, Reficsh A Pattern is & reusab
o —
ﬁﬁ;Laundﬂ Debugger {Port i 0} *' IITEQraaur T o vl
Mare. ..

In Integration Toolkit, delete the WXS_Request application from WXS_Request_Server (right

click on WXS_Request_Server and select “delete”, “All flows and resources”:

-

KE@ Integration Nod &3 E Data Source E}qﬂ

=l properties &3 = Prcblems] o= Dutline}

g A Property

E--EE Integration Modes
=48 1BSNODE
{ El @, default
: l ] WXS_Customer
E| % WX5_Request_Sery
N WXS_Request | #DEPIOY ..
S &. W¥5_Response_Se {%Stcp
------ g8 IBGNODEZ2 " Refresh
il

EE S 5 o i Resrcs

ﬁ:Launcﬁ Debugger {Pcrt ie l:l} * IO oo ot vt

 §
|

(Select OK when asked are you sure?)
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7. | Create a new Integration Server called WXS_Response_Server in IBONODEZ2.
Deploy the WXS_Response application to this Integration Server.
I5 Application Dev 52 & patterns E!rplor} =B
=
Application Development MEw. ..
E1-[&] wxs_Customer =
E| Flows
. refrieveCustomer.msgfiow
7259 EsqLs
E-[A] wxs_Request
E| Flows
] Reguest.msgfiow
'E References
I':_'I--- WYX5_Response
E| Flows W
“-EHE Resphnse.msgflow
-3 Referenchs | |
[l WXSJava_Lib)
I:I--- Independent Resources ﬂ
o Integration Nod 2 ¥ Data Source Exﬂ = O
= 0
E\E:E Integration Mgdes
= 1BINCDE
Eé default
: E WES_Customer
! é WXS_Request_Server
Legg WXS_Response_Server
=& IBQNODE4
Legg WXS_Response_Server
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5.3 Modify the UDP Value in WXS_Request

We want to make sure that the WXS_Customer application sends its customer data back to the
second integration node IBONODE2.

We will do this by changing the WXS_Customer application to send its output to a remote MQ queue
definition on IBOQMGR (GLOBAL . CACHE . RESPONSE . REMOTE) which points to a local queue
(GLOBAL.CACHE .RESPONSE. IN) defined on IBOQMGR2. The WXS_Customer application gets this
information from a user-defined property “ResponseQueue” which is set in the WXS_Request
application.

We will now change this value by editing the property in the bar file.

8. | Inthe Application Development window (In the Integration Toolkit), right click on
WXS_Request and choose “New”, “Bar file” :

[ Application Dev 53 & patterns E)q:blorw = | g
= m s T Quick Starts
Application Development MNew... Start building your applicatio
=581 Wis_Customer - 5
E-22 Flows Start by creating an a
EfE retrieveCustomer.msaflow An Application is a conta
create a solution, Maore...
New d =i Message Flow =
Ik Subfl a
""" & Reque g:'l'"'lanage Library references EA&MH o "
E'EI Reference  =Manage induded projects = essage =
=1-[A] wxS_Respons o EEESQL File L.
E--28 Flows B Focus on Application EﬁBroker Schema !
...... I Respo Export ¥5Ds from Application [ Database Definition
1@ Reference  A*Cenvert to Library : 1
[ Bl 5 V= P T N
e —— Conwvert to Integration Bus resources ...
E(E Integration Nod £ ks Integration Bus Test Client
IMigrate: ¥ Dedsion Service
— == e fin
E\Eﬂ Integration M Go Into Application
=48 TBINODE Copy i Library
| B def =
i detau Faste [ Example...
! I8 W Delete
-, WXS_ Move... - Other... Ctrl+M
-8 W Rename... ties 24 ~. . Problems | o= Outline [ += T.
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9. | In the Create new bar file wizard, call the new bar file “WXS_Request_MultiNodes”:
I3 Hew BAR file _1O] =l
Create a new BAR file [= =]
Create & new BAR file resource ' ;
Container: I BARfiles LI New... |
Folder: | <default> Browse... |
Mame: | WxS_Request_MultiNodes|
@:I Finish I Cancel
(Click Finish to create the bar file).
10.| When the “Prepare” tab appears, select the tick box WXS_Request, Click Build and Save
button (click OK when the bar file has been successfully created):
Request.msgflow Fjﬂ WXS_Requestproject. generated.bar F\_=E| FWXS_Request_MultiNodes.bar £3 =0
Prepare
Select deployable resources to include in the broker archive
Deployable Resources Build Options
) . . } ) O compile and in-ine resources
Select an application to package all its contained resources. Resources within an application are isolated from other
applications. Remove contents of the archive before building
& Applications and Services ) Message flows, libraries and other message flow dependendies Qverride configurable property values
[ add workspace project source files
Text filter:  |type filter text
=0 (E Applications -
: A WXS_Customer j
%S| spse
#-[] [&] XC10_Customer =
{*)-Resource types marked with * will be automatically added to the broker archive if referenced by another selected artifact.
PreparEJ Manage | User Log | Service Log
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11.| On the Manage tab, expand the WXS_Request application, and select the Request flow, the
properties tab will show the User Defined Property “ResponseQueue” (used to define the
response queue that the WXS_Response application will use as input:
[H WS _Request MultiNodes.bar I3 =5
Manage
Rebuild. remove. edit. add resources to broker archive and configure their properties
BS &) 8 &  Fiter by: | <Type filter text> =l
Mame | Type | Modified | Size | Path | Versmnl Comment |
=] WXS_Request Application 29-Apr-2013 16:05:32 15994
El [ Request.msafiow Message flow 29-Apr-2013 15:05:32 2748
R 88 res L
(] GLOBAL.CACHE.CUSTOMER.IN
12 GLoBAL.CACHE.IN
a2 save to Cache
=i WXSJava_Lib Library 29-Apr-2013 16:05:32 14072
» Command for packaging the BAR contents
Prepare |Manage | User Longervioe Logl
= properties 52 _[21 thlems‘} g= Ouﬁine] bz Tasksw E= Deployment Log] = ¥ =0
Request
Configure (@ Configure properties of selected built resource,
Werkload Management ResponseQueus | GLOBAL.CACHE RESPONSE.IN
12.

Change the value for ResponseQueue to “GL.OBAL . CACHE . RESPONSE . REMOTE”

@ =w¥s_Request_MultiNodes.bar 53 !;
Manage
Rebuild. remove, edit, add resources to broker archive and configure their properties
S & @ &  Fiterby: |<T\,rpe filter text= LI
Mame | Type | Modified | L
=] WXS_Request Application 29-Apr-2013 16:05:32
= Request.msgflow Message flow 29-Apr-2013 16:05:32
= Regquest
(5] GLOBAL.CACHE.CUSTOMER. IN
[I#) GLoBAL.cACHE.IN
@ Save to Cache
B WxSJava_Lib Library 29-Apr-2013 16:05:32
» Command for packaging the BAR contents
Prepare |Manage | User Longervice Logl i
| Properties &2 [ Problems} 5= outline | ¥= Tasksw FH Deployment Log] (l
Request
| ' £, . - -4 £ p=
Configure (1) Configure properties of selected built resource
Werkload Management ResponseQueue | GLOBAL,CACHE.RESPONSE, REMOTE

Save the Bar file (<ctrl> s)
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application):

Deploy the saved bar file to the (empty) WXS_Request_Server in IBONODE (ie. the same
place as before, although this time you are deploying the updated barfile, rather than the

[5, Application De 53 %PathemsExpﬂ =0

cEng Y

Application Development

[-F2] wxS_Customer
WX5_Request
WX5_Response

= WxSlava_Lib

BARS

E|--- Independent Resources
2% BARfles

. E-(EBARs

: I?EI WX5_Reguest_MultiNodes.bar
-1+ GeneratedBarFiles

B2 Integration N 53 [¥8 otz source ET =0

= i

(-2 Integration Nodes
E-¢8 189NODE
E¢g, default
-5 WXS_Custogye
é, WXS_Request_Server
é, WXS_Response_Server
=43 IBSNODEZ

é, WXS_Response_Server

New...
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14.| The two queue managers, IBOQMGR and IBOQMGR2 have already been defined with the
necessary MQ channels and transmission queues. The channels are set to automatically
start when a message appears on the transmission queue.
15. | Now retest the applications with RFHULil.
Using the same input data, and the same input queue, write the message to
GLOBAL.CACHE. IN. (Make sure the MQMD Reply Queue is still set to
GLOBAL.CACHE.OUT).
16.| In MQ Explorer, again select the queues defined for the IBOQMGR queue manager.
Note that the queue depth for the GLOBAL . CACHE.OUT on IBOQMGR has been incremented
by 1.
251 MQ Explorer - Navigator 23 = O [ B mqExplorer - Content 3 . [T Resource Statistics Graphﬂ = Resource Statistics Table ( 1 ¥ IBINODE Administration Lﬂ = [
$ B~ CE N
o] *| | queues
E‘“E‘ﬂg%ﬂ:iﬁg IFiIter: Standard for Queues o
[ Topics 7 Queue name [ queue type [ Open input count | Open output count | Current queue depml Put messag &
[ Subscriptions |l BOOK_ORDER_IN Local [} 0 0 Allowed
B (= Channels |2l BOOK_ORDER_OUT Local 0 0 0 Allowed
(5 Telemetry e DOTHET, ALT Local ] 0 ] Alowed
(& Uisteners |l DOTMET.ESQL.IN Local 0 0 0 Allowed
(& Services |=l DOTMET.ESQL. OUT Local 0 1] 0 Allowed
[ Pracess Definitions el DOTHET. IN Local 0 0 0 Alowed
{8l BINODE |l DOTHET. INZ Local ] 0 0 Allowed
= Namelists |l DOTHET. OUT Local o 0 0 Alowed
[ Authentication Information |zl GLOBAL.CACHE. CUSTOMER. IN Lacal 1 1 0 Allowed
(== Communication Information reeroeat HErT et - - 7 fowed
(& Security Polices |z GLOBAL. CACHE, OUT Local 0 1 1 Albwed
E'ﬂ IBSQMGR2 |l GLOBAL.CACHE. RESPONSE.TN Local ] 0 0 Allbwed
B 7~ & Queues T GLOBAL. CACHE RESPONSE REMOTE _ Remote Allowed .
17.] Use the second RFHULil to read the queue GLOBAL .CACHE . OUT.
File Edit Search Read ‘Write View Ids MO Help
Main Data |MOMD|PS | UsrProp| RFH |PubSub|pscr |jms |usr |other |cCICS |IMS
Meszage Data (26 from GLOBAL CACHE.OUT
— D ata Format——
<CUSTOMER> =l | Charaster
<FirstName>Paul</FirstName> " Hex
<LastName>Tergeist (Regular) </LastName> " Both
</ CUSTOMER> % spdL
" PARSED
¢ CoBOL
" JsoM
(ol
18.| In an Integration Console, run the following command:
mgsicacheadmin IBI9NODE -c showMapSizes
to see the map entries written to the three maps in the WXS_Request application:
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19.| C:\IBM\MQSI\9.0.0.0>mgsicacheadmin IBINODE -c showMapSizes

BIP7187I: Output from the mgsicacheadmin command. The output from the WebSphere
eXtreme Scale xscmd utility is '

Starting at: 2013-04-30 11:15:02.853

CWXSI0068I: Executing command: showMapSizes

*** Displaying results for WMB data grid and mapSet map set.

*** Listing maps for IBINODE_BETAWORKS-ESBO1_3840 ***

Map Name Partition Map Entries Used Bytes Shard Type Container
aliveForl20Seconds 8 1 488 B Primary IBI9NODE_BETAWORKS-—
ESB01_3840_C-0

aliveFor60Seconds 8 1 488 B Primary IBINODE_BETAWORKS—
ESB01_3840_C-0

aliveUntilRestart 8 1 488 B Primary IBI9NODE_BETAWORKS-—

ESB01_3840_C-0
Server total: 3 (1 KB)

*** Listing maps for IBINODE_BETAWORKS-ESBO1_3844 **x*

Map Name Partition Map Entries Used Bytes Shard Type Container
aliveForl20Seconds 8 1 488 B SynchronousReplica IBI9NODE_B
ETAWORKS-ESB0O1_3844_C-1
aliveFor60Seconds 8 1 488 B SynchronousReplica IBI9NODE_B
ETAWORKS-ESB01_3844_C-1
aliveUntilRestart 8 1 488 B SynchronousReplica IBI9NODE_B

ETAWORKS-ESB01_3844_C-1

Server total: 3 (1 KB)

Results were not returned for map name (not provided) and partition (not provide
d). Verify that the provided map name and partition are correct or try the comma
nd again with fewer filters.

Total catalog service domain count: 6 (2 KB)

(The used bytes statistics are accurate only when you are using simple objects o
r the COPY_TO_BYTES copy mode.)

CWXSI0040I: The showMapSizes command completed successfully.

Ending at: 2013-04-30 11:15:07.744

BIP8071I: Successful command completion.

C:\IBM\MQSI\9.0.0.0>

The above shows the output from the mgsicacheadmin command within 60 seconds of the
application running as all three maps have map entries.

If you wait longer to run the command maps “AliveFor60Seconds” and
“aliveFor120Seconds” will have had their data removed automatically.

This concludes the Global Cache with WebSphere eXtreme Scale lab.
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