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Service Integration Technologies 

Clustering for Scalability and High Availability

This presentation will focus on the Clustering capability of the new Service Integration 
Technology capability in WebSphere Application Server V6.
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Goals

�Provide details on the clustering capabilities (High 
Availability and Scalability) of Service Integration 
Technology resources

Understanding the architecture of the Service Integration Technology is needed to 
understand its clustering capabilities. These capabilities apply to a Network Deployment 
cell. A stand-alone Application Server environment does not have clustering capability.
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Agenda

�Clustering Overview

�Scalability 

�High Availability (HA)

�HA when connecting to WebSphere MQ

�Simulating failures for testing HA

This presentation will cover an Overview followed by some details on how to set up 
Scalability and High Availability, followed by some issues to consider when connecting to 
WebSphere MQ. Then it will show some commands to simulate failures for test.
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Overview

� Service Integration Technologies take advantage of WebSphere Application Server 
clustering to provide scalability and failover

� Clustering is simple – just create a “Bus Member” to associate the cluster to a Bus
� Failover is dictated by the HA policies you set on the cluster

� Workload sharing (scalability) is dictated by how many Messaging Engines you have added to the 
cluster bus member

Bus member = Cluster

Messaging Engines = more than 1

Policy = (1 of N) or OS managed

Bus member = Cluster

Messaging Engines = 1

Policy = (1 of N) or OS managed

High Availability

(Provides 
Failover)

Bus member = Cluster

Messaging Engines = more than 1

Policy = STATIC

Bus Member = Server 

Messaging Engines = 1 

Policy = N/A

OR 

Bus member = Cluster

Number of MEs = 1

Policy = STATIC

NO High 
Availability

(No Failover)

Work Load SharingNO Work Load Sharing

Unlike WebSphere Application Server V5, the V6 implementation supports Clustering.  
You get the clustering capabilities by adding a Bus member of type Cluster to the Service 
Integration Bus.  The High Availability is dictated by the HA policy on the Cluster. The 
scalability is dictated by the number of Messaging engines added in the cluster. By default, 
when you add a Cluster to a bus, one Messaging engine is created. To get scalability, all 
you need to do is add additional Messaging engines to the Cluster Bus member.

Looking at the table, you can see that based on the type of Bus member, number of 
Messaging engines and the HA policy, you can have scalability or High Availability or both. 
You have complete flexibility.
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Service Integration Bus

Single Application Server Environment

� No built-in high availability or 
scalability

� To provide availability

�Restart server locally using monitoring 
service

� Use some HA framework (such as 
HACMP™) to provide local or 
remote restart

An ME that
is managing

a queue

v6 Server 

ME

Bus 
Destination

For a Single Application Server (Express or Network Deployment package), there is no 
clustering capability, since there is only one Application Server in that environment. If you 
need any HA capability, you will need external software like HACMP.
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ScalabilityScalability

Section

Next few foils will discuss the Scalability of how to achieve higher throughput
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Scalability

� Provides the ability to share work load between servers

� Scalability is achieved by deploying multiple messaging engines per bus
within a cluster

� With this flexibility, there are one or more concurrently active messaging 
engines running in a cluster on the same bus

� The Messaging Engines are monitored by the HA Manager 
�Depending on the HA policies, if a server fails, each messaging engine 

that is running on that server is activated on another server

Adding additional Messaging Engines in the Cluster will provide improved scalability. 
However, the destination will be partitioned, meaning a message can be handled by any 
Messaging Engine in the cluster. In addition, based on the HA policy, the Messaging 
Engine could be floating between the cluster members of the bus. The HA policy defines 
the fail over of the messaging engines within the cluster.
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Service Integration Bus
Scalability Details 

� Each destination is partitioned 
across the MEs within the 
cluster

� Message order cannot be 
preserved

� Provides higher messaging 
bandwidth

Messaging
Engine

Cluster
Server2Server1

Q1 Q1

Bus Destination
(Partitioned 
destination)

Application Application

Messaging
Engine

This case provides scalability. The destination has been localized to a Cluster Messaging 
Engine. It is therefore partitioned across the Messaging Engines within the cluster. With a 
partitioned Destination, the recoverable objects associated with the destination are split 
between separate Data Stores. This configuration has the disadvantage that message 
order cannot be preserved, but has advantages. One is that multiple consumers (or 
producers) can be deployed across the same Cluster to provide high messaging 
bandwidth. Messaging operations would always be locally fulfilled. 

Scalability can be increased by adding cluster members to run additional messaging 
engines.
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High AvailabilityHigh Availability

Section

This section will discuss failover and availability forfailover and availability for Messaging Engines in a cluster.
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High Availability

� Achieved by adding a cluster to a Service Integration Bus

�A Messaging Engine (ME) is automatically deployed in a cluster when 
a Bus Member is created

� Any cluster member in the cluster can run the Messaging 
Engine

� HA Manager decides which server runs the Messaging 
Engine at any given time 

�Activates the ME on the (preferred) server 

�If the ME fails, HA Manager activates an ME on another server in the 
cluster

�Work Load Manager (WLM) ensures that messaging activity for the 
ME is directed to the appropriate server

By default, a messaging engine within a cluster is managed by the High Availability 
manager, meaning that it can be restarted on any server in the cluster, should the server 
that is currently running the messaging engine fail.  The configurable HA policy gives you 
the ability to control the failover behavior, or specify which server should run the 
messaging engine.
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Service Integration Bus

High Availability Details 

� Destinations can be associated with 
a Bus Member of type “cluster”

� In the case of failure, a Messaging 
Engine can be started on another 
cluster member and recover the 
destination

� For messaging to continue, the data 
store must be accessible from the 
server to which the ME fails over

�Ensure that the message store is 
accessible from all cluster members

Cluster

Server2Server1

Data Store

Bus 
Destination

Messaging
Engine

Messaging
Engine

The requirement for the fail over to work is that the data store needs to be accessible by 
all the cluster members. So, if a Messaging Engine over on one cluster member, another 
cluster member can host the Messaging Engine using the same Data Store.
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HA settings for Messaging

� The HA policies determine the high availability characteristics of a 
Messaging Engine
�Can be set using Administrative Console or wsadmin

� By default, all Messaging Engines have the default Service Integration 
Bus policy (1 of N)
�Set the HA policy for messaging on the Core Group

�All clusters belong to the “DefaultCoreGroup” by default

Default Policy 
created for 

Service 
Integration Bus

The HA policies for Service Integration Bus is automatically created for you, as 
“Default SIBus Policy”, with a default policy type of “1 of N”.
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HA Policy Types for Messaging

� Static

�Cannot be failed over

� 1 of N (default behavior)

�The HA manager elects one cluster member to host Messaging 
Engine 

�The ME can failover to a different cluster member

�Administrator can configure a set of preferred servers

� OS Managed

�WebSphere Application Server does not manage fail-over but relies 
on an external third party high availability framework to specify where 
to place the ME

� Uses Java™ Management Extensions (JMX) commands

Different HA policy types are defined here. Static policy indicates that you do not need any 
failover. The default “1 of N” indicates that 1 elected member becomes the host for the 
messaging engine. The High Availability Manager determines the elected cluster member 
based on policies you have defined. Finally, OS-Managed is where some 3rd party 
software decides where to failover the messaging engine. They would use normal 
WebSphere JMX (wsadmin) commands to tell WebSphere to fail over the ME. These are 
the same policies that are available for any other highly available service in WebSphere 
Application Server.
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HA when connecting to WebSphere MQ

�WebSphere MQ requires that the IP address and 
port of the MQ Link are known

�Built-in HA failover to another server will change 
the IP address and port

� If HA is needed, failover will have to be controlled 
by an external HA framework and the policy will 
need to OS managed

�This will guarantee consistent IP address and port

If you are connecting to an external WebSphere MQ queue manager, there are some 
considerations that limit HA functions. The limitation is due to the fact that WebSphere MQ 
requires that the IP address and port of the MQ Link be known. Moving a messaging 
engine from one cluster member to another will change the IP address. Hence the built-in 
HA will not work here. You will need external solutions like HACMP.
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Simulating Failure to Test HA

� Send a JMX command using wsadmin to a Messaging 
Engine MBean in a test environment

� Can inject a local or global error

� Steps:

�Get MBean name for the Messaging Engine

� set mbean_name [$AdminControl queryNames “type=SIBMessagingEngine, Name 
messaging_engine_name”]

�Inject a local or global error

� $AdminControl invoke mbean_name injectFault LocalError

� $AdminControl invoke mbean_name injectFault GlobalError

�View the results in the Administrative Console to see the failover

Wsadmin commands exist to inject an error on the messaging engine to simulate failure to 
test HA capabilities. The commands are shown on this page. Once you inject the failure, 
you can see the failover in the Administrative Console or in the System Log file for the 
Application server.
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Summary and References

�Clustering capabilities in WebSphere Application 
Server Network Deployment provide scalability and 
High Availability for Service Integration 
Technologies

In summary, this presentation has focused on showcasing the new clustering capabilities 
of the Service Integration Bus in a V6 Cell environment.
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