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This presentation, will focus on WebSphere® Application Server’s Performance Tools.
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The goals for this presentation are to discuss the performance tools that WebSphere 

Application Server provides to analyze its current performance. The goal of the 

presentation is also to point out any differences between V5 and V6 along the way.
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The agenda for this presentation is to first discuss a typical WebSphere Application Server 

environment and then discuss each of the performance tools and their roles in analyzing 

performance.
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The next section will discuss a typical WebSphere Application Server environment.
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Where do the performance problems within a business application’s environment lie? In 

most business application environments this question can not be easily answered, 

because of the complexity of the environment. The problem could actually lie in one or 

several areas. As seen in the diagram your application’s problems may be network or 

hardware related, backend system related, actual product bugs or, quite often, an 

application design issue. This is where WebSphere Application Server’s performance tools 

come into the picture. They allow an administrator to visualize and analyze performance 

data collected from various areas of your business application environment. The 

administrator can make an informed decision when it comes to diagnosing and 

performance tuning their environment.
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WebSphere Application Server provides all of these things to the administrator. The 

Performance Monitoring Infrastructure (PMI) externalizes the performance data. The 

Tivoli Performance Viewer that is integrated with the Administrative Console, allows the 

Administrator to view the collected PMI data. And the Performance Advisors provided 

in the Administrative Console or Tivoli Performance Viewer, provide configuration 

advice based on the collected PMI data and WebSphere Application Server’s current 

configuration.
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The next section will discuss the Performance Monitoring Infrastructure or PMI service.
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The Performance Monitoring Infrastructure (PMI) allows the Application Server to 

externalize its performance data to monitoring tools that can use the data to visualize 

and analyze its current performance.

The performance data that is generated falls into three general categories. The first 

category that collected PMI data falls into is customer application performance data. 

This includes information about your installed enterprise beans, servlets, Web 

Services, or even custom defined PMI data. Custom PMI data will be further discussed 

in an upcoming slide. The next category that PMI data falls into is the Application 

Server’s run-time resources. This includes information from the Application Server’s 

JVM, active thread pools and database connection pools and most of the other 

resources that you have defined within the Application Server. The last category that 

PMI data falls into are performance data collected from the system where the 

Application Server is currently running. This includes performance data on the system’s 

processor usage or the total amount of free memory on the system. To see a complete 

list of all of the PMI data that is available from a WebSphere Application Server, visit 

the WebSphere Application Server Information Center.
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The graphic above gives you a view into the amount of PMI data that is collected by the 

Application Server. The graphic does not depict the complete list of PMI metrics that 

are collected by the Application Server environment. The diagram also attempts to 

depict when PMI data was added across the different releases of the distributed and 

z/OS® WebSphere platforms. Again for a complete list of available PMI data, visit the 

WebSphere Application Server Information Center. The Information Center also 

provides information about the release in which a PMI metric was added.
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There have been a number of improvements to the usability and functionality of the PMI 

service in V6. WebSphere Application Server now implements the J2EE 1.4 Performance 

Data Framework. With the addition of the new standardized API, the older, proprietary PMI 

client API that has existed since WebSphere Application Server V3.5.5 will be deprecated 

starting in V6. This means that the API will be available to WebSphere customers for the 

next 3 releases of the product. 

Additionally the customer will have the ability to add their own custom PMI counters to the 

Application Server in V6. This functionality allows a customer to define their own PMI 

counters based on their application. For example, a PMI counter that computes the shares 

of stock sold per day could be added to the Application Server for a brokerage application. 

Care should be taken, however, to not redefine PMI counters that are available by default 

through the Application Server. It is important to keep in mind that the more performance 

counters that are defined within the Application Server, the larger the performance impact 

on your Application Server.

The ability to select individual PMI counters has been added in V6. Past versions of 

WebSphere Application Server used performance impact levels to enable or disable 

groups of PMI counters. Remember that performance impact levels were the low, medium, 

high and maximum PMI levels that could be set for the PMI service. WebSphere 

Application Server V6 provides the ability to enable or disable individual PMI counters 

instead of groups of PMI counters. The fine-grained control is available through both the 

Administrative Console and the command line.
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The way in which groups of PMI counters are selected has also changed in WebSphere 

Application Server V6. Previous versions of WebSphere Application Server used 

performance impact levels to enable or disable groups of PMI counters. WebSphere 

Application Server V6 has redefined the organization of PMI counters into different 

categories. In the Administrative Console you can either enable individual PMI counters 

through the Custom setting or you can enable or disable groups of PMI metrics using the 

defined categories. The categories that exist are Basic, Extended and All. The Basic 

setting enables the collection of performance data on the J2EE components, processor 

usage and HTTP session information. The Extended setting extends the information 

collected by the Basic setting by additionally collecting performance data on Application 

Server resources.

You can now additionally enable whether all PMI counters are updated sequentially. 

Sequential updates of counters provides more accurate performance data, but at the 

same time places additional overhead on the server. By default the Application Server only 

sequentially updates the RangeStatistic and BoundedRangeStatistic. When sequential 

update is enabled, all Performance Data Framework statistic types are updated 

sequentially. For more information on the sequential update option visit the WebSphere 

Application Server Information Center.



WASv6_PerformanceTools.ppt Page 12 of 26

A performance impact is incurred on the Application Server when PMI data is enabled. The 

extent of the performance impact is determined by the amount and type of PMI counters 

that are collected. Counters that add up the amount of times a method is called will cause 

less of a performance impact than a counter that averages the amount of time spent 

executing a method call.

You can expect a performance impact of less than 2% when you have the Basic PMI 

setting enabled. It is also important to note, that the PMI service is enabled by default and 

set to the Basic setting. This is a change from previous versions of WebSphere Application 

Server. A performance impact of less than 3% can be expected for the Extended setting. 

And when all PMI counters are being collected you can expect a performance impact of 

less than 6%. When collecting additional PMI data from the Application Server’s JVM 

using the Java Virtual Machine Profiler Interface (JVMPI), you can expect additional 

overhead over the value stated above. Collecting just garbage collection and thread PMI 

data adds an additional performance impact of less than 2% to your Application Server. 

This means that if you are already collecting PMI data using the Basic setting and you 

additionally collect JVM garbage collection and thread data, your Application Server would 

incur a performance impact of approximately 4%. Additionally if you collect all JVMPI PMI 

data, your Application Server will experience an additional performance impact of 

approximately 20 to 25%. Because of the JVMPI PMI module’s high performance impact 

on your Application Server it should only be used in a development environment or in 

extreme cases in your production environment.



WASv6_PerformanceTools.ppt Page 13 of 26

Performance data can be retrieved from the Application Server using the JMX interface. 

This functionality has remained the same from WebSphere Application Server V5. Also 

note that the picture does not show the PMI client interface. Remember that the PMI 

client interface will be available for the next 3 releases of WebSphere Application 

Server. Performance monitoring products should be developed against the JMX 

interface.

The performance monitoring solutions that were available for previous releases of 

WebSphere Application Server remain the same for this release. Take note, however, 

that the products are being moved to the JMX interface for compliance with 

WebSphere Application Server.
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The next section will discuss the Tivoli Performance Viewer or TPV that is provided with 

WebSphere Application Server.
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The Tivoli Performance Viewer or TPV is a PMI client that is provided with WebSphere 

Application Server. TPV is responsible for collecting and visualizing the PMI data that is 

being generated by the Application Server. TPV’s functionality has not changed from 

WebSphere Application Server V5. TPV still allows the user to view the summary views 

that show key areas of the Application Server such as the web container. It also allows the 

user to visualize the specific PMI counters in graph or table form. And lastly it allows a 

user to record performance data to a performance log. TPV also provides a second 

Performance Advisor. The TPV Performance Advisor will be discussed in an upcoming 

section.

The key thing to note about TPV in V6 is that it is now included in the Administrative 

Console. The thin-client version of the Tivoli Performance Viewer has been removed from 

WebSphere Application Server and incorporated into the Administrative Console. This 

gives users the capability to monitor their Application Server’s performance from any 

computer that has a web browser.
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This screen capture shows where Tivoli Performance Viewer can be accessed from the 

Administrative Console. It also shows the new look-and-feel of TPV. 

Demonstrations on how to configure and use the Tivoli Performance Viewer can be 

accessed from this slide by clicking the Show Me icons.
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The Tivoli Performance Viewer can be used in several ways, a few of which are discussed 

in the slide. The summary reports should be used as your first source of information about 

the Application Server’s current performance. They provide a window into how the server 

and its environment are doing. Summary reports are provided for servlets, EJB’s and their 

methods, thread pools and JDBC connection pools. The WebSphere Application Server 

Information Center provides good hints and tips on how to effectively use these views to 

analyze your environment.

The graphs and tables that show the individual performance metrics should be used as 

your next step to analyzing your Application Server’s performance. They allow you to drill 

down on specific PMI counters as well as correlate PMI counters against each other.

Lastly, you can use the logging functionality of TPV to record performance data for use in 

problem determination or analysis of your application’s performance. It is also important to 

note that TPV should not be used as a long term performance logging solution. If you 

desire a long running solution you should look to IBM Tivoli’s portfolio of applications to 

provide this functionality.
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The next section will discuss the Performance Advisors that are provided with WebSphere 

Application Server.
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The Performance Advisors provide the user with performance advice based on PMI data 

collected from their running Application Server and their server’s current configuration. The 

advice that is generated by the advisors is based on a predetermined rule set provided by 

IBM. The rules contained within the rule set were defined by the WebSphere Performance 

Team and are best practices for tuning your WebSphere Application Server. It is also 

important to note that the Performance Advisors do not automatically make changes to 

your Application Server’s configuration, they just suggest potential changes that could be 

made to the configuration to possibly increase performance. The Application Server’s 

administrator is still responsible for making the suggested changes within the 

Administrative Console. Caution should also be taken when implementing changes 

suggested by the Performance Advisors. All suggestions should be fully tested one-by-one 

to verify that performance is positively impacted.

The key thing to note here is that the TPV Performance Advisor is now included in the 

Administrative Console as well. This follows because TPV has moved within the 

Administrative Console.



WASv6_PerformanceTools.ppt Page 20 of 26

The Performance Advisors share a lot of similarities but differ in couple of key areas. The 
table in the slide points out these similarities and differences.

The Performance Advisors are the same in that they both reside within the Application 
Server’s JVM, are invoked and configured from within the Administrative Console, and 
generate advice from the same rule set.

The Performance Advisors differ from each other in the following ways. The TPV 
Performance Advisor will only generate advice when you ask it to, while the Runtime 
Performance Advisor generates advice on a configured interval. This interval is configured 
from within the Administrative Console. Additionally the TPV Performance Advisor outputs 
its advice to a Performance Advisor section of the Tivoli Performance Advisor, while the 
Runtime Performance Advisor outputs advice to both your Application Server’s 
SystemOut.log file and the Administrative Console. Lastly the Runtime Performance 
Advisor generates performance advice for only a subset of the advice categories 
supported by the TPV Performance Advisor. For example the Runtime Performance 
Advisor can not generate advice for the Application Server’s dynamic cache settings.

Demonstrations on how to configure and use each of the Performance Advisors can be 
accessed from this slide by clicking the Show Me icons.
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The Performance Advisor’s architecture has changed slightly because of the Tivoli 

Performance Viewer moving within the Administrative Console. This also means that the 

TPV Performance Advisor has also moved within the Administrative Console, and 

therefore runs within the Application Server’s JVM. The architecture for the Runtime 

Performance Advisor stays the same from WebSphere Application Server V5.
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The Performance Advisors are a key piece of the WebSphere Application Server’s goal to 

become self-optimizing. Currently WebSphere Application Server is at stage three of this 

goal. Currently, WebSphere Application Server is capable of analyzing its environment and 

providing recommendations to the administrator. Based on the advice received, the 

administrator can efficiently analyze and configure his or her environment to increase its 

performance. The end point that WebSphere Application Server wants to reach is a 

business application environment that is capable of tuning itself based on defined 

business rules and policies.
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How and when should the Performance Advisors be used? It is recommended that the 
advisors be used in production load tests against an application that has had all of its 
major defects and deadlocks eliminated. It is important to keep in mind that unexpected 
application errors may cause generated advice to be skewed or incorrect.

It should also be noted that the Performance Advisors should only be enabled when your 
production load tests are at their peak load levels. Enabling the advisors during the ramp 
up or ramp down times of a production load test could cause generated advice to be 
skewed or incorrect. For example, advice generated when the system is at 40% capacity 
versus a system that is at 90% capacity will be different. Additionally certain types of 
advice require that the processor is stressed before advice is generated.

The important point to take away from this, is that you should tune your application before 
you tune your Application Server.
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The next section will summarize the points discussed in this lecture.
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In summary, this presentation has focused on the different performance tools provided by 

WebSphere Application Server. The Performance Monitoring Infrastructure service is used 

to externalize the Application Server’s performance data. The Tivoli Performance Viewer 

allows the administrator to visualize and analyze the collected PMI data. The Performance 

Advisors provide configuration advice based on the collected PMI data and the Application 

Server’s current configuration.
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