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Getting to the root cause of a service issue quickl y. 

A standards-based approach to problem determination.

This presentation focuses on a specific challenge many IT organizations face when a 
system outage or issue occurs. That challenge is problem determination, which entails 
isolating the root cause of a glitch that negatively impacts availability. 

You will be provided with an overview of what IBM is doing to help companies find the root 
cause of problems quickly, even across vast, complex IT environments. 
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When a problem occurs, what do you do? 

� Priority #1: Recover

�Get systems back up and running

� Priority #2: Figure out what happened

�Locate the root cause

This presentation focuses solely on basic problem determination, locating the root cause 
of problems so that they do not recur.

Clearly, when loss of service occurs your initial focus is on recovering as quickly as 
possible. And as you are probably aware, IBM offers a comprehensive portfolio of 
products and services to help you meet required service levels.

But once system recovery has taken place, you must shift your focus to root cause 
analysis so that the same problems do not recur in the future. 

The reason for concentrating on root cause analysis is because problem determination 
processes commonly take considerable time and resources, which could be better spent 
on bigger picture priorities, such as implementing new business processes that provide 
value-add to your customers and grow your business.

So why is problem determination itself such a problem?
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The challenge

� IT skills are device or application specific

� Administrators search for answers 
manually

� Organization silos can create 
inconsistency

You will probably find the following situation quite familiar. A call comes in from the help desk that customers 
are complaining about a lag in response time or a service outage. The website is down. Customers cannot 
access their account information or purchase products, or they cannot make account changes. Whatever the 
application, it is not working properly. And what happens within your IT department?

Dozens of skilled IT administrators, including your Windows® experts, your database experts, your 
integration experts, your application experts, and your storage experts start printing out and scanning logs. 
They begin reviewing infrastructure monitors and other tools, many of which are focused on individual 
products only. And while some of these tools might identify the error, they still might not be able to isolate the 
root cause without the assistance of skilled administrators.

Next, your experts gather in a conference room for meeting after meeting, to correlate the data and figure out 
exactly what happened. Sometimes they only need the logs from that day. Other times, they need the log 
files for several weeks or months. Often, some finger pointing occurs, a process commonly referred to as 
“blame storming.” Isolating the root cause, the single issue that caused the cascade of events to finally put 
service delivery in jeopardy, can take many hours, sometimes days, weeks or even months.

The reason is that problem determination typically is a highly manual process based on a siloed approach. 
Almost all applications and hardware devices generate log files that capture information about what is going 
on within that component.  And each vendor typically uses different log file formats to report on the health of 
their device or application. Even products from the same vendor sometimes use different log file formats due 
to vendor acquisitions and mergers.

Now this is beginning to change, and we will discuss more on that in a minute. But for most companies 
today, this inconsistent method for event recording, filtering and reporting requires highly skilled IT 
administrators who are trained in each specific technology component to make sense of it all. And this can 
be challenging because knowledge and skills are often specific to each administrator. For example, while all 
your Unix™ administrators might have the same training, each one will likely have his or her own expertise, 
based on historical experience, for how they solved a particular problem in the past. If the Unix expert who 
resolved an outage several months ago is now on vacation or has left the company, and that problem recurs, 
another Unix administrator might have to go through the same discovery and resolution process as his 
colleague did the first time around. 
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� 80% of time is spent on isolating 
and diagnosing problems1

� 60% of availability and 
performance issues are caused by 
IT changes1

� 80% of development funds 
are spent identifying and 
fixing defects2

1Based on IBM customer engagements
2 Based on National Institute of Standards and Technology study

Complexity is accelerating

When a problem does occur, many of our customers report that 80 percent of IT 
operations time is spent on isolating and diagnosing that problem. Additionally, according 
to the National Institute of Standards and Technology, 80 precent of development funds 
are spent identifying and fixing defects. Given the huge drain on resources, your staff is 
limited in its ability to deploy new applications and services that the business needs.

And because of the intricate dependencies across the environment, often changes in one 
area, such as a seemingly simple modification to a database table, can unintentionally 
cause problems in another area.  For many of our customers, more than 60 percent of 
availability and performance issues are caused by some IT change.
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What happens if your staff cannot identify the root cause of a system outage quickly and 
service delivery problems keep popping up? You will hear about it.  

You are likely to receive calls from business executives across the company asking why 
services are slow or unavailable, and demanding to know when the problem will be 
resolved.

You are likely to receive calls from your help desk team asking what they should tell 
customers.  And all the while your IT staff is working hard to find answers. 

Yet, as your company leverages service-oriented architecture to deploy more complex 
composite applications, finding the root cause of a problem will only become more difficult.  

Stop and think about it.  Fifteen years ago a banking service might run on a single 
mainframe, be accessed by customers using one type of client, such as an ATM, and 
share information over a private network using a single protocol. Today, that same service 
is supported by dozens of servers, network protocols, firewalls, security applications, 
banking applications, and databases.

This creates a huge drain on resources and can result in a greater number of IT 
administrators on hand with fewer hours to focus on strategic business opportunities, such 
as building greater responsiveness into your organization, helping improve collaboration 
across your company, or enabling employees to gain greater insight from existing 
information.

Whatever your business priorities, think about what your IT administrators could be doing 
if they were not sitting in a conference room trying to find that needle in a haystack. 
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The costs

Cost of inefficiency
• Higher operational costs

70% of CIO budgets are 
labor costs1

92% of IT processes are 
manual2

• Declining innovation

Cost of outages
• Lost revenue

Ranging from thousands of 
dollars to millions of dollars 
per hour

• Lower customer satisfaction 

1Based on IDC study
2 Based on IBM customer engagements

Most people focus first on the cost of outages...and it is a significant concern. The longer it 
takes to resolve an outage, the higher the cost and the lower customer satisfaction. 
Numerous studies have shown that the cost of an outage can range from thousands of 
dollars to millions of dollars per hour, depending on a variety of factors, such as your 
industry and even the time of day of the outage. In fact, industry analyst EMA found in its 
research that the cost to one particular company if it lost all of its online systems could 
reach $2.3 billion per minute. 

However, while outages are expensive and highly visible, they might not represent the 
most significant problem for your organization. 

Companies today use a variety of architectural approaches and IT management tools to 
minimize the impact of IT problems on end-users. But what these processes do not 
address is the time drain on your IT staff, because the problem still must be isolated, 
analyzed, resolved and then evaluated to prevent it from occurring again.

And the cost of this is significant. 

We commissioned an IDC study that found that 70 percent of CIO budgets are labor costs, 
and it is no wonder with 92 percent of IT processes today performed manually. This 
means a greater number of IT administrators on hand and fewer hours to focus on 
strategic business opportunities.
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A better way

• Delivery of industry standard 
event reporting format

The good news is, IBM is helping companies address this challenge.

Let’s focus on one aspect of our strategy, namely helping companies bring together the disparate pieces 
and parts by embedding three innovative problem determination technologies within IBM software 
products.

This will help you reduce the time to identify the cause of unplanned outages, enabling a more effective 
and efficient use of resources and strengthening your ability to meet service-level agreements.  

The first problem determination technology discussed is the use of the industry standard event reporting 
format.

Log files from different products often all have their own reporting formats. As co-chair of the Technical 
Committee formed in the Organization for the Advancement of Structured Information Standards (OASIS) 
IBM worked with industry participants to create a common language and format for describing problems, 
allowing faster integration and analysis of events from multiple IT resources comprising complex systems.

OASIS is an international consortium founded in 1993 and drives many of today’s e-business standards.

The result of this effort has been the OASIS Web Services Distributed Management Event Format, 
commonly called the WEF standard. This standard is being adopted by vendors across the industry.

IBM’s initial implementation of WEF is called Common Base Events. IBM has taken the base WEF 
standard and enhanced it to provide administrators with additional information about the resource.  
Currently, IBM has many hardware and software products that support its initial implementation of WEF, 
and that number is growing every day.  And as OASIS continues to update and enhance the WEF 
standard, we will provide a migration path.
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A better way

• Delivery of industry standard 
event reporting format

• Ability to quickly convert logs 
to standard format

It could take a few years before all products in your environment, including IBM and third 
party, natively support the WEF standard. 

Because of this, adapters that can transform proprietary logs into this standard format 
are currently bundled within select products. These adapters cover many popular IBM 
and third party applications, including Oracle e-business suite, BEA Weblogic Server, 
and many more.  Our adapters also cover many platforms, including Windows, Linux, 
z/OS, i5/OS, AIX®, Oracle and Solaris. 

Tools have also been embedded within IBM products that include configuration editors 
and rules to assist you in converting log formats into Common Base Event format. As a 
result, if you use a product for which we have not created an out-of-the-box adapter, 
your staff can still quickly convert the log files into the standard format.

The ability to standardize event reporting is an important capability in streamlining root 
cause analysis, because it allows your staff to more quickly analyze events from 
heterogeneous IT resources.
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A better way

• Delivery of industry standard 
event report format

• Ability to quickly convert logs to 
standard format

• Viewing, analysis and 
correlation of log files

Additionally, innovative technology is incorporated in our products that enables end-to-
end viewing, analysis, and correlation of log files across the heterogeneous environment.  
For example, many IBM products include a consolidated environment that can analyze 
the logs and traces produced by various components within the application ecosystem. 

This technology provides easy “drill-down” capabilities so your staff can see exactly what 
is causing each problem. With this capability, your administrators can identify the root 
cause of the most complex problems in heterogeneous, distributed infrastructures, and 
do so in a fraction of the time.

This self-managing autonomic technology is called IBM Autonomic Log and Trace 
Analyzer. In addition to embedding this innovative technology into IBM products such as 
WebSphere Application Server, IBM has also submitted it to Eclipse as open source to 
enable everyone to leverage this capability.  This has been made available in the Eclipse 
Test and Performance Tools Platform which was recently released as part of the Callisto
release.

For customers using IBM WebSphere software, this environment links to a WebSphere 
Symptom Database that can match patterns, associated solutions and directives. As a 
result, your administrators can rapidly identify repetitive problems and see how they 
were resolved previously.
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� Disparate pieces 
and parts

� Tools focused on 
individual products

� No common interfaces 
among tools

� No synergies in 
building tools OR in 
creating log entries

Log format today

Database

Networks

Application
Server

Servers

Storage 
devices

Applications

To reiterate, this is the situation today, in which each system produces its own log files 
which must be manually correlated.
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� Generic log adapter

� Common format for 
log files

� Common set of tools

� Common interfaces 
among tools

common 
base event

A
dapters

A
dapters

Common Base Events
standardized as WSDM

Events in OASIS

Common Base Events
standardized as WSDM

Events in OASIS

Database

Networks

Application
Server

Servers

Storage 
devices

Applications

Problem determination with Common Base Events

This is the solution made possible by Common Base Events, and made part of the 
Application Server Toolkit inside WebSphere Application Server.

Now let’s take a look at what can be done with this new set of capabilities.
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Log and Trace Analyzer

Value:
� Viewing, analysis, and correlation of log files

� Consolidated environment that deals with logs and traces 
produced by various components 

� Easier and faster for developers and support personnel to 
debug and resolve problems 

� Link to WebSphere symptom database available today

Enables end-to-end viewing, analysis, and 
correlation of log files across the 
heterogeneous environment 

The Log and Trace Analyzer is available inside of the Application Server Toolkit 
component of WebSphere Application Server.  It provides the means by which problems 
can be solved involving not just WebSphere Application Server, but many of the other 
systems integrated with it, such as operating systems, Web servers, storage, integration 
middleware, and applications.  For a demonstration of the capabilities of this tool, please 
click on the self-running demonstration in this section.
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Symptom Database

� Used in the analysis of 
events and error messages 
that may occur in a log.

� XML file of symptoms, 
string match patterns, 
associated solutions, and 
directives.

The symptom database is a feature within the Log and Trace Analyzer that allows 
symptoms to be stored in a standard format.  When problems occur, the Common Base 
Events in various WebSphere system logs (such as WebSphere Application Server and 
others) can be matched to known problems contained in the product’s symptom database.  
Each product’s symptom database can be downloaded from the IBM product support site 
from inside the Log and Trace Analyzer tool.  In addition, you can create your own 
symptom databases to capture recurrent issues within your own IT organization.

Please click on the self-running demonstration inside this section to see these capabilities.
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What will Common Base Events and IBM PD tools 
allow you to do differently?
� Consolidate & Normalize a large number of log-file formats to single 

open-standards-based format (Common Base Event/WEF) 

� Reduces learning curve for understanding multiple data sources

� Tools created to visually correlate vast amounts of data

� Correlate log data from multiple and distributed sources, which is 

manually impossible

� Capture knowledge gained during PD or root-cause analysis process

� Repository of such knowledge is a Symptom Database 

– Compares log data to known problems in seconds 

� next step in process could be to automated responses to 
commonly found symptoms (even faster, with fewer man hours)

� Results - less chaos, less cost, faster recovery, learning organization

� Not rocket science, but it sure feels good – and saves money

So, the common base event format and the problem determination tools just discussed 
allow you to do three very important things:

Consolidate a large number of different log files to a single standard format, which in turn 
allows you to ...

Correlate data from multiple different IT systems using tools that allow you to more quickly 
perform root-cause analysis, and then …

Capture the knowledge gained during the problem determination process by storing known 
problems in a symptom database, which later can be reused to solve known problems if 
they recur

The result is less chaos, finger-pointing, and time spent when your IT staff is performing 
problem determination, and faster times to system recovery and solving future issues.  
This has been proven in IBM customer engagements to save real money for 
organizations.
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Getting started

Cross-resource correlation and guidance
•Transport , correlate events using rules

•Build symptom database to capture knowledge

System monitors, correlates and takes action
•Implement knowledge-based solution 

•Develop policy engine to notify and close problems

•Standardize change requests

Dynamic business policy-based management
•Business policies guide problem management

•Pre-emptive diagnostics recognize and resolve problems

Manual correlation and guidance
•Deploy common logging capabilities

Centralized tools, manual actions
•Standardize monitoring tools and gathering methods

•Develop event filtering strategy
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These problem determination capabilities within IBM software products can help your staff efficiently and effectively 
isolate the root cause of an infrastructure problem. But clearly, these capabilities represent only one piece of the puzzle.

Achieving best of breed problem management occurs through an evolutionary approach as shown on the screen. As you 
move through each layer of this roadmap, processes can be completed autonomically based on business policies so 
that your staff can focus on higher value tasks.

The first, basic level is manual analysis and problem solving. At this stage, it is critical to deploy common logging 
capability based on the WEF industry standard. 

The second level supports centralized tools, but manual actions. This level requires standardized monitoring tools and 
data gathering process as well as the development of an event filtering strategy that identifies what information you need 
to isolate the source of a failure. 

The third level supports cross-resource correlation and guidance. Here you can transport and correlate events from all 
components in your infrastructure, implement policies and rules for handling events, and begin capturing knowledge of 
past events and how they were resolved in a symptom database. 

The fourth level represents implementation of a knowledge-based solution for monitoring and correlation of events 
across the enterprise, development of a rules policy engine that automatically notifies staff of problems and can close 
those problems with human intervention, and the standardization of the data models, and even the grammar, for change 
requests.

The fifth level represents a dynamic business policy-based management model. With this model, business policies guide
problem management. Pre-emptive diagnostics automatically recognize and resolve problems.  And call-home facilities 
are incorporated so that the latest fixes, patches and problem resolution information are downloaded into your symptom 
database automatically.

The topics discussed in this presentation are really how IBM is helping you take the first step in streamlining and 
simplifying some very basic, yet extremely tedious, problem determination processes. Embedding these technologies 
will not solve all the challenges you face in maintaining end-to-end service availability and in implementing all the stages 
displayed on this roadmap. However, the products and capabilities discussed will provide a vital piece of this puzzle. 
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• Contact your local IBM representative for more 
information

• Visit ibm.com/ autonomic/pd

Next steps

If you are interested in more information about IBM Self-Managing Autonomic Problem 
Determination capabilities within IBM products or would like to learn more about how IBM 
can help you apply the problem determination roadmap, speak with your local IBM 
representative or visit our Web site at www.ibm.com/autonomic/pd. This Web site provides 
a comprehensive overview about our problem determination capabilities and which of our 
products currently incorporate these innovative technologies.  Thank you for listening to 
this education module.
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