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Goals

�Describe Request Metrics functionality that is 

provided with WebSphere

� Introduce Application Response Measurement 

(ARM) standard

�Outline enhancements introduced in WebSphere 

V5.1.1

�Describe Request Metrics settings
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Agenda

�Overview

�Configuration Options

�WebSphere Application Server V5.1.1 

enhancements

�Configuring Request Metrics (Viewlet)
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Request Metrics

� Request metrics track individual transactions, recording and correlating 
process time in each of the major components

�Components supported: Web server plug-ins, web container, EJB™

container, JDBC calls, Web Services

�Ex: Response time for transaction A

Transaction A

Transaction B

Transaction C

Web 
Server

EJB 
Container Database

Web 
Container

JDBC

Request Metrics collect data for a specific transaction

Data 
Source

Request Metrics allow you to monitor transactions as they move through the different 
components in a WebSphere environment (HTTP server plug-in, Web/EJB container and 
database levels).  Request monitoring can follow requests as they fan out across a 
WebSphere environment, monitoring them even as they cross process and host boundaries.

Requests can only be traced if they start in either an HTTP or enterprise bean remote 
request.  The associated downstream Web\EJB container and database requests are also 
captured, allowing the user to correlate the amount of time spent executing in the different 
tiers.  This allows a system administrator to quickly close in on the part of the system where 
performance is being degraded.
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Why Use?

� Allows hierarchal view for each individual transaction by 
response time 
�Provides data for debugging resource constraints

� Provides filtering mechanisms to monitor synthetic 
transactions or specific transactions
�Users can exclusively track artificial transactions to measure 

performance

� Provides response time on individual transactions, helping 
determine if Service Level Agreements are being met
�EWLM tracks and identifies when SLA targets are not met

HTTP Request: /exampleApp/exampleServlet

Servlet: /exampleApp/exampleServlet

EJB: ExampleEJB.getExampleData

JDBC Call: SELECT statement

200 ms

125 ms

45 ms

5 ms

Request metrics can be used to monitor the health of your application through the use of 
synthetic transactions. Synthetic transactions are transactions that the are initiated from a 
known source with the purpose of monitoring specific transaction times.  Synthetic 
transactions allow you to monitor your application’s responsiveness and health.  With the 
addition of system monitoring software (e.g. Tivoli® Monitoring for Transaction Performance), 
a system administrator can be alerted when response times are too low or if transaction are 
failing.

Request metrics provide valuable hierarchal data on transactions in your application. It allows 
you to see which part of your application calls another part – allowing you to determine 

whether the application is behaving according to design.  The hierarchal view also allows for 
the quick determination of which part or portion of your application may be responsible for 
poor performance.

Request metrics also provide valuable measurements for determining whether Service Level 

Agreements (SLAs) are being achieved. Because request metrics can show trace data from 
specific transactions in the system, it is an invaluable tool in determining whether you are 

meeting your SLA targets. In addition, request metrics can be paired with other tools, such as 
Enterprise Workload Management (EWLM), which can be used to monitor and warn when 

certain targets are not being met.
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Architecture

Web 
Server

EJB 
Container Database

Web 
Container

JDBC call

Request Correlator Correlator Correlator

RM in plug-in RM in application server

Log LogARM ARM

Entry/Exit Entry/Exit

�Tivoli Monitoring for Transaction Performance

�EWLM

�Third Party Tools

ARM Management Tooling

�\logs\http_plugin.log

�\logs\<%SERVER_NAME%>\SystemOut.log

WebSphere Logs

Entry/Exit

IP or URI Filter EJB Filter

The diagram above shows the different parts to a simple, request-metrics-enabled 
WebSphere application server. The diagram assumes that request metrics has been enabled, 
logging and ARM reporting has been enabled, and appropriated filters are in place.

As a request enters the system, it will be examined by the filter settings in the web server 
plug-in.  If the request matches one of the associated filters, an ARM transaction will be 
started and a correlator will be assigned in the web server plug-in.  When the request moves 
into the Servlet Container, another ARM transaction will be started and a correlator value will 
be assigned to the transaction.  Additionally, the correlator value that was passed from the 
upstream container will be assigned as the ARM transaction’s parent correlator – this allows 

the two separate transactions to later be correlated together.  This behavior continues until the 
last point in the transactional chain is reached.

As the response leaves the system, it will stop the ARM transaction timers in each of the 
containers. It also records the appropriate transaction information and time in each of the 

activated logging mechanisms.

In addition to the simple architecture shown above, the client could also pass the correlator 

from a request metrics transaction to another downstream ARM-enabled software that is not 
directly controlled by WebSphere.  An example of this is when a transaction would move into 
a legacy backend, such as CICS® server.
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Configuration OptionsConfiguration Options
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Request Filtering

� Use filters to limit the amount of transactions that are 

logged

�Example: Use IP address filters to monitor synthetic transactions

� Available filters

�HTTP requests can be filtered by IP address, URI or both

�Enterprise Bean requests can be filtered by method name

� Performance impact ~5% when ~20% of transactions pass 

through filters

� Administrative Console path: Troubleshooting > PMI 
Request Metrics

Filters can be specified to limit who and what performance data is collected on. Collecting PMI 
Request Metric information is a resource intensive operation. In a production environment it is 
highly recommended that filters are enabled to only capture metrics on key business 
processes/methods or from a specific IP address.

The following filtering options are available:

•Filtering incoming HTTP requests (one or both of the options below can be active at the 
same time)

•Client IP Address Filters: Use client IP address filters in the data center to filter known 
addresses and provide a mechanism to make a request or set of requests while the 

system is under normal load.

•URI Filters: URI filtering provides a mechanism to filter, based on the URI of the 
incoming HTTP request. 

•Filtering incoming enterprise bean requests

•Enterprise bean method name filters are specified with the fully package name 
qualified enterprise bean method name.
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Trace Levels

�Use trace levels to limit the depth of a transaction 
that is logged

�Higher trace level = greater performance hit

�Available trace levels
� None – No data captured

� Hops – Process boundaries (web server, servlet, EJB over RMI-
IIOP)

� Performance Debug – Hops + 1 level of intra-process calls

� Debug – Full capture (all cross-process/intra-process calls)

�Administrative Console path: Troubleshooting > 
PMI Request Metrics

Trace levels control the depth of information collected.  For most purposes the setting of 
“HOPS” will collect enough information – HOPS collects trace information for requests that 
jumps between processes. When more information is needed, you can either choose to 
collect just the first intra-process call (PERFORMANCE DEBUG) or all intra-process calls 
(DEBUG setting). 

•Intra-process calls include servlet-to-EJB, EJB-to-EJB, servlet include/forward calls.

When setting the Request Metrics trace level, the same trace level setting is used to set both 
the ARM and logging settings.
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Request Metrics Output

� Output to WebSphere’s logs (default behavior)

�HTTP requests output to <%WAS_INST%>\logs\http_plugin.log

�Servlet/EJB/JDBC requests output to 
<%WAS_INST%>\logs\<%SERVER_NAME%>\SystemOut.log

� Output to Application Response Measurement (ARM) agent 
and visualized using ARM management software

�IBM Tivoli Monitoring for Transaction Performance (TMTP)

�IBM Enterprise Workload Management (EWLM)

�Other third party tools

� Output can be directed to either location or both at the 
same time

�Recommended practice – disable request metric logging when 
implementing an ARM agent to reduce disk I/O

Request Metric data can be recorded to two different places - either directly to WebSphere’s logs or to an ARM 
agent which allows it to be viewed through ARM management software.

•Application Response Measurement (ARM) - Provides a mechanism whereby applications can provide response 
time measurement to a centralized reporting and management facility.

•For best performance and utilization of the collected data, write it to an ARM agent and disable logging. To do 
this, create the following Customer Process for WebSphere’s JVM.

•com.ibm.websphere.pmi.reqmetrics.loggingEnabled = false

When request metrics logging is enabled, the request metrics entries can be found by looking for the following:

•http_plugin.log: Look for entries prefixed with “PLUGIN”

•<%SERVER_NAME%>\SystemOut.log: Look for entries prefixed with “PMRM00031”

WebSphere Application Server does not provide an ARM agent, but can be used with Tivoli’s ARM 2.0 agent and 
any ARM agent written to Open Group’s ARM 4.0 standard.

•Examples of software providing ARM 4.0 agents: Tivoli Monitoring for Transaction Performance (TMTP) and 
Enterprise Workload Management (EWLM).

The following software are IBM solutions that utilize request metrics in their monitoring solutions.

•IBM Tivoli Monitoring for Transaction Performance (TMTP) – IBM Tivoli monitoring solution that marries 
synthetic transaction monitoring and PMI request metric data collection.  Allows users to correlate gathered data 
to analyze possible performance problems.

•Link to TMTP: http://www.ibm.com/software/tivoli/products/monitor-transaction/

•Enterprise Workload Management (EWLM) – Will be discussed in a later presentation.
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Example: WebSphere Logs 

PLUGIN: parent:ver=1,ip=192.168.0.1,time=1016556185102,pid=796,reqid=40,event=0

- current:ver=1,ip=192.168.0.1,time=1016556185102,pid=796,reqid=40,event=1 

type=HTTP detail=/hitcount elapsed=60 bytesIn=0 bytesOut=2252

Portion of [WAS_ROOT]/logs/http_plugin.log

PMRM0003I: parent:ver=1,ip=192.168.0.1,time=1016556185102,pid=796,reqid=40,event=0

- current:ver=1,ip=192.168.0.1,time=1016556186102,pid=884,reqid=40,event=1 

type=URI detail=/hitcount elapsed=60

Portion of [WAS_ROOT]/logs/[WEB_CONTAINER_SERVER]/SystemOut.log

PMRM0003I: parent:ver=1,ip=192.168.0.1,time=1016556186102,pid=884,reqid=40,event=1

- current:ver=1,ip=192.168.0.2,time=1016556122505,pid=9321,reqid=100,event=1             

type=EJB detail=com.ibm.defaultapplication.ConcreteIncrement_501bb55e.increment elapsed=40

PMRM0003I:  parent:ver=1,ip=192.168.0.2,time=1016556122505,pid=9321,reqid=100,event=1 

- current:ver=1,ip=192.168.0.2,time=1016556122505,pid=9321,reqid=101,event=1 

type=JDBC detail=SELECT T1.PRIMARYKEY, T1.THEVALUE FROM INCREMENT  T1 WHERE T1.PRIMARYKEY = ? 

elapsed=0

PMRM0003I:  parent:ver=1,ip=192.168.0.2,time=1016556122505,pid=9321,reqid=100,event=1 

- current:ver=1,ip=192.168.0.2,time=1016556122505,pid=9321,reqid=102,event=1 

type=JDBC detail=UPDATE INCREMENT  SET THEVALUE = ? WHERE PRIMARYKEY = ? elapsed=0

Portion of [WAS_ROOT]/logs/[EJB_CONTAINER_SERVER]/SystemOut.log

Correlates request in HTTP 

plug-in to Web Container

Correlates request in 
Web Container to EJB 

Container

Correlates request in 
EJB Container to JDBC 

call

Correlates request in 
EJB Container to JDBC 

call

The diagram above shows excerpts from http_plugin.log and SystemOut.log log files.  The 
diagram is meant to show how the Request Metric entries in the different logs correlate to 
each other.  Also note that as the request moves through the WebSphere application server, 
you can view exactly how long each leg of the request took:

•The request took 0 seconds to complete within the HTTP server. This is derived by 
subtracting the value of “elapsed” from the Web container’s SystemOut.log from the value of 
“elapsed” in the http_plugin.log (i.e. 60 milliseconds – 60 milliseconds = 0 milliseconds).

•The same steps can be used to find the amount of time spent in the Web Container, EJB 
Container, and database server.

For more detail on the Request Metric field meanings, see the WebSphere Information 
Center.
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Application Response Measurement (ARM)Application Response Measurement (ARM)

Section
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Application Response Measurement (ARM)

�Open Group standard

�Provides a means through which business and 

management applications can cooperate to 

measure selected business transactions

�Measures service levels of single-system and distributed 
applications

� For more information see: 

http://www.opengroup.org/tech/management/arm/

The ARM standard was created to simplify the task of managing increasingly complex 
applications. It helps answer the following questions about your application’s performance.

•Are transactions succeeding?

•If a transaction fails, what is the cause of the failure?

•What is the response time experienced by the end-user?

•Which sub-transactions of the user transaction take too long?

•Where are the bottlenecks?

•How many of which transactions are being used?

•How can the application and environment be tuned to be more robust and perform better?

More importantly it is a standard for measuring service levels of single-system and distributed 

applications. ARM measures the availability and performance of transactions (any units of 
work), both those visible to the users of the business application and those visible only within 
the IT infrastructure, such as client/server requests to a data server.

•ARM provides the standard for software developers to write to. The collection, recording, and 
analysis of the data is left up to the individual tool-vendors to implement.
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Implementation

Web Request

Application ServerWeb Server

arm_start_transaction(...)

arm_destroy_application(...)

arm_start_transaction(...)

arm_stop_transaction(...)

ARM Services ARM Services

arm_stop_transaction(...)

arm_register_application(...)

arm_destroy_application(...)

arm_register_application(…)

Process request Process request

Additional 
Backends

…

ARM Services
ARM Services

ARM Services

Additional 
Backends

…

Web Client

ARM 
Management 
Application

ARM Client

ARM Services

The diagram above depicts a typical way in which an ARM environment way be implemented.  
In this case we are showing a monitored application environment that includes a web server, 
an application server, and additional backend systems (e.g. database servers, CICS servers, 
MQSeries® servers, etc.).

A prototypical ARM implementation may include all or some of the parts listed below.

•ARM-instrumented application: The application (web server, application server, etc.) that is 
being monitored needs to be ARM-instrumented in order to externalize transaction data.

•Data includes: transaction start/stop times, correlators, additional transaction details, 
etc.

•ARM agent: Agent is necessary to externalize performance data collected within the 

monitored application to the ARM management application. The implementation of the agent 
will differ between different software products, however, all agents will be written to the same 
ARM API.

•ARM management application: This is responsible for collecting and analyzing data from all 
connected ARM agents.  The implementation of this will differ between software products.

•ARM client: Additionally the ARM management application may provide some sort of GUI for 

viewing analysis information.  The implementation of this will differ between software 

products.
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Request Metrics and ARM

� Supports following ARM interfaces

�Open Group ARM 4.0 standard

� Supported in all components

�Tivoli ARM 2.0

� Supported in all components except web server plug-ins

� API available that allows the ARM correlator to be extracted 
from the Request Metrics ARM transaction stack

�Allows customer to integrate downstream ARM calls with ARM 
transactions that are already in flight within Request Metrics

�Use when customer applications communicate to a non-WebSphere 
container downstream along an un-supported protocol

HTTP Request: /exampleApp/exampleServlet

Servlet: /exampleApp/exampleServlet

<%Call_to_unique_backend%>

200 ms

125 ms

45 ms

WebSphere supports ARM 4.0 across all of its ARM implemented components. Support for the Tivoli ARM 2.0 
agent is only available in the servlet container, EJB container, and JDBC drivers.

When enabling the ARM agent within WebSphere you have to additionally specify the following two JVM 
properties.

•com.ibm.websphere.pmi.reqmetrics.ARMIMPL

•Specifies which type of ARM implementation is being used. By default the property is set to ARM 4.0.  
There are additional settings for Tivoli ARM 2.0 support.

•ArmTransactionFactory

•Specifies the ARM factory to be used when creating new objects. Value needs to be set to the fully 
qualified class name.

The API for accessing the current ARM transaction is useful in a situation where a transaction needs to be traced 
as it moves from WebSphere to a non-WebSphere backend system.  If you want to continue to get accurate 
transactional timer info, then the correlator can be extracted from the current request metric ARM transaction and 
passed to the downstream system.

An example of how the correlator would be used follows:

•Within your application you would use the API to extract the correlator from the ARM transaction that is on the 
top of the stack – this would be the ARM transaction tied to the current Request Metric transaction.  You would 
then use the correlator to tie or correlate any transaction (any unit of work) downstream back to the correct parent 
transaction.  This is helpful because it allows you to correlate any future calls that you may make to ARM with the 
work that was done upstream in the application.

•This type of scenario could be found in an environment where requests flow through a web server, a web 
application server, and then into some backend such as MQ Series or CICS.  In this case, you would not be able 
to gather request metrics for the part of the environment that lies out of WebSphere control.  Worse yet, without 
the correlator you would be unable to correlate the transactions that took place in the WebSphere environment 
with those that took place in the CICS environment.  To alleviate this, the correlator should be extracted from the 
Request Metrics ARM transaction stack it should be flowed downstream.  This allows child transactions (initiated 
on a non-WebSphere platform) to be correlated back to the parent ARM transaction (in this case the last Request 
Metric ARM transaction).  The end result is that you are able to more accurately monitor you application and 
obtain a better feel of its performance.
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V5.1.1 EnhancementsV5.1.1 Enhancements

Section



WAS511_Request Metrics.ppt Page 18 of 24

IBM Software Group

18

Request Metrics © 2004 IBM Corporation

Enhancements: Through The Releases

V5.0
�Captures process time for EJBs (via IIOP), Servlets, and JDBC calls
�Outputs data to WebSphere logs or ARM agents (Tivoli ARM 2.0 and EWLM DE)

V5.0.2
�Captures process time for web server plug-ins and provides data in plug-in logs

V5.1.1
�ARM interface updated to ARM 4.0
�Captures process time for intra-process servlets and EJBs
�Captures process time for Web Services and provides data in WebSphere logs
�Provides ARM interface for web server plug-ins
�Opens correlation mechanism to plug-in other response time measurements needed by customer

Web 
Server

EJB 
Container Database

Web 
Container

JDBC call

Request Correlator Correlator Correlator

RM in plug-in RM in application server

Log LogARM ARM

Entry/Exit Entry/Exit Entry/Exit

IP or URI 
Filter

EJB 
Filter

ARM 4.0 Support

Intra-process calls

The diagram shows the different features that have been added and in which WebSphere 
release they were added in.
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Configuring Request MetricsConfiguring Request Metrics

Section

The demonstration will show how to access the Request Metrics panel in the Administrative 
Console.  Additionally it will explain the different options that are available.
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Summary and ReferenceSummary and Reference

Section
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Summary

�Request metrics track transactions, recording and 

correlating the process time in each WebSphere 

component

�Use with ARM applications to monitor status and 

response times of key transactions in your 

business applications

�Set filters and trace levels to minimize performance 

degradation
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Reference

� To review the ARM 4.0 specification see

�http://www.opengroup.org/management/arm.htm/

� For more information on the ARM standard see

�http://www.opengroup.org/pubs/catalog/c807.htm

� For more information on Tivoli Monitoring for 

Transaction Performance (TMTP) see

�http://www-306.ibm.com/software/tivoli/products/monitor-
transaction/
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