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Architecture overview

This presentation will provide an overview of the Architecture of IBM TXSeries for 
Multiplatforms V6.
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Goals

�Role in the enterprise environment

�Understand the high level architecture of TXSeries 
for Multiplatforms V6

The goal of this presentation is to provide a high level overview of the architecture of 
TXSeries for Multiplatforms V6 and CICS® based applications.  It also provides an 
overview of how TXSeries for Multiplatforms based applications can be used in an 
enterprise environment.
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Agenda

� TXSeries in an Enterprise environment

� TXSeries architecture
�Major components of a CICS region

�Application Server management

This presentation will cover the TXSeries architecture and describe the role it plays in the 
enterprise computing environment.
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Overview

� IBM TXSeries for Multiplatforms provides the 
foundation to run many high-volume, business 
critical enterprise applications
�It provides an environment to run CICS applications in 

distributed environments

�TXSeries for Multiplatforms V6 delivers a Services 
Orientated Architecture hosting infrastructure

�Allows customers to scale upwards to IBM CICS 
Transaction Server as the business needs grow

TXSeries for Multiplatforms V6 continues and expands on the tradition of providing a 
distributed environment in which to host critical business applications built around the 
CICS programming model.  As the needs of the business grow, you have the option to 
scale upwards to CICS Transaction Server.
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The role of TXSeries in the enterprise The role of TXSeries in the enterprise 
environmentenvironment

Section

This section examines the role of TXSeries for Multiplatforms in the enterprise computing 
environment.
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Architecture: Flows in and out of server

CICS 
Services

TXSeries CICS RegionTXSeries
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�WebSphere IIOP
�IP Socket
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Structured 
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The CICS transaction processing environment consists primarily of CICS clients, one or 
more CICS regions and Resource Managers. 

Work requests come from a number of sources, such as a CICS client or another CICS 
system into a CICS region. The CICS Client machines can be workstations that present a 
graphical user interface to CICS, or simply devices, such as an automated teller machine 
and bar-code readers. 

The CICS region runs the application and can connect to resource managers such as 
RDBMS databases, messaging systems, other CICS systems or other enterprise systems.
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TXSeries componentsTXSeries components

Section

In this section some of the important components of TXSeries will be discussed.
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Components of a CICS region
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Client request

� Client Terminal

� Other CICS System

� WebSphere Application 
Server through CICS 
Transaction Gateway

A client request comes from a CICS client or other CICS systems, which attach to a CICS 
region and through which the CICS transactions are run.

The CICS region on the other hand, includes Listeners, which receive requests to run 
transactions, then hand them over for prioritization, scheduling, and dispatching to an 
application server for processing. A pool of application servers run the transactions and 
interact with the requestor to send or receive input and output.

CICS services are used to manage the whole CICS region. The whole of this is 
encapsulated in a logical entity called a TXSeries CICS region.
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Minimum and maximum servers

� Dynamically managed by 
region between limits

� Determines maximum 
number of simultaneous 
transactions in region

MinServers = 1
MaxServers = 5

MinServers = 1
MaxServers = 5
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���
� manages a pool of application servers, and keeps the 
number of application servers between a predefined minimum and maximum. The maximum 
number of application servers made available on the CICS region determines the 
maximum number of simultaneous transactions running on the CICS region.

When the CICS region is started, there will be minimum number of application servers 
invoked, with new application servers created if there are no application servers available 
to service a new inbound request.  New application servers are created subject to a limit 
defined as maximum. Unused application servers are terminated if they remain idle for a 
specified time limit. 

You can identify correct values for the minimum and maximum limits through testing, 
tuning and observation.
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Application isolation

� Application isolation

� New work balanced 
across available 
application servers
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The business applications that are run under different application servers are isolated, so 
two applications running concurrently on two different application servers will not affect 
each other’s operations. This is true even for applications of the same instance.

New work requests coming to the CICS region will automatically be balanced across 
available application servers.
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Summary

� Introduced the high level architecture of a TXSeries 
system

�Discussed different architecture flows into and out 
of a TXSeries system

In summary, this presentation covered the TXSeries for Multiplatforms architecture at a 
high level and showed some of the types of client and other enterprise systems TXSeries 
can interact with.
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Trademarks, copyrights, and disclaimers
The following terms are trademarks or registered trademarks of International Business Machines Corporation in the United States, other countries, or both:

IBM CICS IMS MQSeries Tivoli
IBM(logo) Cloudscape Informix OS/390 WebSphere
e(logo)business DB2 iSeries OS/400 xSeries
AIX DB2 Universal Database Lotus pSeries zSeries

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both. 

Microsoft, Windows, Windows NT, and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries, or both. 

Intel, ActionMedia, LANDesk, MMX, Pentium and ProShare are trademarks of Intel Corporation in the United States, other countries, or both.  

UNIX is a registered trademark of The Open Group in the United States and other countries. 

Linux is a registered trademark of Linus Torvalds.  

Other company, product and service names may be trademarks or service marks of others.

Product data has been reviewed for accuracy as of the date of initial publication.  Product data is subject to change without notice.  This document could include technical inaccuracies or 
typographical errors.  IBM may make improvements and/or changes in the product(s) and/or program(s) described herein at any time without notice.   Any statements regarding IBM's 
future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.  References in this document to IBM products, programs, or 
services does not imply that IBM intends to make such products, programs or services available in all countries in which IBM operates or does business.  Any reference to an IBM Program 
Product in this document is not intended to state or imply that only that program product may be used.  Any functionally equivalent program, that does not infringe IBM's intellectual 
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Information is provided "AS IS" without warranty of any kind.  THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER 
EXPRESS OR IMPLIED.  IBM EXPRESSLY DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR NONINFRINGEMENT. IBM shall 
have no responsibility to update this information.   IBM products are warranted, if at all, according to the terms and conditions of the agreements (e.g., IBM Customer Agreement, 
Statement of Limited Warranty, International Program License Agreement, etc.) under which they are provided. Information concerning non-IBM products was obtained from the suppliers 
of those products, their published announcements or other publicly available sources.  IBM has not tested those products in connection with this publication and cannot confirm the 
accuracy of performance, compatibility or any other claims related to non-IBM products.  IBM makes no representations or warranties, express or implied, regarding non-IBM products and 
services.

The provision of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or copyrights.  Inquiries regarding patent or copyright 
licenses should be made, in writing, to:

IBM Director of Licensing
IBM Corporation
North Castle Drive
Armonk, NY  10504-1785
U.S.A.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment.  All customer examples described are presented as illustrations of 
how those customers have used IBM products and the results they may have achieved.  The actual throughput or performance that any user will experience will vary depending upon 
considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  Therefore, no assurance 
can be given that an individual user will achieve throughput or performance improvements equivalent to the ratios stated here.
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