Tivoli Application Dependency Discovery Manager
V7.2.1

Converting from a synchronization server deployment to a streaming server
deployment within Tivoli Application Dependency Discovery Manager 7.2.1

© 2012 BM Corporation

In this module, you learn about converting from a synchronization server deployment to a
streaming server deployment within Tivoli® Application Dependency Discovery Manager
7.2.1.
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Basic knowledge of Tivoli Application Dependency Discovery Manager 7.2.1
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For this IBM Education Assistant module, you must have a basic knowledge of Tivoli
Application Dependency Discovery Manager 7.2.1.
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When you complete this module, you can perform these tasks:
» Convert a synchronization server to a primary storage server
* Prepare domain servers to become discovery servers

* Import saved information to each discovery server

* Describe any conversion limitations

* Add secondary storage servers

Converting froma synchronization serverdeploymentto a streaming server deployment ©2012 1BM Corporation

When you complete this module, you can convert a synchronization server to a primary
storage server. You can prepare domain servers to become discovery servers. You can

import saved information to each discovery server. You can add secondary storage
servers.
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1. On Linux operating systems, run these commands to verify that the libstdc++ compatibility
package is installed:

rpm -a —-q |grep compat-libstdc++-33
If this package is not installed, run this command to install the package:
yum install compat-libstdc++-33

2. Export the access list using these commands:
$ cd SCOLLATION HOME
$ ./bin/authconfig.sh -d -f /tmp/auth.out
$ cp etc/TADDMSec.properties /tmp
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After you upgrade to IBM Tivoli Application Dependency Discovery Manager 7.2.1, you
can manually convert a synchronization server deployment to a streaming server
deployment. Before you convert to a streaming server deployment, complete step one as
shown. If you did not do this before upgrading to Tivoli Application Dependency Discovery
Manager 7.2.1, export the access list from each domain server, and copy the
TADDMSec.properties file. To export the access list and copy the file, complete step two
as shown.
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1. To preserve previously discovered data, perform an incremental synchronization of all
domains

2. Update the $COLLATION_HOME/etc/sync/tables.extra file as shown in this example:

# for conversion from synchronization server deployment
# to streaming server deployment

*change_history_table

*change_cause_table

3. Stop the synchronization server
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To convert a synchronization server deployment to a streaming server deployment, you
must first manually convert each synchronization server to a primary storage server. To
preserve previously discovered data, perform an incremental synchronization of all
domains. Because domain servers in a synchronization server deployment become
discovery servers in a streaming server deployment, the change history is lost if you do
not perform a synchronization before the conversion to a streaming server. Update the
$COLLATION_HOME/etc/sync/tables.extra file as shown in step two. Including the
character “*” at the beginning of the entries forces a full synchronization of the tables even

when an incremental service is requested. Stop the synchronization server.
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4. Update the $SCOLLATION_HOME/etc/collation.properties file with these changes
* Comment out the com.collation.cmdbmode property, as shown in this example:
#com.collation.cmdbmode=enterprise
* Uncomment the com.collation.taddm.mode property, and set its value to
StorageServer, as shown in this example:
com.collation.taddm.mode=StorageServer
5. Restart the server, which is now a primary storage server

6. Run this command to perform template migration:
migration.sh -t -bv 7.2

6
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step six to perform template migration.

Update the $COLLATION_HOME/etc/collation.properties file as shown in step four.
Restart the server, which is now a primary storage server. Run the command shown in
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On each domain server, complete these steps:

1.Export the discovery profiles, scopes, and custom server templates separately. Run these
commands:
$ ./datamover.sh -u administrator -p collation -a export -t template -f /tmp/templet.xml|
$ ./datamover.sh -u administrator -p collation -a export -t profile -f /tmp/profiles.xml
$ ./datamover.sh -u administrator -p collation -a export -t scope -f /tmp/scopes.xml

2. To export the discovery profiles, scopes, and custom server templates to one file, run this
command:

$ ./datamover.sh -u administrator -p collation -a export -f /tmp/all.xml

3.To archive the custom server extensions, run this command:
$ tar cf /tmp/cse-"hostname’.tar $SCOLLATION_HOME/etc/templates/commands

4.Uninstall Tivoli Application Dependency Discovery Manager on each domain server. Then,
using the Tivoli Application Dependency Discovery Manager installation wizard, install Tivoli
Application Dependency Discovery Manager on each discovery server, which is analogous
to a domain server in your previous deployment
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You can prepare domain servers to become discovery servers. On each domain server,
export the discovery profiles, scopes, and custom server templates separately. Run the
commands in step one. To export the discovery profiles, scopes, and custom server
templates to one file, run the command shown in step two. To archive the custom server
extensions, run the command shown in step three; uninstall Tivoli Application Dependency
Discovery Manager on each domain server. Then, using the Tivoli Application Dependency
Discovery Manager installation wizard, install Tivoli Application Dependency Discovery
Manager on each discovery server, which is analogous to a domain server in your
previous deployment.
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* Discovery profiles, scopes, and custom server templates
J/datamover.sh -u administrator -p collation -a import \ -f /tmp/all.xml
* Discovery profiles
/datamover.sh -u administrator -p collation -a import \ -f /tmp/profile.out
» Scopes
/datamover.sh -u administrator -p collation -a import \ -f /timp/scopes.xml
* Custom server templates
/datamover.sh -u administrator -p collation -a import \ -f /timp/templates.xml
* Access list

Jauthconfig.sh -m -f /tmp/auth.out -k /tmp/TADDMSec.properties
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On at least one discovery server, you must import the information that you exported and
saved on the domain server. Import the information to the discovery server by running the
commands shown. Note: Tivoli Application Dependency Discovery Manager applies rules
in importing the files. If an access list entry or custom server template has the same name
on more than one domain server, the last item that is imported to the discovery server
overwrites the existing items of the same name. If the items with the same name differ in
some way (for example, in the user name, password, or scope restrictions for access list
entries), you need to rename them to have unique names to prevent any problems. When
you import the access list to one discovery server, it is written to one common database
and is therefore known to all discovery servers. If a scope or profile with the same name
already exists on the discovery server, the imported scope or profile is renamed to
name_TADDM. If a custom server template exists with the same name on the discovery
server, the template is merged with the existing template.
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= The following example shows how to archive the file on four discovery servers:
ds1$ scp /tmp/cse-"hostname’.tar ds1:/tmp
ds1$ scp /tmp/cse-"hostname’.tar ds2:/tmp
ds1$ scp /tmp/cse-"hostname’.tar ds3:/tmp
ds1$ scp /tmp/cse-"hostname’.tar ds4:/tmp
... repeat for the rest of the servers ...

= After you copy the files to all discovery servers, you must extract the custom server
extensions on each discovery server, as shown in the example:
ds1# for i in /tmp/cse*tar
>do
> tar xf $i
> done
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The datamover.sh command cannot be used to copy or restore custom server
extensions. The custom server extensions are stored on the file system of each discovery
server. You can copy the file that contains the extensions from one discovery server to the
other discovery servers. The example shown shows how to archive the file on four
discovery servers. After you copy the files to all discovery servers, you must extract the
custom server extensions on each discovery server, as shown in the example.
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Adding secondary storage servers

Select one of the following server hpes.

v Ucense Agreements

v Choose Install Folder

v Runtime User Information
v Instaliation Type

» Server information

@ Primary storage server. ATADOM server that both coordinates the discovery servers and all other
storage servers and serves as a storage server. You must install this server first

¢ Discovery server. A TADDM server that runs sensors but does not have its own database. You must
install the primary storage server before you install a discovery server

Secondary slorage server. A TADOM server that processes discovery data that is received from the
€ discovery servers and stores it in the TADDM database. You must install the primary storage server
before you install 3 secondary storage server
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If you need to add secondary storage servers to a streaming server deployment, use the
Tivoli Application Dependency Discovery Manager installation wizard to install them.
Instead of choosing primary as in the example, choose the type Secondary storage
server.
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Summary

Now that you have completed this
module, you can perform these
tasks:

= Convert a synchronization server
to a primary storage server

= Prepare domain servers to
become discovery servers

= Import saved information to each
discovery server

. : = D
= Describe any conversion e

limitations

= Add secondary storage servers
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Now that you completed this module, you can convert a synchronization server to a
primary storage server. You can prepare domain servers to become discovery servers.
You can import saved information to each discovery server. You can add secondary

storage servers.
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