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IBM Workload Deployer V3.1

Virtual application shared services

© 2012 IBM Corporation

This presentation covers virtual application shared services supplied with
IBM Workload Deployer version 3.1.
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= Overview

= Shared caching service

= External shared cache

= Shared proxy service

= IBM Tivoli® Monitoring external shared service

= Summary

2 Vitual application shared senvices © 2012 IBM Corporation

This presentation covers the shared cache and proxy services, then
configuration for an external IBM Tivoli Monitoring server.
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Overview

3 Virtual application shared services © 2012 IBM Corporation

This section will give an overview of the IBM Workload Deployer shared
services.
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Overview

= Shared services reduce resource footprint

= Shared services shared by all deployed virtual applications

Shared
manitoring
service

= | oad balancing and session persistence features use specific shared services

Shared lvoll Monitoring
proxy
service

Enterprise Application | Database

Database

|’ WAS |
(app1)
— [ was |
(@pp1)

Shared
cache
service

4 User Regishy

Application

LDAP WAS 7

(app1) J

[ WAS J

(app2)

[ was |
(app2)

[ was |

L (app2)
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IBM Workload Deployer allows virtual applications to use a common, or
shared, set of services to proxy HTTP requests, cache session data, and
monitor components of the virtual application.

When deployed, these services are shared amongst all virtual
applications within a cloud group. Each cloud group must have its own
instance of a shared service for it to be available.

Virtual applications that enable a routing policy use the shared proxy
service; those that “Enable session caching” in a scaling policy use the
shared caching service. These shared services offer automatic failover,
reduced resource footprint in the cloud and improved performance.
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Shared caching service

5 Virtual application shared services © 2012 IBM Corporation

This section covers the shared caching service.
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= Session persistence backed by WebSphere® eXtreme Scale
technology
—Memory-to-memory

Scaling Policy
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Initial instance number: *
2

Enable session caching: * |v/

+ Scaling Sefting
Instance number range of scaling injout: *

e

y Range 1 - §
/] N

e - - v . \ ~ Minimum time (sec) to trigger add/remove: *
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By default, all HTTP session data in a virtual application is stored in
memory in the individual application server instances. If an application
server instance fails, the session data is lost. If your virtual application
includes a scaling policy, you can enable session caching.

With session caching, session data is periodically replicated to a shared
service that is backed by WebSphere eXtreme Scale technology. If an
application server fails, requests can fail over to a peer application server
which can retrieve the session data from the cache.

All virtual applications in a cloud group use the same shared cache
service. The shared cache service is deployed as a set of virtual
machines in the cloud bound as a single large cache. Session data sent
to the shared cache is automatically replicated across the cache's virtual
machines to ensure high availability of your data.

Using a shared caching service offers several benefits. It reduces the
resource footprint by not requiring each virtual application to maintain its
own memory and process overhead to share HTTP session data. Having
the data available in a separate process allows sessions to seamlessly
fail over to a new application server instance if necessary.

WD31_VirtualApplicationSharedServices.ppt Page 6 of 29



Shared cache

= Provides session persistence to all of your deployed virtual applications

IBM Workload Deployer

Welcome Instances Patterns Catalog Reports Cloud

Shared Services %

N~ System Plug-i

Caching Service Pattern Types

. Default Deploy Settings
aching Service ’ -

Product Licenses

Caching Service (External)
Monitoring - Application IP Groups
Monitoring - Application (External) 1.0 Cloud Groups
ELB Proxy Service Hypervisors
Environment Profiles
ELB Proxy Service
7 Virtual application shared senvices

Shared Services

@ 2012 IBM Corporation

To enable the shared caching service navigate to Cloud > Shared

Services and deploy the Caching Service. You must have administrator

level permissions to deploy a shared service.

When you enable session persistence in a virtual application's scaling
policy it will automatically configure your application to make use of the
shared caching service. If a shared caching service is not deployed to the
virtual application's target cloud group the virtual application will not

deploy.
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Define the number of VMs

— Share the responsibility of session persistence and provide failover
— Each VM can handle 4, 8, 12, 24GB of cache information

= Provide target cloud group

Configure and deploy a shared service
Service name: Caching Service

~ sharedservice - Caching Service

Deploy Virtual Application

Name:
Select target environment profile
Filter by IP type: Pvd IPvE
Filter by profile type:

Profile:

Cloud group
Cache size per Iinstance: * 8 GB

Initial number of instances: 4 P group:
Maximum number of ; Select target cloud group:
instances: *

1P Varsion It
¥ Scaling Properties

Py 1Pv6

Cloud group ESX Cloud group

Enable Automatic Scaling Advanced
Automatic scaling ) )

threshold range(%): Range: 20% - BO% o
Minimum time to trigger

automatic scaling 900

(seconds): *

OK Cancel

Virtual application shared services

@ 2012 IBM Corporation

Deploying the shared cache service requires that you specify the number
of virtual machines and target cloud group to deploy into. The initial and
maximum number of virtual machines determines how many VMs will
share in the responsibility of session persistence and provide failover.
Each VM can handle four to 24 gigabytes of cache information. The
shared cache keeps two copies of each session stored in separate virtual

machines for high availability, so some of the memory allocated per VM is
used to store copies of data from other VMs.
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Shared cache instances

= Shared cache instances located under the Instances > Shared Services twisty

=~ Middleware perspective (3 in total)
w Caching (Caching-Master) %]
Name VM Status Role Status

Caching-Master.11326217913576 Running L4 = Log

Caching L4

w Caching (Caching-Container) %]

Name VM Status Role Status
Caching-Container.11326217913579 Running k4 = Log Caching 4

w Caching (Caching-Catalog) %]

Name VM Status Role Status
Caching-Catalog.11326217913577 Running L4 = Log Caching 4
Caching-Catalog.21326217913578 Running L4 = Log Caching L4

9 Virtual application shared services ©2012 IBM Corporation

Shared cache virtual machine information is located under the Instances
> Shared Services. Deploying a shared cache service will not create a
separate instance under the Instances > Virtual Applications tab.
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Shared cache log files

Shared Service [nstances % Daytona_PowervM_cG

& stop X Delete |[§ Manage | % Refresh
-

= Monitor VM component statistics
— Caching service utilization
- Memory
— Processor
- NEtWO rk Virtual Machine Monitoring
— Storage s

IBM Werkioad Deplayer

Memory Processor

]

B | | a—t—————

o

o o b e gt

& useaparcamage + Useapercentage

Network Storage
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To monitor the VM details of your shared cache, click the Manage button
located in the upper right corner of your Instances > Shared Services
panel. The caching service management information will come up in a
separate browser window displaying the default panel, Virtual Machine
Monitoring. This view provides you with real-time statistics on processor,
memory, disk and network. You can select Monitoring > Middleware to
view caching service utilization.
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Manage > Operation

Shared Service Instances % Daytona_PawerVM_cG O Stop X Delete (G Manage | % Refresh
LS

= View VM resource statistics and logs
= Add/remove trace

= Scale out VMs

= Scale in VMs

» List grids " Guseriotivm Proiic
= |ist grid detail

+

Add trace to the caching server

+

Remove trace from the caching server

+

Get current caching service trace level

Submit

» Create grids et o
= Delete grids suomt
+ List grids

4 List grid detalls

+/ Create grid

+ Delete grid

1 Vitual application shared senvices © 2012 IBM Corporation

The Manage > Operation panel allows you to perform post deployment
operations on the caching service. From this panel you can change the
trace level on the caching service, list the grids defined on the service,
and get details for individual grids. You can also manually scale the
number of active caching server VMs to accommodate changing
workload demands.
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Manage > Operation — create grid

Shared Service Instances % Daytona_PowerVM_CG O stop X oe [ Manage | % Refresn

= HTTP Session data cache

=/ Create grid
[] Dynamic cache Description: Create a new caching grid
. . Grid name: *
" Slmple data gnd Grid type: * Simple Data Grid
User name: * k
User password: *
Confirm password: *
Submit
=/ Create grid
Description: Create a new caching grid.
Grid name: *
Grid type: * Simple Data Grid v
User name: * Simple Data Grid
User password: * Dynamic Cache
Confirm password: * Session Data Cache k

Submit
12 Virtual application shared services © 2012 IBM Corporation

When you deploy a virtual application that includes a scaling policy with
session caching enabled, Workload Deployer will automatically create a
grid to hold that application's session data. Each virtual application has a
separate grid instance in the shared cache. An advanced feature on the
Operation panel is the ability to manually create grids. You can then
manually configure a virtual system to use this new grid. In addition to
session data cache, you can also create dynamic data grids to hold
WebSphere DynaCache data, or simple data cache to hold Java objects
(accessed through the ObjectGrid API). These cache types are not
directly supported by virtual applications.
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Shared cache log files

Shared Service Instances 3 Daytona_PowerVM_CG

= Inspect and monitor logs
= OS
= |WD Agent
= Caching service

O stop X

B Mavage % Refresh

IBM Workload Deployer

2 cbadmin | Virtual Application Instar| 18ab117b-8717-4d9b-93a1-4913712b1203

itoring Logging Operation
i aisilsiaiical Name: Cachina-Cataloq.11329145763090 File Name:
td GO

+ @1 Caching-Master.11329145

@ i Caching-Container.113291
@ 3 Caching-Catalog.1132914¢

§ os
§ IWD Agent [2/13/12 15:58:25:131 GMT] 2520252 SASRas
} Cacting [2/13/12 1558:25:187 GMT] 2520252 SASRas

[ .../logs/cs_129.40.24.
Systemérr.log
SystemOut.log %

* @ .../es/logs

/flogs/error

BALo Timeout property was not The com.ibm CORBAL Timeout property is being set to 10.
[2/13/12 15:58:24:310 GMT] 2520252 DefaultDepend | CWOBJ00631: The com ibm CORBA ThreadPool MinimumSize property was not
configured. The com ibm CORBA ThreadPool MinimumSize property is being set to 256
[2/13/12 15.58:24:312 GMT] 2520252 DefaultDepend | CWOBJ0063!: The com.ibm CORBA MaxOpenConnections property was not
configured. The comibm.CORBAMaxOpenConnections property is being set to 1024
[2/13/12 15:58:24:314 GMT] 2520252 DefaultDepend | CWOBJ00631: The com ibm CORBA ServerSocketQueueDepth property was not
configured. The com ibm CORBA ServerSocketQueueDepth property is being set to 1024

A JSAS00061: Security connection interceptor initialized
AJSAS0001: Security configuration initialized
[2/13/12 155825520 GMT] 2520252 SSLConfigMana | CWPKI00271: Disabling default hostname verification for HTTPS URL connections
[2/13/12 155825540 GMT] 2520252 SASRas  E [SecurityC roperties] Invalid
authentication target. Verify that the security configuration has a valid authentication target selected.
[2/13/12 155825571 GMT] 2520252 SASRas A SAS0003!: Authentication mechanism: SWAM
[2/13/12 15:58:25:747 GMT] 2520252 SecurityCompo A JSAS0009: IOR interceptor registered
[2/13/12 15:58:28:165 GMT] 2520252 IBMOrbDepende | CWOBJ0917!: Server ORB is listening on host and port 129.40.24.135:2809.
[2/13/12 15:58:28:174 GMT) 2520252 IBMOrbDepende | CWOBJ09151: ORB version used is IBM Java ORB build orb60-20091127.00

Caching Service

floas/cs 129.40.24.135/SystemOut.loq &
A

.../logs/frdc

Aanereacs

13 Virtual application shared services

[2/13/12 15:58:28:201 GMT] 2520252 IBMOrbDepende | CWOBJ00621: ORB property com.ibm CORBA Debug=<null>
[2/13/12 15:58:28:204 GMT] 2520252 IBMOrbDepende | CWOBJ0062I: ORS property com ibm CORBA EnableServerKeepAlive:
rbDepende | CWOBJ00621: ORB property com.ibm CORBA CodebaseURLEnabled=<null>

null>

2012 IBM Corporation

The Manage > Logging panel allows you to access logging information for
each VM deployed as part of your shared caching service. You can also
get the logs from the Log Viewer which is linked next to each virtual

machine under Instances > Shared Services.
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Caching appliance

= Session persistence backed by WebSphere DataPower® XC10

D
was T
(appt) )

= wAs

14 Virtual application shared services © 2012 IBM Corporation

In addition to the shared caching service, you can off-load session
persistence to a shared service backed by an external WebSphere
DataPower XC10 appliance. Since the DataPower XC10 is a separate
appliance, you can configure multiple cloud groups to share the same
DataPower XC10 collective. This allows you to use the large memory
capacity and optimized hardware of the DataPower XC10 caching
platform, reducing hypervisor resources used in your private cloud.
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= Provide connection information to XC10 collective

}
Configure and deploy a shared service

Service name: Caching Service

..../’

i sharedservice - External Caching Service

External Caching
Appliance Host Name: *
External Caching
Appliance Administrative
User Name: *

External Caching
Appliance Administrative
User Password: *

i External Caching
Appliance Public
Certificate: * [

| oK Cancel

15 Vitual application shared senvices © 2012 IBM Corporation

To configure an external caching service you must provide the host name
or IP address of the DataPower XC10 appliance, a user ID and password
with Administrative authority on that appliance, and the public certificate
for the appliance. You can obtain the DataPower XC10’s Public
Certificate by using a browser to access the XC10 appliance and then
export the appliance's public certificate as a base-64 encoded X.509
certificate.
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Shared proxy service

16 Virtual application shared services © 2012 IBM Corporation

This section covers the shared proxy service.
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Scaling / Routing policies (Web Application usage example)

= Scaling and routing policies work together to provide an elastic
load balanced solution

= 'ﬂ Scaling Policy
a

Initial instance number: *

2

Enable session caching: * [v/
w Scaling Setting

Instance number range of scaling infout: *

/x/ \/_‘ Range:1 - 5
Minimum time (sec) to trigger add/remove: *
WAS
@ppt) | \ 120
— ‘ WAS ‘ \ « Application Scenario

fappt) |

P 2 None
WAS

| fappt) | —=

(\:Vp’:ﬂs’ J + image Routing Policy
WAS Session Cache Sesuon Cache

 (app2) | HTTP: [V
T - HTTPS:

‘ _ (app2) Virtual Hostname:

fd\d
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Including a routing policy in your virtual application automatically front
ends your application with elastic load balancers (or ELBS). These ELBs
are managed under a shared service called proxy service. The shared
proxy service is shared by all virtual applications within a cloud group.

Using the shared proxy reduces the resource footprint in your cloud by
not requiring each virtual application to have its own set of elastic load
balancer VMs. You can enable multiple proxy servers for high availability.

The routing policy automatically configures the proxy server to route
HTTP or HTTPS traffic to your application based on the virtual host
name. The routing policy is normally used in conjunction with the scaling
policy. If you enable a scaling policy you should also enable the routing
policy so the shared proxy service can route requests to servers in the
web application as they scale out or in.
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Shared proxy

= Shared proxy is a shared service that provides elastic load balancing to all of your deployed
virtual applications
— Scaling policy should also be enabled

IBM Workload Deployer

Welcome nstances

Shared Services v ELB Proxy Service %5 Deploy
Application ID: a-4dd90103-0999-4c81-9592-4853bCIbS54

Caching Service Description: The ELB Service provides a self managed common service of proxy
Created by: badmin

ice (Extenal 2 Last Modified by: badmin
Monitoring - Application Created on: Nov 18, 2011 11:13:04 PM
Last Modified on: Nov 18, 2011 11:13:04 PM

upported Clients

s
J Version:
In Cloud:

Access granted to:

Administrator [owner]

18 Vitual application shared senvices ©2012 IBM Corporation
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To enable the shared proxy service, navigate to Cloud > Shared Services
and deploy the ELB proxy service. This service is used automatically by
all virtual applications that include a scaling policy. If a virtual application
includes a routing policy, an instance of the shared proxy service must be
started within the same cloud group where you plan to deploy the virtual
application. If a shared proxy service is not deployed to the target cloud
group the virtual application will not deploy.
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CharadA nrawvyy Aanlavimant
oharea proxy aeployment

= Define the number of VMs
— Share the responsibility of load balancing and provide failover

= Provide target cloud group

i
N
¢ profi
ter Pvd 1PV
iter
Profile
Cloud group
1P group
i . Ject target cloud group:

1P Version P IPvE

Configure and deploy a shared service
Cloud group

Service name: ELB Proxy Service

& sharedservice - ELB Proxy Service

1 v
Initial Number Of ELB 2 oKk | | Cancel g
Instances: *

oK Cancel

19 Vitual application shared senvices ©2012 IBM Corporation

Deploying the shared proxy service requires that you specify the initial
number of proxy instances and the target cloud group to deploy into. The
initial number of instances determines how many virtual machines will
share in the responsibility of load balancing and provide failover.
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Shared proxy instances

= Shared proxy instances located under the Virtual machines twisty

IBM Workload Deployer ministrator | () Help | About | Logout

Welcome Instances Patterns Catalog System
Shared Service Instances © O stop Delete [$ Manage pgrade  §¥ Maintain
* .A
2 Status: Running 13
Caching Service
—— Pattern type: Foundation Pattern Type 2.0
vervM_CC L = Middleware perspective (2 in total)
ELBInstance (Services-elbInstance) [
EL (Serv )
G (¥}
=/ Virtual machine perspective (3 in total)
Name Public IP VM Status Started on Role Status
Services-elbInstance sy
11327525791360 129.40.24.138  Running 3 = Log  Jan 25, 2012 3:10:09 PM  ELBInstance iJ
Services-elbInstance
21327525791361 129.40.24.137  Running [d = Log  Jan 25,2012 3:10:09 PM  ELBInstance [
Services-elbManagement.
11327525791359 o 129.40.24.139  Running k4 = Log  Jan 25,2012 3:10:09 PM  ELBManagement [d
20 Virtual application shared services © 2012 IBM Corporation

Shared proxy VM information is located under Instances > Shared
Services. Deploying a shared proxy service will not create a separate
instance under the Instances > Virtual Applications tab.
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Shared proxy log files
(W] Stop X Delete |[@ Manage { Upgrade éf Maintain L4 Resume
Shared service:
. More details and advanced operations
= Inspect and monitor logs :
Supported Clients PR
[ ] 0,2.
0S Version: (0.0,2.0]
= [WD Agent
- ELB |nstance Name: ELB Proxy Service
IBM Workload Deployer
Monitoring Logging Operation
“:’, Refresh 1 Download All
GO
+ @ services-elbManagement.113208586699¢
+| @ d Services-elbInstance.11320858669990
21 Virtual application shared services @ 2012 IBM Corporation

From Logging you can access logging information for each VM deployed
as part of your virtual application. You can also get the logs from the Log
Viewer which is linked next to each VM.
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IBM Tivoli Monitoring

22 Virtual application shared services © 2012 IBM Corporation

This section covers the external monitoring service.
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IBM Tivoli Monitoring

= External IBM Tivoli Monitoring server

= Monitoring Agent for IBM Workload Deployer

IBM Workload Deployer

Welcome Instances
Shared Services Monitoring - Application

Application ID:

Description:

Created by:

Last Modified by:

Created on: Hov 18, 2011 11:12:58 PM

Last Modified on: Nov 18, 2011 11:12:58 PM
Supported Ciients
Version:

Service Type:
Instances In Cloud:

Administrator [owner]

Access granted to:

23 Vitual application shared senvices © 2012 IBM Corporation

The Monitoring Agent for IBM Workload Deployer is automatically
installed in all virtual machines in the virtual application when you deploy
it to your cloud environment. This agent allows your virtual application to

send status and performance statistics to an external IBM Tivoli
Monitoring Server.
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= Provide connection information to existing Tivoli Enterprise Monitoring Server

= At deployment, system plug-in will
— configure TEMS settings in the VM
— open firewall access to the TEMS

Configure and deploy a shared service
Service name: Monitoring - Application

Primary Server: *

Secondary Server:

IP.PIPE
Protocol: * IP.SPIPE
IP.UDP

Port: * 1918
Console URL:

OK Cancel

= Console URL
— Webstart client: http://TEPS_hostname:15200/LICServietWeb/LICServlet.
— Web client: http://TEPS_hostname:1920///cnp/kdh/lib/index.html,

24 Vitual application shared senvices © 2012 IBM Corporation

Deploying the monitoring service requires that you specify connection
parameters for the external Tivoli Monitoring Server.

When created, the monitoring agents in deployed virtual applications are
automatically connected to the defined instance of a Tivoli server using
the supplied primary and failover Tivoli Enterprise Management server,
protocol, and port.

You can optionally provide the URL for the Tivoli Enterprise Portal
console to allow cloud administrators to easily launch the Tivoli Enterprise
Console®
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IBM Tivoli Monitoring status

= Shared monitoring details located under the Instances > Shared Services twisty

= Does not create virtual machines

IBM Workload Deployer 1 Administrator | Held

Welcome Instances Patterns Catalog Reports

Shared Service Instances & Stop X Del

e Shared service: Monitoring - Application 1.0

Monitoring - Application Supported Clients
(External) Version:

Monitering - Application Service Type: External
weryl

Name: Monitoring - Application
Created by: cbadmin

Started on:
Io:

avtona Pomerit co [¥] In cloud group:

Endpoint: % clicking here

Administrator [owner]

Access granted to:

@ 2012 IBM Corporation

The shared monitoring service information is located under the Instances
> Shared Services. Deploying a shared monitoring service does not
create a virtual machine.

If you provided the URL for the Tivoli Enterprise Portal Webstart or web
console at deployment, the service details will include the endpoint
information that cloud administrators can use to launch the Tivoli
Enterprise Console
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Connecting to shared IBM Tivoli Monitoring

IBM Workload Deployer 1 Administrator | () Help | About | Logout

Welcome Instances Patterns Catalog Reports System

Virtual Application Instances v O Stop X Delete [§ Manage Upgrade|| §¥ Maintain

= Use Manage > Operation panel to
*Manually connect deployed ITM Agents to external TEMS
*Manually disconnect deployed ITM Agent

Operations % u
ENT AGENT ~ OS Monitorin 2
MONITORIN

MONITORING

26 Vitual application shared senvices ©2012 IBM Corporation
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Virtual applications deployed after you deploy the monitoring service are
automatically connected to the monitoring service. However you must
explicitly connect any agents that already exist in the cloud to the
monitoring service so they can connect to the Tivoli Enterprise Monitoring
Server.

To connect a virtual system's Monitoring Agent for IBM Workload
Deployer to the monitoring service, click Instances > Virtual
Applications and select the deployment that you want to monitor. Click
the Manage icon to open the virtual application's advanced operations in
a new browser window. Click the Operation tab and select the Monitoring
role from the Operation list.

Click connect on the OS Monitoring Agent panel to start sending data to
the monitoring service, or disconnect to stop sending data to the
monitoring service.
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Summary

27 Virtual application shared services © 2012 IBM Corporation

This section gives a brief summary.
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= Cache and proxy services implemented as shared services
— Used by all virtual applications
— Resource footprint reduced
— Offers better failover

= Cache and proxy services are used by enabling scaling and routing policies

= New services in 3.1
— External caching service
— External IBM Tivoli Monitoring

28 Vitual application shared senvices © 2012 IBM Corporation

The cache and proxy are implemented as a shared service used by all
deployed virtual applications. This reduces resource footprint and offers
better fail over. Both of these services are used in conjunction with the
scaling and routing policies. IBM Workload Deployer V3.1 adds the ability
to use a DataPower XC10 appliance as a shared caching service, and
connection to an external IBM Tivoli Monitoring server.
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