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Introducing the new… 
    IBM Management Console for IMS and DB2 for z/OS 1.1 



IBM Management Console for IMS and DB2 for z/OS 

Object Health 

and Autonomics 
Enterprise-wide 

Navigation 

Integrated Help 
Graphical Visualization 

of data not possible in ISPF 

 Provides a single, holistic  
easy-to-use interface to 

manage IMS and DB2 
 Zero-install web-based interface 
 Consolidate information from IMS, 

DB2 and tools for the entire 
enterprise 

 Reduced time for problem 
identification and resolution 
through tight integration with IMS 
and DB2 Autonomics 

 Dramatically reduced learning 
curve for new users of IMS and 
DB2 

 Now available as a separate 
no-charge product (5655-
TAC) 
 Extensible by growing number of 

products and solution packs 
adding additional value 

5 



IBM Management Console for IMS and DB2 for z/OS, V1.1 
Common console for administrating IMS and DB2 

 Administrator Console, which was 

previously included in IBM Tools Base 

V1.4, are now integrated into IBM 

Management Console for IMS and DB2, 

V1.1 

 

 

 Dashboard to integrate the resources 

and utilities reports for IMS and DB2 

 

 Statistics and health-check results of 

databases are displayed in a Web 

browser 

IBM One UI 

Online help 

Reports produced by 
Solution Pack tools 

Results of DB  
health-check 

DB name search 
and grouping 

Visualizes the statistics  
of database and space  

10/2014 GA 
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IMS and DB2 Tools User Interface Strategy 

Eclipse 
(development) 

Web Browser 
(administration) 

TCP/IP 

ISPF 
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Administrators   Developers 



Dashboard based Design 

 Current IMS Dashboards 
 IMSPlex 

 IMS Subsystem 

 IMS Connect 

 Databases (HDAM/HIDAM/DEDB/etc) 

 Partitions / Areas 

 Transactions 

 Programs 

 Routing Codes 

 Command Console 

 Future Dashboards 

 Message Queues 

 IMS CF Structures 

 etc… 
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 Current DB2 Dashboards 

 Data Sharing Group 

 Subsystem  

 Database 

 Tablespace 

 Tablespace Partition 

 Indexspace 

 Indexspace Partition 

 Future Dashboards 

 Tables 

 Indexes 

 Packages / Collections 

 etc… 



Holistic Dashboards of IMS Databases 

…from Sensors 

…from 

 Auto Discovery 
…from Autonomics Director 

…from Various HP Tools 
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Drill down on Exceptions from an Enterprise-wide View 

Resource status, 

errors and 

recommendations 

are prioritized and 

presented in a 

simple summary 

with the ability to 

drill-down 

Synchronize action 

contacts each 

system pulling in 

exceptions from 

across the 

enterprise 
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Control of Autonomics for IMS and DB2 

Ability to view all 

Autonomics Profiles 

as well as define 

and visualize 

Maintenance 

Windows 
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Integrated Help / Education 

Integrated help 

educates new and 

experienced DBAs 

on database 

concepts and how 

to interpret charts  
12 



IMS Dashboards 



IMS Dashboards 

 Enterprise System View 

 IMS Resource and IMSPlex discovery 

 Hierarchical representation starting 

from the SYSPLEX to the IMS 

Resources 

 Enterprise Search 

 Search across the entire enterprise 

 Visual Status 

 Quickly see the status by color for IMS 

Resources 

 Hover and click status for reason codes 

and corrective actions 

 Filter IMS Resources 

 Manage IMS Resources 

 Start and stop IMS Resources 

 Multi-select IMS Resources to manage 

and update 

 Resource Relationships 

 View IMS resource relationships 

 At a glance, understand why a 

transaction is having a problem 

 Customize  

 Change the column attribute defaults 

 Command Console 

 Submit IMS commands 

 IMS Connect and IMS dashboard 
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Discovery 

 Minimal configuration  

 Create an Environment 

 Add IMS Connects 

 Discovery 

 IMSPlexes 

 IMSPlex Members 

 IMS Connect 

 IMS  

 Transactions 

 Databases 

 Programs 

 Routing Codes 
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Discovering....   

IMS 

Configuration 

Discovered PLEX1 & PLEX2 

Define Environment 

Configure IMS Connect 
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Discovering....   

IMS 

Discovering 

Discovering Resources 
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• Hierarchical view of IMS 

Resources 

• Logically grouped and auto 

discovered 

• Quickly navigate from one 

resource to another 

 

l         SYSPLEX1  LPAR 1 

LPAR 3 

IMS 1 

ICON 

LPAR 2 

ICON 

IMSPLEX (PLEX1) 

IMSPLEX 
(PLEX2) 

OM 
OM SPO

C 

SCI 

ODB
M 

TRAN DB PGM RTC 

l     SYSPLEX2  
l    SYSPLEX3  

TRAN DB PGM RTC 
TRAN DB PGM RTC 

ICON 

System Diagram 

IMS 2 
IMS 3 

Enterprise View 
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• Search discovered resources by name 

• Transactions 

• Programs 

• Routing Codes 

• Databases 

• Type-ahead search 

• Visually display resource location 

• SYSPLEX > IMSPlex > IMS 

Enterprise Search 
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• View IMS statuses at-a-glance 

• Start and stop 

• Transactions, Programs, Routing Codes, Databases 

• Start/Stop communication link 

• IMSPlex, Datastore, Ports, ODBM, Remote IMS Connect   

• Update resources graphically 

• Batch and single mode 

• Help panels for reason codes and corrective actions 

• Filter displayed results 

 

Manage IMS 

Start Communication 

Stop Communication 

Stop Transaction 

Start Transaction 
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Manage IMS – Database 

Multi-select 

Interactive 
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Manage IMS – Resource View 

Multi-select 

Enterprise Search 

Visual Status 

Manage Resources 
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• Hover help 

• Status by color 

• Help panels 
 

 

Manage IMS - Help 
Status 

Help Panel 

Hover Help 
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• Visually see how resources are related 

 Which database is this program accessing? 

• Visually see how communication is established for 

IMS and IMS Connect 

 Which ODBM is connected to IMS? 

 Which ODBM is connected to IMS Connect? 

 More..... 

 Remote IMS Connect 

 RECON's 

 Datastores 

 Ports 

 XCF Groups 

 Regions..... 

 

Trans Database Routing 
Codes 

IMS 
IMS 

IMS 

IMS 
IMS 

IMS 

Programs 

IMS Resource Relationships 
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Resource Relationship - Transaction 

Databases 

Transaction Program Routing Code 

25 



Resource Relationship – IMS Connect 

IMS Connect Datastores Ports 

IMSPlexes ODBM 
Remote IMS Connect 
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Resource Relationship – IMS 

IMS 2 XCF Group Structures 

ODMB Regions RECON 

IMS 2 
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Messages and Commands Displayed 
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IMS Command Console – Text View 

Dynamic Resource Detection 
Tabbed Results 

Command History Enterprise Command Routing 

Print Results 
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IMS Command Console – Grid View 

Grid View 

Filtering 

30 



Update Resources 

Version Specific Attributes 

Batch Support 

Single Edit 
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View Resources from the IMSPlex  

Transaction in IMS1 & IMS2 

IMSPlex Level Resources 

Transactions, Programs, Routing Codes, Databases 

32 



Filtering Results 

Filtered by Commit Mode 
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Autonomics for IMS Databases 



The Value of Autonomics 

Administration Optimization 

Administration Optimization Higher value 
tasks 

Higher value 
tasks 

Database Administrator 

System Programmer 

Database Administrator 

System Programmer 

Target: IMS Tools enables productivity  

Today 

…the essence of autonomic 
computing is system self-
management, delivering 
better system behavior and 
freeing administrators from 
low-level task management.  

Source: Wikipedia, Oct 2014,  http://en.wikipedia.org/wiki/Autonomic_computing 



IMS Tools Autonomics Vision 

Putting information to work 

Sensors Policies 

Automation Modernization 



Sensors: Collecting the Basic Information You Need 

 Statistical point-in-time sensor data on your FF/FP Databases 
– Stored in IMS Tools Knowledge Base repository 

– Historically maintained per user specifications 

– Over 60 separate data elements related to space usage, optimization, and fragmentation 
 data set extents, DASD volume usage, data set free space, roots distribution, RAP usage, CI/CA 

splits, and IMS free space, etc 

 

 Two methods of collection: 
– Standalone database Sensor utilities for full-function and Fast Path databases 

– Integrated with existing IMS Tools utilities 
 

 Integrated Tools support 
– HP Image Copy, HP Pointer Checker, DB Reorg Expert 

– FPA:  Reload, Change, Reorg, Analyze 

– FPO:  Online PC, Online Reorg 

Sensors 



List of Full Function sensor data collected 

Database Record Statistics (per database or HALDB partition) 
 Nbr. of DB records  Avg. DB record length   

Randomizer Statistics (per HDAM or PHDAM partition) 
 Nbr. of total RAPs  Nbr. of unused RAPs  % of number of unused RAPs  Nbr. of synonyms 

 % of number of synonyms  Nbr. of root not on home block  % of root not on home block  % of segment data in overflow 

 Nbr. of roots in overflow  % of number of roots in overflow  Bytes of segments in RAA 

Volume/Extents Statistics (per data set) 
 Allocation type (CYL, TRK, …)  Primary allocation amount  Secondary allocation amount  SMS-managed or not 

 Max. nbr of extents for the d.s.  Max. nbr. of extents for the volume  Nbr. of extents allocated  Nbr. of volumes used 

 Nbr. of unused volumes  Nbr. of unused assigned volumes  Nbr. of unused candidate volumes   

 Nbr. of available remaining extents determined by the max. nbr. of data set extents and the max. nbr. of extents available on volumes assigned to the data set 

Data Set Space Usage Statistics (per data set) 
 Block/CI size  Nbr. of blocks/CIs used  Max. size of the data set  % of data set size against the max. 

 High-Allocated-RBA  High-Used-RBA 

IMS Space Utilization Statistics (per data set) 
 Total bytes of segment data  Total bytes of free spaces  Total bytes of slack bytes  % of free spaces 

 % of segment data   % of unused bytes in the data set  Total nbr. of segments  Total nbr. of VL segments 

 Total nbr. of VL-split segments  % of nbr. of VL-split segments  Total nbr. of slack bytes  Avg. nbr. of slack bytes per block 

 Total nbr. of FSEs  Avg. nbr. of FSEs per block  Nbr. of FSEs valid for  shortest segments  Nbr. of FSEs valid for longest segments 

 Avg. nbr. of non-reusable FSEs  Total nbr. of pointers  Total nbr. of ptrs pointing external block  % of nbr. Of ptrs pointing ext. block 

HISAM/SHISAM Statistics (for HISAM) 
 Logical record length  Total nbr. of CI splits  % of nbr. of CI splits  Total nbr. of CA splits 

 % of nbr. of CA splits  Total nbr. of HISAM delete bytes  % of nbr. of HISAM delete bytes 
38 

Sensors 



 Area Definition 
– DB_AREADEF_CISIZE 
– DB_AREADEF_UOW1 
– DB_AREADEF_UOW2 
– DB_AREADEF_ROOT1 
– DB_AREADEF_ROOT2 
– DB_AREADEF_NUM_SDEP_CIS 

 Free Space 
– DB_PCT_BYTES_FS_RAA 
– DB_PCT_BYTES_FS_DOVF 
– DB_PCT_BYTES_FS_IOVF 
– DB_PCT_BYTES_FS_SDEP 

 Overflow 
– DB_PCT_NUM_UOW_USE_DOVF 
– DB_AVG_NUM_DOVFCI_BY_UOW 
– DB_MAX_NUM_DOVFCI_BY_UOW 
– DB_PCT_NUM_UOW_USE_IOVF 
– DB_NUM_UOW_USE_IOVF 
– DB_AVG_NUM_IOVFCI_BY_UOW 
– DB_MAX_NUM_IOVFCI_BY_UOW 
– DB_MIN_NUM_IOVFCI_BY_UOW 
– DB_PCT_NUM_IOVFCI_USED 
– DB_PCT_NUM_RAPCI_OVFL 

 Segments 
– DB_NUM_SEG 
– DB_NUM_ROOT 
 

List of Fast Path sensor data collected 
Sensors 

 Randomizing Synonyms 

– DB_AVG_LEN_SYNONYM_CHAIN* 

– DB_MAX_LEN_SYNONYM_CHAIN* 

 

 (Simulated) I/Os 

– DB_AVG_DBREC_IO* 

– DB_MAX_DBREC_IO* 

– DB_AVG_ROOT_IO* 

– DB_MAX_ROOT_IO* 

– DB_ESTIMATED_ROOT_IO 

– DB_ESTIMATED_DBREC_IO 

 DB Record Length/Overflow 

– DB_AVG_DBREC_LENGTH* 

– DB_MAX_DBREC_LENGTH* 

– DB_MIN_DBREC_LENGTH* 

– DB_PCT_NUM_DBREC_IOVF* 

For the full description of sensor data elements,  

 see “Data Elements” in the Policy Services User’s Guide. 

http://publib.boulder.ibm.com/infocenter/dzichelp/v2r2/topic/com.ibm.imstools.aiips.doc.ug/aiips_policy-dataelement.htm


Sensor Data Repository 

 The sensor data is stored in the Sensor 
Data Repository as records made up of 
data elements 

 The data record is stored in a well-
understood and flexible format 

– This allows its use years and multiple 
product releases later in time 

 The data and its format is 
understandable between products and 
releases to ensure reliable functionality 
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IMS Tools Knowledge 

Base Server 

Sensor Data 

Store/Read 

 Services 

Data 

Validation 

Data 

Dictionary 

Policy 

Services 

Smart Reorg job 

IMS Tools Knowledge Base 

Sensor Data Repository 

Data element names and 

their attributes, including 

the description of the 

element, are defined here 

Sensors 



Policies: Using Sensor Data to Make Decisions 

 Policy definitions are used to evaluate specific database states 
– Threshold values are compared against sensor data for a given database or group of 

databases 

– When thresholds are met or exceeded, exceptions occur 
 

 Works “out of the box” 
– Ships with predefined policies and threshold values 

– Full ISPF interface provided for policy management 
 

 Customizable to fit your shop 
– You can define your own sets of threshold values 

– Customize the messages sent when exceptions do occur 

– Specify who receives which messages and how 
 WTO, e-mail, or text  

 

 

Policies 



Major components of a policy 

 Policy has two major components: 

– Rules that detect exceptions 
– Exception-to-Action mapping 

 

 Rule Set for exception detection 

– Rule has two elements: 
 Condition (a threshold check formula) 
 Exception (a named state of a DB) 

 Action List for action mapping 

– An Action List entries defines an 
exception-action mapping 

– The sequence of Action List entries defines 
whether to reorganize the subject 
database 
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Policy 
Rule Set 

Rule Rule 

Rule Rule 

Rule Rule 

Action List 
Action 
Action 
Action 

Rule 

Class 

Severity Level 

Exception 

Message Text 

Expression 

Threshold set 

Condition 

Threshold set 

Threshold set 

Condition Exception 

An Action List Entry 
Exception 

Class 

and 

Level 

Action 

“MESSAGE” 

or 

“REORG” 

Policies 



Exception detection condition is defined in a rule 
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DB_PCT_OF_MAX_DS_SIZE 

The percentage of allocated bytes (bytes for 

High Allocated RBA) compared to the maximum 

size (4 GB or 8 GB). 

DB_PCT_BYTES_FREE_SPACE 

The percentage of bytes of total free spaces to 

the total used bytes for the data set. 

Sample Data Elements 

A named set of threshold values for the 

threshold variables that are referred to 

in the condition descrition above is 

called a threshold set. 

A Sample Condition Description 

A Sample Set of Threshold Values 

&1 = 85 
&2 = 20 

Threshold Set 

You can tweak 

these threshold 

values 

“MED” = 

Policies 



Attributes of an exception 

 Exception class 
– Represents the specific database event 

category being monitored 

 Exception severity level 
– Is a category representing the severity of 

the detected exception 
– There are fixed three levels: 

 WARNING 
 SEVERE 
 CRITICAL 

 Exception message 
– Is the text that can be used by the resulting 

policy action to describe the database 
event that crossed a rule threshold set 

– Users can modify the message text 
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Class 

Level 

Exception 

Message Text 

 CRITICAL 

 SEVERE 

 WARNING 

Exception Class: 

FRAGMENTED_FREE_SPACES 

   * Name of the rule that detects the this exception: 

IBM.FRAGMENTATION.10 

An Example of Exception Class 

“The fragmentation of free space in %RESOURCE% 

has increased” 

* The symbol %RESOURCE% is replaced by a DBD 

name or a partition name. 

An Example of Exception Message 

Policies 



Automation: Delivering on our Vision 

 IBM Tools Autonomics Director 1.3 (Passive) 
– Automates collection and analysis of Sensor Data 

– Recommends when databases should be reorganized 
 With email or text notifications 

– Provides a scheduling feature that allows you to control how frequently sensor data is 

collected and how frequently policies are evaluated 

– Flexible scheduling around pre-defined PEAK times 

 

 IBM Tools Autonomic Director 1.4 (Active)  
– Actively initiate recommended actions on user-defined database groups 

 Discovery feature for identifying related database groups 

 Ability to manage and coordinate reorganization of multiple IMS database groups as if 

reorganizing a single database 

 Ability to manage FP Online Area Extend 

 Flexible scheduling only in pre-defined Maintenance windows 

 

Automation 



Exception-to-Action mapping 
 An action is the result of a rule condition being 

reached or exceeded during a policy 
evaluation 

 A rule threshold set has been mapped to a 
severity level for the exception class 
associated with the rule 

 In turn, the severity level is mapped to an 
action 

 

 Note:  In IBM-provided REORG policies, severity-level-to-action 
mappings are fixed for each exception class and are not 
customizable. 
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Threshold 

Set 

Exception Class 

+ Severity Level 

Action 

HIGH 

MED 

LOW 

CRITICAL 

SEVERE 

WARNING 

REORG 

MESSAGE 

An Example of threshold/exception/action mapping 

Automation 



DBAR003, DBAR004 
and DBAR005 have 
no exception  

DBAR001 and DBAR002 
need action  

Action REORG is 
recommended 
for DBAR002  

Actions REORG and 
EXTENDIOVF are 
recommended for DBAR001 

An example scenario of FP Active Autonomics (1/3) 

1. Everyday after 8:00 p.m., Autonomics Director initiates an OPC utility job for each of 

the 5 areas. The OPC utility stores the sensor data and notifies Autonomics Director. 

2. Autonomics Director evaluates sensor data that is collected from each area, and 

detected the following conditions:  

Automation 



DBAR001 and 
DBAR002 are 
expanded or 
reorganized 
successfully 

The OSM job for 
DBAR001 failed 
in OAE process, 
and the OSM job 
for DBAR002 
succeeded 

An example scenario of FP Active Autonomics (2/3) 

3. On Sunday after 3:00 a.m., during the defined database maintenance window, 

Autonomics Director submits the OSM utility job for each area to which some 

actions were recommended by the last policy evaluation. 

A case where all OSM jobs succeeded 

A case where an OSM job failed 

Automation 



The exceptional states of 
DBAR001 and DBAR002 
have been resolved after 
OSM jobs completed 

An example scenario of FP Active Autonomics (3/3) 

4. Autonomics Director evaluates the sensor data that was notified by the OSM utility job. 
As result of policy evaluation, Autonomics Director did not detect exceptional state in 
the two reorganized or expanded areas. Autonomics Director recommends no action 
for those areas. 

Automation 



Adding database(s) to your monitor list  

 Your Monitor List is  the custom list of databases you’re interested in… 

All of your environment’s databases are 

discovered at run-time by our Auto-

discovery function, you can view all or 

search for the particular database(s) you 

want added to your Monitor List for 

automatic monitoring, in this example we 

select one database DEVICEDB 

Automation 



Setting your monitoring criteria 

 You can set how often the database should be evaluated, how many evaluations to 

save, and which policies to use in the evaluation  

Policies are fully customizable, 

however, we ship default policies 

with default threshold settings to get 

you up and running quickly. You can 

select policies by DBTYPE, 

DBDNAME, or Policy Name 

Automation 



Scheduling an evaluation On Demand 

We monitor and evaluate databases automatically 

when allowed but will avoid your peak operations 

times once you specify them. However, you can 

always schedule an On Demand evaluation if you 

suspect a database issue and need the latest 

sensor data and policy evaluation now. 

 Databases will be monitored and evaluated automatically once you specify your 

peak times (not shown) but you can always schedule an On Demand evaluation 

Automation 



Immediately… 

 Maximum flexibility is provided to get you the most current information available 

when you need it, so decisions are never made using stale data  

Automation 



View the resulting recommendations 

• We keep it simple, if a database reorganization is needed based on the policies 

you set you’ll see ‘Y’ if not, you’ll see ‘N’ … no guess work here 

You can drill down further to see 

just which policy exceptions 

were triggered 

Automation 



View the detailed exceptions via ISPF Browse 

 Complete transparency so you can see exactly why a reorganization is being 

recommended, we’ll even send you an e-mail or text message to notify you 

Automation 



IMS Autonomics 
Modernization 



IMS Autonomics 
Modernization 



IMS Database 
Solution Pack 

 Autonomics 

 IBM Management Console 

 

 IMS Online Reorg Facility 

 DB Reorg Expert 

 Unload 

 Load 

 Prefix Resolution / 
Update 

 Index Builder 

 HP Image Copy 

 HP Pointer Checker 

 IMS DB Repair Facility 

 IMS Library Integrity Utilities 

 IMS HALDB Toolkit 

IMS Fast Path 
Solution Pack 

 

Autonomics 

IBM Management Console 

 

HP FP Utilities 

 FP Advanced Utilities 

 FP Online Utilities 

IMS DB Repair Facility 

IMS HP Image Copy 

IMS Library Integrity Utilities 



Summary 

 IBM Management Console for IMS and DB2 for zOS shows that you 
can gain insight in your enterprise using a modern web interface! 

 

 IMS Tools from IBM provide, integrated, easy-to-use solutions that fit 
your company’s needs 

 

 We are continuing to invest in our IMS Tools technology and have a 
vision for our IMS Tools that centers around autonomic computing 

 

 IBM is dedicated to the continued success and support of IMS and the 
mainframe. We’re invested for the long term, right beside you. 

 

IMS Tools 



Questions? 


