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About This Book

This information is available as part of the DB2® Information Management Software
Information Center for zZOS® Solutions. To view the information within the DB2
Information Management Software Information Center for z/OS Solutions, go to
http://publib.boulder.ibm.com/infocenter/dzichelp. This information is also available in
PDF and BookManager® formats. To get the most current versions of the PDF and
BookManager formats, go to the IMS™ Library page at
www.ibm.com/software/data/ims/library.html.

This book describes the task of operating an IMS system and the administrative
task of planning for IMS operations and recovery. This book is written for IMS
operators, system programmers, and database administrators who are responsible
for design, operation, and recovery procedures for their installation.

Although batch considerations are discussed, this book is oriented primarily towards
online operations. The term “online” applies to all IMS environments: DB/DC,
DBCTL, and DCCTL.

With IMS Version 9, you can reorganize HALDB partitions online, either by using
the integrated HALDB Online Reorganization function or by using an external
product. In this information, the term HALDB Online Reorganization refers to the
integrated HALDB Online Reorganization function that is part of IMS Version 9,
unless otherwise indicated.

Summary of Contents

This book is divided into several parts, each written with a different reader in mind:

+ [Part 1, “IMS Operations: Concepts and Tools,” on page 1|introduces the concepts
and tools described throughout this book. This part is intended for all readers.

[Part 2, “Operating an IMS Subsystem,” on page 21|describes the task of
operating IMS. The focus of this part is on understanding IMS operations and
designing operating procedures. This part is intended for IMS system
programmers.

+ [Part 3, “Developing Operating Procedures,” on page 323|describes the types of
procedures that you need to develop to operate IMS, who uses them, and the
type of information that you must develop for your end users.

[Appendix A, “IMS Support of Devices,” on page 375| describes IMS support for
various devices.

[Appendix B, “IMS Type-1 and Type-2 Command Equivalents,” on page 401|lists
the IMS type-1 commands and type-2 commands that perform similar actions.

The [‘Bibliography” on page 407| contains a list of the publications listed in this
book.

When this book uses the word “you,” it is referring to the primary reader of each
part.

Prerequisite Knowledge

IBM® offers a wide variety of classroom and self-study courses to help you learn
IMS. For a complete list, see the IMS home page on the World Wide Web at:
www.ibm.com/ims.

© Copyright IBM Corp. 1974, 2004 xiii



About This Book

...For Operators
Before using this book, you should understand:
* Basic IMS concepts
* Your installation’s IMS system

...For System Programmers
Before using this book, you should understand:
» Basic IMS concepts
e The IMS environment
* Your installation’s IMS system
* Administration of the IMS system and databases
» z/OS control programs
* VSAM Access Method Services

IBM Product Names Used in This Information

In this information, the licensed programs shown in[Table 1| are referred to by their
short names.

Table 1. Licensed Program Full Names and Short Names

Licensed program full name Licensed program short name

IBM Application Recovery Tool for IMS and Application Recovery Tool

DB2
IBM CICS® Transaction Server for 0S/390®°  CICS
IBM CICS Transaction Server for z/0S CICS

IBM DB2 Universal Database™ DB2 Universal Database

IBM DB2 Universal Database for z/OS DB2 UDB for z/0OS

IBM Enterprise COBOL for z/OS and OS/390 Enterprise COBOL

IBM Enterprise PL/I for z/OS and OS/390 Enterprise PL/I

IBM High Level Assembler for MVS™ & VM & High Level Assembler
VSE

IBM IMS Advanced ACB Generator IMS Advanced ACB Generator

IBM IMS Batch Backout Manager IMS Batch Backout Manager

IBM IMS Batch Terminal Simulator IMS Batch Terminal Simulator

IBM IMS Buffer Pool Analyzer IMS Buffer Pool Analyzer

IBM IMS Command Control Facility for zZOS  IMS Command Control Facility

IBM IMS Connect for z/OS IMS Connect

XiV  Operations Guide

IBM IMS Connector for Java™

IMS Connector for Java

IBM IMS Database Control Suite

IMS Database Control Suite

IBM IMS Database Recovery Facility for z/OS

IMS Database Recovery Facility

IBM IMS Database Repair Facility

IMS Database Repair Facility

IBM IMS DataPropagator™ for z/OS

IMS DataPropagator

IBM IMS DEDB Fast Recovery

IMS DEDB Fast Recovery

IBM IMS Extended Terminal Option Support

IMS ETO Support

IBM IMS Fast Path Basic Tools

IMS Fast Path Basic Tools
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Table 1. Licensed Program Full Names and Short Names (continued)

Licensed program full name

Licensed program short name

IBM IMS Fast Path Online Tools

IMS Fast Path Online Tools

IBM IMS Hardware Data
Compression-Extended

IMS Hardware Data Compression-Extended

IBM IMS High Availability Large Database
(HALDB) Conversion Aid for z/OS

IBM IMS HALDB Conversion Aid

IBM IMS High Performance Change
Accumulation Utility for z/OS

IMS High Performance Change Accumulation
Utility

IBM IMS High Performance Load for z/OS

IMS HP Load

IBM IMS High Performance Pointer Checker
for OS/390

IMS HP Pointer Checker

IBM IMS High Performance Prefix Resolution
for z/OS

IMS HP Prefix Resolution

IBM Tivoli® NetView® for z/OS

Tivoli NetView for z/OS

IBM WebSphere® Application Server for z/OS
and OS/390

WebSphere Application Server for z/OS

IBM WebSphere MQ for z/OS

WebSphere MQ

IBM WebSphere Studio Application Developer
Integration Edition

WebSphere Studio

IBM z/OS

z/0S

Additionally, this information might contain references to the following IBM product

names:

e "IBM C/C++ for MVS” or "IBM C/C++ for MVS/ESA” is referred to as either

"C/MVS" or "C++/MVS."

¢ ”"IBM CICS for MVS” is referred to as "CICS.”

* "IBM COBOL for MVS & VM,” "IBM COBOL for OS/390 & VM,” or "IBM COBOL
for z/OS & VM" is referred to as "COBOL.”

* "IBM DataAtlas for OS/2" is referred to as "DataAtlas.”
* "IBM Language Environment for MVS & VM" is referred to as "Language

Environment.”

"IBM PL/I for MVS & VM" or "IBM PL/I for OS/390 & VM" is referred to as "PL/L.”

How to Read Syntax Diagrams

The following rules apply to the syntax diagrams that are used in this information:

Read the syntax diagrams from left to right, from top to bottom, following the path
of the line. The following conventions are used:

— The >>--- symbol indicates the beginning of a syntax diagram.

— The ---> symbol indicates that the syntax diagram is continued on the next
line.

— The >--- symbol indicates that a syntax diagram is continued from the
previous line.

— The --->< symbol indicates the end of a syntax diagram.
Required items appear on the horizontal line (the main path).

About This Book XV



About This Book

XVi

Operations Guide

»>—required_item

v
A

Optional items appear below the main path.

»>—required item ><
|—optiona i tem—l

If an optional item appears above the main path, that item has no effect on the
execution of the syntax element and is used only for readability.

optional_item
»>—required_item |_ —l

Y
A

If you can choose from two or more items, they appear vertically, in a stack.

If you must choose one of the items, one item of the stack appears on the main
path.

»>—required i tem—Erequi red_choicel ><
required_choi (:eZ—|

If choosing one of the items is optional, the entire stack appears below the main
path.

v
A

»>—required_item
—optional_choicel—
—optional_choice2—

If one of the items is the default, it appears above the main path, and the
remaining choices are shown below.

default_choice
»>—required item E _|

optiona Z_choice:‘
optional_choice

An arrow returning to the left, above the main line, indicates an item that can be
repeated.

v

»>—required_item repeatable_item ><

If the repeat arrow contains a comma, you must separate repeated items with a
comma.

v

»>—required_item

repeatable_item

Y
A

A repeat arrow above a stack indicates that you can repeat the items in the
stack.

Sometimes a diagram must be split into fragments. The syntax fragment is
shown separately from the main syntax diagram, but the contents of the fragment
should be read as if they are on the main path of the diagram.
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A\
A

»—required_item—| fragment-name i

fragment-name:

—required_item |_o n |
ptional_item

* In IMS, a b symbol indicates one blank position.

» Keywords, and their minimum abbreviations if applicable, appear in uppercase.
They must be spelled exactly as shown. Variables appear in all lowercase italic
letters (for example, column-name). They represent user-supplied names or
values.

» Separate keywords and parameters by at least one space if no intervening
punctuation is shown in the diagram.

» Enter punctuation marks, parentheses, arithmetic operators, and other symbols,
exactly as shown in the diagram.

* Footnotes are shown by a number in parentheses, for example (1).

How to Send Your Comments

Your feedback is important in helping us provide the most accurate and highest
quality information. If you have any comments about this or any other IMS
information, you can take one of the following actions:

* Go to the IMS Library page at www.ibm.com/software/data/ims/library.html and
click the Library Feedback link, where you can enter and submit comments.

* Send your comments by e-mail to imspubs@us.ibm.com. Be sure to include the
title, the part number of the title, the version of IMS, and, if applicable, the
specific location of the text on which you are commenting (for example, a page
number in the PDF or a heading in the Information Center).

About This Book  XVii
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Summary of Changes

Changes to This Book for IMS Version 9

This book contains new technical information for IMS Version 9, as well as editorial
changes.

New information on the following enhancements is included:

« New commands throughout the book and in the new [Appendix B, “IMS Type-1|
[and Type-2 Command Equivalents,” on page 401 These new commands are:

— QUERY AREA

— QUERY DB

— UPDATE AREA

— UPDATE DATAGRP
— UPDATE DB

+ lssuing commands using the IMS Control Center, in [Issuing Commands with the
[IMS Control Center” on page 29
+ lssuing commands using the TSO SPOC, in [lssuing Commands with the TSO|
[SPOC” on page 29|

* VTAM Multinode Persistent Session (MNPS) as a replacement of XRF
USERVAR, in ['Warm Start” on page 106,|‘Emergency Restart’ on page 107and
in|Chapter 15, “Extended Recovery Facility (XRF),” on page 251 .|

+ Command authorization for DBRC commands submitted as online (/RM)
commands, in[‘lssuing DBRC Commands” on page 122

+ Support for type-2 commands in IMSplexes without the use of RM, in
[‘Making Online Changes,” on page 133

» Restrictions for IMS online change with HALDB partitions, in a new section,
[‘Making Online Changes for HALDBs” on page 138

* RACF enhancements to replace the Security Maintenance utility (SMU), in the
following sections:

— [‘Changing the System Definition Online” on page 135|
— [‘Installing TCO” on page 214|

— [‘Using Type-1 AOI” on page 204

— [‘Using Type-2 AOI” on page 206

+ A new section, [‘Global Online Change after XRF Takeover and DBCTL Standbyf
[Emergency Restart” on page 140

« Changed recovery recommendations for shared VSO areas, in
[‘Recovering from IMS Failures,” on page 165.|

« Support for Knowledge-Based Log Analysis (KBLA), in [‘Recovering a Log” on|
[page 170 and [‘Using IMS System Log Utilities” on page 113,

» Support for HALDB Online Reorganization with tasks, commands, and
restrictions documented in [Chapter 3, “Controlling IMS,” on page 29 and
restrictions documented inChapter 15, “Extended Recovery Facility (XRF),” on|
[page 251| and [Chapter 16, “Remote-Site Recovery (RSR),” on page 281

A new section, ['What is the REXX SPOC API?” on page 211

* The /START DATABASE command, which now activates online forward recovery
(OFR), eliminating the need to run multiple /START AREA commands. See
|Chapter 16, “Remote-Site Recovery (RSR),” on page 281 |
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The following information has changed significantly:

 Information about performing HALDB Online Reorganization tasks and the
commands to complete those tasks have been added to[‘Commands for IMS]
Tasks” on page 42

* |Chapter 3, “Controlling IMS,” on page 29| has been renamed; the previous title
was "Commands for IMS Tasks.” This chapter contains the following changes:

- |“Issuing Commands with the IMS Control Center” on page 29| has been
added.

— [lssuing Commands with the TSO SPOC” on page 29 has been added.

— [“Modifying and Controlling System Resources” on page 34 has moved from

Chapter 9, “Monitoring IMS,” on page 113/to [Chapter 3, “Controlling IMS,” on|

page 29

. |Chapter 9, “Monitoring IMS,” on page 113| has been renamed; the previous title
was "Controlling IMS."”

+ Information about TSO SPOC has been removed from|Chapter 13, “Tools for

Automated Operations,” on page 199|and added to [Chapter 3, “Controlling IMS,”|

on page 29.|

+ [Chapter 13, “Tools for Automated Operations,” on page 199 has been renamed;
the previous title was "Automated Operations.”

Library Changes for IMS Version 9

Changes to the IMS Library for IMS Version 9 include the addition of one title, a
change of one title, organizational changes, and a major terminology change.
Changes are indicated by a vertical bar (I) to the left of the changed text.

The IMS Version 9 information is now available in the DB2 Information Management
Software Information Center for z/OS Solutions, which is available at
http://publib.boulder.ibm.com/infocenter/dzichelp. The DB2 Information Management
Software Information Center for z/OS Solutions provides a graphical user interface
for centralized access to the product information for IMS, IMS Tools, DB2 Universal
Database (UDB) for z/OS, DB2 Tools, and DB2 Query Management Facility
(QMF™).

New and Revised Titles

XX  Operations Guide

The following list details the major changes to the IMS Version 9 library:
* [IMS Version 9: IMS Connect Guide and Reference

The library includes new information: [[MS Version 9: IMS Connect Guide and
. This information is available in softcopy format only, as part of the
DB2 Information Management Software Information Center for z/OS Solutions,
and in PDF and BookManager formats.

IMS Version 9 provides an integrated IMS Connect function, which offers a
functional replacement for the IMS Connect tool (program number 5655-K52). In
this information, the term IMS Connect refers to the integrated IMS Connect
function that is part of IMS Version 9, unless otherwise indicated.

* The information formerly titled IMS Version 8: IMS Java User’s Guide is now
titled [IMS Version 9: IMS Java Guide and Reference. This information is
available in softcopy format only, as part of the DB2 Information Management
Software Information Center for z/OS Solutions, and in PDF and BookManager
formats.

* To complement the IMS Version 9 library, a new book, An Introduction to IMS by
Dean H. Meltz, Rick Long, Mark Harrington, Robert Hain, and Geoff Nicholls
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(ISBN # 0-13-185671-5), is available starting February 2005 from IBM Press. Go
to the IMS Web site at www.ibm.com/ims for details.

Organizational Changes
Organization changes to the IMS Version 9 library include changes to:
« |IMS Version 9: IMS Java Guide and Reference|
» |IMS Version 9: Messages and Codes, Volume 1|
« |IMS Version 9: Utilities Reference: System|

The chapter titled "DLIModel Utility” has moved from |IMS Version 9: IMS Java|
|Guide and Referencelto|IMS Version 9: Utilities Reference: Systen]

The DLIModel utility messages that were in [IMS Version 9: IMS Java Guide and
have moved to [IMS Version 9: Messages and Codes, Volume 1|

Terminology Changes
IMS Version 9 introduces new terminology for IMS commands:

type-1 command
A command, generally preceded by a leading slash character, that can be
entered from any valid IMS command source. In IMS Version 8, these
commands were called classic commands.

type-2 command
A command that is entered only through the OM API. Type-2 commands
are more flexible than type-2 commands and can have a broader scope. In
IMS Version 8, these commands were called IMSplex commands or
enhanced commands.

Accessibility Enhancements

Accessibility features help a user who has a physical disability, such as restricted
mobility or limited vision, to use software products. The major accessibility features
in z/OS products, including IMS, enable users to:

» Use assistive technologies such as screen readers and screen magnifier
software

* Operate specific or equivalent features using only the keyboard
» Customize display attributes such as color, contrast, and font size

User Assistive Technologies

Assistive technology products, such as screen readers, function with the IMS user
interfaces. Consult the documentation of the assistive technology products for
specific information when you use assistive technology to access these interfaces.

Accessible Information

Online information for IMS Version 9 is available in BookManager format, which is
an accessible format. All BookManager functions can be accessed by using a
keyboard or keyboard shortcut keys. BookManager also allows you to use screen
readers and other assistive technologies. The BookManager READ/MVS product is
included with the z/OS base product, and the BookManager Softcopy Reader (for
workstations) is available on the IMS Licensed Product Kit (CD), which you can
download from the Web at www.ibm.com.

Summary of Changes  XXi
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Keyboard Navigation of the User Interface

Users can access IMS user interfaces using TSO/E or ISPF. Refer to the z/0S
V1R1.0 TSO/E Primer, the z/0S V1R5.0 TSO/E User’s Guide, and the z/OS
V1R5.0 ISPF User’s Guide, Volume 1. These guides describe how to navigate each
interface, including the use of keyboard shortcuts or function keys (PF keys). Each
guide includes the default settings for the PF keys and explains how to modify their

functions.
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Chapter 1. Introduction to IMS Operations and Recovery

For any large system, operations and recovery go together: operations refers to the
day-to-day activities involved in keeping the system running smoothly, and recovery
refers to the activities required to bring a failed system back online. A book about
operations would be incomplete if it did not describe what you need to do for
recovery, when the system (or some part of it) runs into problems.

Another important task related to operations is planning for both day-to-day
operations and for recovery. Part of the task of planning is developing procedures
that specify the roles of the IMS operators and system programmers. These
procedures clarify the responsibilities of each of these roles.

This chapter introduces both operations and recovery for IMS and describes some
of the tools provided by IMS and z/OS for both tasks.

The following topics provide additional information:
+ [‘Understanding the Operations Task’|
* [‘Understanding the Recovery Task” on page 4|

Understanding the Operations Task

The task of planning for operations has two major parts:
» Selecting functions and tools
* Developing operating and end-user procedures

First, you must decide how to use the tools IMS provides for operating your system.
This includes choosing, for example, whether to use dual logging when setting up
your log, how often to make backup copies of your database, and whether to use
DBRC to control recovery of databases.

Second, you must develop procedures for operating and using IMS. Operating
procedures must tell operators how to:

» Start and restart IMS

» Control IMS

* Make online changes to modify IMS
* Shut down IMS

* Run various IMS utilities

* Recover from IMS and other failures

These procedures are primarily for the master terminal operator (MTO), who
operates IMS from the master terminal. They are secondarily for the people who
assist in keeping IMS running smoothly, such as the recovery specialist who works
with many of the more complex IMS recovery problems.

End-user procedures tell end users how to:

* Operate their terminal

» Establish a connection to IMS

« Communicate with IMS (using their specific applications)
» Terminate a connection to IMS

* Respond to any error conditions they encounter

© Copyright IBM Corp. 1974, 2004 3
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This book is not an exhaustive treatment of operations. More detailed information
on various aspects of operating your system is provided in other IMS books.

Related Reading:

IMS Version 9: Command Referenced gives guidance level information and detail
about the commands that are used to operate IMS.

« |IMS Version 9: Utilities Reference: Database and Transaction Manager and |IMS
Version 9: Utilities Reference: Systend give guidance level information and detail
about the various utilities that are available with IMS.[IMS Version 9: Databas€
[Recovery Control (DBRC) Guide and Reference includes information about the
Database Recovery Control utility, which processes DBRC commands.

IMS Version 9: Administration Guide: System gives guidance level information
about how to set up and administer an IMS system.

Understanding the Recovery Task

This section introduces basic IMS recovery concepts and tools to provide a
framework for the more detailed information in later chapters. Recovery is the
largest and most complex part of operations. For this reason, any discussion of
operations is primarily a discussion of recovery.

The following topics provide additional information:

+ [‘What Is Recovery?’]

+ [‘Example: A System without Recovery” on page 5|

+ [‘Requirements for a Recoverable System” on page 5
+ [‘The Mechanisms of Recovery in IMS” on page 5§

+ [“Steps in the Process of Recovery” on page §|

« [‘Complications in Recovery” on page 9

+ [‘What IMS Cannot Recover’ on page 9|

+ [‘Overhead of Recovery” on page 10|

What Is Recovery?

4  Operations Guide

Recovery is the task of restoring a failed system to normal operations. Recovering a
system can involve:

» Databases

» User requests to process data

* Programs that do the processing (application programs)
* Qutput sent to users

A recoverable system ensures:
* Data is not lost
* Incomplete changes to a database are not saved

Data can be lost in two ways. It can be physically lost—the disk or tape on which it
resides can be damaged or misplaced. Or it can be “logically” lost—the data
becomes incorrect or loses its relationship to other data. A system that ensures data
integrity ensures that data cannot be lost or saved incompletely.
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Example: A System without Recovery

To show how things can go wrong, consider a hypothetical system that has no
recovery mechanisms. A user requests a transaction that handles a customer order.
Part of the application program’s work is to:

* Decrease the stock-on-hand number in the database
* Add the cost to the customer’s outstanding bill
* Add the amount to a daily-total-sales accumulator

Effects of System Failure

What if the system fails between the time the stock-on-hand number is decreased
and the charges are allocated? If the user thinks the transaction is complete, the
customer bill record and the total sales record in the database will be incorrect. If
the user thinks the transaction failed and reruns it, the stock-on-hand number will
be decreased a second time, and that record will also be wrong. In either case,
data integrity has been lost.

Effects of Program Abend

What if the program begins changing records in the database and then terminates
abnormally (abends)? The result is the same as the result described in
[System Failure’} a half-changed database. And a half-changed database is one
whose integrity has been lost.

Effects of an I/O Error

Suppose the program tries to read the stock-on-hand record and encounters a
device error. Because of some I/O problem, the record cannot be obtained.
Therefore, the program cannot run, and the customer order cannot be filled. In
addition, any other work that depends on this record can no longer be completed.

Also, what if the program has already changed some records expecting that it could
read and update this other record? Again, the overall integrity of the data has been
lost, because it is only partially updated.

Effects of Queue Loss

In large systems, work requests are often saved (queued) and processed later,
when the workload permits. Output that the programs send back to the requesters
(or others) is also often queued and sent later, when the workload permits.

If the system fails between the time a request is entered (input) and the time it is
taken off the queue and executed, the request might be lost. The same is true for
queued output: If the system fails between the time the application program
supplies its output and the time that output can be taken off the queue and actually
sent, those results might be lost.

Requirements for a Recoverable System

In order for a system to be recoverable, it must protect the database from
half-complete (and, therefore, incorrect) changes. It must be able to deal with the
physical loss—unavailability or disappearance, in part or in whole—of the database.
Also, it must protect the input and output queues from being lost.

The Mechanisms of Recovery in IMS
Successful recovery depends on two things:

* Having a safe point to return to, a known point of integrity. This is a point at
which you know data is correct and make a record of it.

» Keeping track of what processing has been done since that safe point.

Chapter 1. Introduction to IMS Operations and Recovery 5
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If these two types of information are gathered, recovery is almost always possible.

IMS is designed to be recoverable and has a number of mechanisms to help you in
these areas. Some function automatically; others require your involvement.

Synchronization Points and Backup Copies

A synchronization point, or sync point, is a marker in time. It is a point in processing
you can return to and start over from, a safe point. It is a known point of integrity, a
safe place from which to rebuild.

There are two types of sync point. IMS itself creates periodic sync points (called
system checkpoints), in which it records the current status of the system. In
addition, application programs can cause sync points. These are points at which the
work done by the application is assumed to be complete.

You can make backup copies of databases, and these copies can serve a function
similar to the function of sync points.

Definition: An image copy is a backup copy of your data. Like a photograph,
image copies are static and represent the state of the data at a particular instant in
time. You can return to the image copy and restart processing.

Similarly, you can have IMS make backup copies of the message queue data sets,
which contain the input and output messages. IMS system checkpoints usually do
not include copies of the current state of the databases or queues.

Using Logs for Recovery

Logs are lists of activities, lists of work that have been done, and lists of changes
that have been made. By knowing the state of the system when things were all
right, and knowing what the system has done since then, you can recover it in the
event of a failure.

In the online environment, IMS keeps a log called the online log data set (OLDS).
The OLDS resides on a direct access storage device (DASD) and is later written to
another data set called the system log data set (SLDS). The SLDS can reside on
DASD, tape, or mass storage. In the batch environment, log records are written
directly to an SLDS. IMS also keeps another log called the restart data set (RDS).
The RDS contains information needed to restart IMS. IMS automatically handles the
reading and writing of all of its logs.

Backout (Backward Recovery)
After you gather recovery information on the logs, there are two main ways of using
it.

Definitions: Forward recovery involves reconstructing information and re-applying it
to the database, and backward recovery (usually known as backout) involves
removal of bad or incomplete information.

With forward recovery, you reconstruct information or work that has been lost, and
add it to the database. With backout, you remove incorrect or unwanted changes
from information. For an IMS subsystem, you perform the task of forward recovery
(IMS does supply utilities to help). Backout of transactions (and their associated
database updates) is handled automatically by IMS. Backout usually does not
require your involvement, but an application program can control backout
processing for its own transactions. Backout of batch programs can be done either
automatically or using an IMS utility.
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Recovery During Restart

IMS can recover from many types of failures during restart. In some cases, the
recovery is automatic, for example, backout of transactions and the associated
database updates. In other cases, you request a type of recovery on the restart
command, for example, you can tell IMS to rebuild the message queues from a
previous backup copy.

Recovery Utilities and Services

IMS has a number of utilities and services to help you recover and maintain a

recoverable system:

» Database-related utilities: Use these utilities to make image copies of your
databases, to accumulate and sort records of database changes, to speed up
recovery, and to recover databases.

» System-related utilities: Use these utilities to help you manage the system by
managing and recovering the log data sets or generating analysis reports.

» Transaction-Manager-related utilities: Use these utilities to help you manage and
control your transactions.

Database Recovery Control

The IMS Database Recovery Control (DBRC) facility makes it easier for you to
recover IMS databases by extending the capabilities of IMS uitilities for database
recovery. DBRC can help recover both DL/I databases and Fast Path data entry
databases (DEDBs). DBRC offers two levels of control: log control and share
control.

When you use log control only, DBRC controls the use and reuse of OLDSs for
IMS.

When you use share control, DBRC:

» Controls the use and reuse of OLDSs for IMS

* Records recovery-related information in the Recovery Control (RECON) data set
» Assists in recovering databases

» Generates job control language (JCL) for recovery-related utilities

* Registers and controls the scheduling of databases

Automated Operations and Recovery

The IMS automated operator interface (AQI) allows application programs to issue
IMS commands. It can also intercept IMS messages routed to the MTO. You can
use it to develop procedures tailored to your installation and to automate some
parts of the recovery process. This facility is described in [Chapter 13, “Tools for|
IAutomated Operations,” on page 199.|

In an IMS complex with the Extended Recovery Facility (XRF), AOI runs on the
active IMS subsystem, and after an XRF takeover, AOI runs on the new active
subsystem.

Recovery in an IMS DBCTL Environment

The IMS DBCTL environment allows one or more transaction management
subsystems, such as CICS, to access DL/I databases and DEDBs. These
transaction management subsystems are known as coordinator controllers (CCTLs).
A CCTL communicates with the DBCTL subsystem using an interface called the
database resource adapter (DRA). Connections or paths between a DBCTL control
region and a CCTL are created as part of CCTL initialization. These connections
are called threads.

Chapter 1. Introduction to IMS Operations and Recovery 7
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Because the CCTL is a separate subsystem, failures are isolated between the IMS
DBCTL subsystem and the CCTL. That is, failure of the DBCTL subsystem does not
generally cause the CCTL to terminate. Likewise, failure of a CCTL does not
generally cause failure of the DBCTL subsystem. Generally, the only time a CCTL
failure can affect the DBCTL subsystem is if the CCTL had one or more threads
executing in DL/I at the time of its failure).

An IMS DBCTL subsystem cannot restart from log data not created by a DBCTL
subsystem. Likewise, non-DBCTL IMS subsystems cannot restart using log data
created by a DBCTL subsystem. In other words, restarts of an IMS DBCTL
subsystem must use log data produced by that system. You can, however, perform
database recovery using a combination of log data sets created by other
subsystems: IMS DB/DC, batch, or DBCTL.

Because DBCTL requires the DBRC log control facility, you must use DBRC with
DBCTL. Log records produced by an IMS DBCTL system are compatible with an
IMS DB/DC system (except for subsystem restart).

Recovery in an XRF Complex

IMS XRF provides an alternate IMS subsystem that monitors the log data of the
active IMS subsystem and takes over the processing load of the active subsystem if
it experiences a failure. Everything about non-XRF recovery mechanisms is also
true in an XRF complex, but with XRF, IMS can do more to reduce the time that
data is unavailable to users after an abnormal event occurs.

You can specify conditions that trigger an automatic takeover, such as:
* A failure of the IMS control region

» A total failure of z/OS

* A single central processor complex (CPC) failure

* An internal resource lock manager (IRLM) failure that requires an IMS STATUS
exit routine

+ A Virtual Telecommunications Access Method (VTAM®) failure that requires an
IMS TPEND exit routine

You can also manually initiate an XRF takeover in a non-failure situation to
introduce planned changes to your system with minimal disruption to users.

For a complete description of XRF, see [Chapter 15, “Extended Recovery Facility|
[(XRF),” on page 251

Steps in the Process of Recovery
The process of recovery includes two major tasks:
* Planning—what you do before a problem occurs
* Reacting—what you do to fix a problem after it has occurred

The task of planning for IMS recovery can be further refined:
» Set up logging

» Establish checkpoints

* Make backup copies

» Create procedures and assign responsibilities

The task of reacting can also be further refined:
* Notice error

8 Operations Guide
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* Shut down IMS (only if necessary) — can be a full or partial shutdown

» Diagnose and fix (or possibly bypass) error

» Use recovery utilities and services (if necessary) — can be run online or offline
* Restart IMS (or the now fixed part of IMS)

Of course, real recovery is rarely as straightforward as these two lists suggest.

Complications in Recovery

If you could always recover a system simply by knowing where you started and
keeping track of what you have done since then, it would be easy. Unfortunately,
complications often arise, not only in the data and applications, but in the
mechanisms of recovery themselves.

The IMS logs (on DASD or tape) are just as subject to I/O problems as any other
data set. You can run out of space, or develop physical problems with the drive.
The internal IMS modules involved in recovery are totally dependent on the
operating system and hardware; if the system crashes for any reason (for example,
power failure, abend, hardware malfunction), the recovery processing performed by
these modules might be incomplete.

So, recovering from a problem can be a two-part process: first you must recover the
IMS recovery tools themselves, then you can recover the data and applications.

What IMS Cannot Recover

IMS can automatically recover from some errors, and IMS provides mechanisms to
allow you to recover from many more errors, but there are some errors IMS cannot
recover. Generally, these unrecoverable errors are of two types:

» Application logic or input errors

» Operational errors, including misuse (accidental or malicious) of the IMS recovery
facilities

Application Logic or Input Errors

When you detect an error caused by an application program that is running,
backing out the faulty data is fairly simple. But if that program is given the wrong
input or is constructed with logic errors, you might not be able to detect such
problems because the program will run to completion. After the application program
has finished running (or has committed its data), the faulty data can be used by
other programs, and the problem can spread throughout your system.

IMS has no automatic or guaranteed way to back out committed data. You might be
able to back out the data manually (for example, by editing individual records in the
affected databases), but such a process is likely to be difficult. And the more time
that passes after the original errors are introduced, the more programs are likely to
have used the bad data, and the less likely your chances of success. Moreover,
output that has been produced or actions taken as a result of the faulty data will
already be outside the boundaries of the databases.

Recommendation: To minimize application logic or input errors, you should
extensively test new applications (both individually and in an integrated system test)
before bringing them online. Extensive validation of user input by application
programs also helps minimize input errors.

Chapter 1. Introduction to IMS Operations and Recovery 9
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Operational Errors
Successful recovery requires both proper operation of IMS on a daily basis and
proper use of the recovery facilities. This proper use includes such things as:

» Using the correct data sets

» Avoiding improper job cancellations during regular operations
* Regularly maintaining the logs

» Using the correct log volumes in the correct sequence

» Using the appropriate utilities at the appropriate time

You should have no difficulties in operating IMS properly, and later sections in this
book explain how to set up the necessary procedures and guidelines. However, if
you operate IMS, its recovery facilities, or both, improperly, IMS might not be able
to correct problems introduced by such improper use.

Overhead of Recovery

10 Operations Guide

Although the value of recovery is obvious, it is not without cost. Logging, for
example, takes time and space: some amount of processing time is required when
a log record is created, and each log record uses space on a data set. Each
checkpoint written also takes time and space, as does each backup copy made.

Having a basic recovery scheme is a practical necessity, not really a matter of
choice. However, you do have a choice about how elaborate to make your recovery
scheme.

Generally, the more extensive recovery preparations you build into your daily
operations, the faster you can bring your system back into production after an error
occurs. The trade-off is between speed of recovery and the daily overhead of
recovery maintenance. You also need to consider the cost of having your online
system down.

In judging this trade-off, consider how frequently errors occur that require recovery.
Errors will certainly occur, but rare errors merit less recovery preparation than those
that occur more frequently. You decision about the extent to which you prepare for
recovery mechanisms should be based on knowing your installation’s needs and
priorities, and weighing them against each other.
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IBM provides a number of tools for operations and recovery. The tools that are
included with IMS are discussed in this chapter.

The following topics provide additional information:

« [“Synchronization Points” on page 13|
[‘Backup” on page 14
[‘Shutdown of the IMS System” on page 16|

* |‘Restart” on page 1§|
* |“Backout” on page 1?]

* |“Automated Operations” on page 18|

Related Reading: Another very important tool that comes with IMS is Database
Recovery Control (DBRC), which is described in |IMS Version 9: Database Hecovery{
[Control (DBRC) Guide and Reference,

IBM also offers a number of IMS database productivity tools. IMS Support Tools is a
set of database performance enhancements for your IMS environment. These tools
can help you automate and speed up your IMS utility operations. They can also
assist you in analyzing, managing, recovering, and repairing your IMS databases.
You can learn more about these tools on the Web at
http://www.ibm.com/software/data/ims/about/imstools/.

Logging
The log makes recovery and restart possible. As IMS operates, it constantly records
its activities on the log. The log records:
* When IMS starts up and shuts down
* When programs start and terminate
» Changes made to the database
» Transaction requests received and responses sent
» Application program checkpoints
» System checkpoints

Recovery is possible because IMS records these activities on the log. [Figure 1 or]

illustrates how logging works in an IMS online environment; logging in a
batch environment is simpler.

© Copyright IBM Corp. 1974, 2004 1l
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Figure 1. Overview of the Logging Process

IMS externalizes log records by writing them to an Online Log Data Set (OLDS). To
enhance performance and to optimize space on OLDSs, incomplete or partially
filled buffers are written to a Write Ahead Data Set (WADS) when necessary for
recoverability. The WADSs are high-speed DASD data sets with a high write rate.
Only complete log buffers are written to OLDSs. When the log data is on an OLDS,
the equivalent WADS records are ignored.

IMS uses a set of OLDSs in a cyclical way, which allows IMS to continue logging
when an individual OLDS is filled. Also, if an 1/O error occurs while writing to an
OLDS, IMS can continue logging by isolating the defective OLDS and switching to
another one. Once an OLDS has been used, it is available for archiving to a
System Log Data Set (SLDS) on DASD or tape by the IMS Log Archive utility. The
utility can be executed automatically through an IMS startup parameter (ARC=).

When IMS is close to filling the last available OLDS, it warns you so you can
ensure that archiving completes for used OLDSs or add new OLDSs to the system.
You can also manually archive the OLDSs to SLDSs using the IMS Log Archive
utility. An SLDS can reside on DASD or tape. After an OLDS is archived, it can be
reused for new log data. You use SLDSs as input to the database recovery
process.

When you archive an OLDS, you can request that IMS write a subset of the log
records from the OLDS to another log data set called the recovery log data set
(RLDS). An RLDS contains only those log records required for database recovery.

While IMS is running and logging its activities, it takes periodic system checkpoints,
and writes the checkpoint notification to another data set called the restart data set
(RDS). IMS uses the RDS when it restarts to determine the correct checkpoint from
which to restart.

In a batch environment, IMS writes log records directly to an SLDS, and does not
use either the OLDSs or WADSs. Just as in the online environment, batch SLDSs
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can reside on DASD, tape, or mass storage. If the SLDS is on DASD, you can use
an IMS utility to copy log records from DASD either to tape or to other DASD.

Synchronization Points

Strictly speaking, all you need to be able to restart a system after a failure is the
log: as long as you start out correctly and log everything you do thereafter, you can
always recover. Restart in this case would require the system to read every log
record ever written for the system. The more time that has passed since the first
time you started the system, the more log records will have been written, and the
more time-consuming the restart will be.

Definition: A synchronization point, or sync point, is a known point of data or
system integrity. It is a point in time at which all of the changes made to the
database are complete. If a failure makes restart necessary, you can begin
reprocessing from the most recent sync point.

The value of having a sync point is that when IMS restarts, it can ignore all logs
created before the sync point was taken. If your sync points are infrequent, they
become less valuable because the amount of log data IMS has to read during a
restart increases. Thus, you should establish periodic sync points. Then, if a
problem arises, you do not need to examine as much of the log, because you
established the last sync point relatively recently.

IMS uses two types of sync points: those taken by IMS itself (called system
checkpoints), and those taken by individual application programs running under IMS
(called application program sync points or application program commit points).

The following topics provide additional information:
« [‘System Checkpoints’]
« [‘Application Sync Points” on page 14

System Checkpoints

IMS automatically takes periodic system checkpoints, so if it is necessary to restart
IMS, it can begin at the last checkpoint (or an earlier one if the work done before
the checkpoint was not complete).

The interval between system checkpoints is measured by how many log records
IMS writes, so the checkpoints are a measure of activity rather than elapsed time.
You select the interval between system checkpoints when you install IMS.

As with most choices involving preparation for recovery, the overhead of taking
frequent checkpoints must be weighed against the advantages of faster recovery.
Because IMS does not suspend work to take a checkpoint, decreased transaction
speed is not a significant overhead factor.

Recommendation: Do not suppress system checkpoints to improve system
performance because emergency restart must always go back at least two system
checkpoints (or back to a prior restart).

The IMS MTO can also request an additional system checkpoint at any time by
issuing a /CHECKPOINT command.

IMS takes a system checkpoint when any of the following occur:
* IMS starts

Chapter 2. Tools for IMS Operations and Recovery 13
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* Aregular interval has elapsed

* The MTO enters a command (/DBRECOVERY, UPDATE DB STOP(ACCESS)
OPTION(FEQV), /CHECKPOINT, or /SWITCH OLDS CHECKPOINT)

e |MS shuts down

Application Sync Points

IMS system checkpoints help you recover the IMS subsystem, but you also need to
be able to restart application programs if they fail. IMS allows application programs,
both batch and online, to take sync points.

An application program sync point has two purposes:

* It marks an intermediate completion point—a place at which the work finished so
far is judged to be correct. Any future recovery can take place from this point.

» It frees locks held on database records the program has updated and enqueues
any output messages the program created. IMS can send enqueued messages
to their destinations.

Application program sync points are sometimes called commit points. By taking a
sync point, the program is committing itself to the accuracy and completeness of
what it has done, and releasing the data for use by other applications.

Backup

A backup copy of a data set serves the same purpose for a recoverable system as
a checkpoint: it defines a place from which you can restart processing. IMS
provides utilities to allow you to make several types of backup copies.

The following topics provide additional information:
« [‘Database Backup Copies’|

+ [‘Message Queue Backup Copies” on page 15|
+ [‘System Data Set Backup Copies” on page 16|

Database Backup Copies
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When IMS takes a regular system checkpoint, it records internal control information
for DL/I and for Fast Path, but it does not record any of the contents of the
database. If the database is lost, examining the last system checkpoint does not
allow you to recover it. The system log can tell you what changes have occurred,
but without the original database itself, recovery can be impossible.

Recommendation: Make a backup copy of all databases after you initially load
them. You should also make new backup copies at regular intervals. More recent
backup copies require fewer log change records to be processed during recovery,
and thus the time needed for recovery is reduced.

IMS provides several utilities for making backup copies of a database:
* Image copy utilities
The IMS database image copy utilities allow you to take a “snapshot” of a

database before and after changes have been to the database. These snapshots
are called image copies.
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Definition: An image copy is an as-is image of a database. The image copy
utilities do not alter the physical format of the database as they copy it. Image
copies are backup copies of your data that help speed up the processes of
database recovery and backout.

The image copy utilities are Database Image Copy utility (DFSUDMPO),
Database Image Copy 2 utility (DFSUDMTO0), and Online Database Image Copy
utility (DFSUICPO).

* The HISAM Reorganization Unload utility (DFSURULO)

This utility allows you to process an entire HISAM database in one pass (the
image copy utilities process each database data set individually) while it is
unloaded and reorganized. This utility runs while the database is offline.

Recommendation: Make an image copy of the database before unloading it.
You can use the image copy for recovery purposes if a failure occurs in the
unloading process. You can also create an equivalent of an image copy data set
without using the HISAM Reorganization Reload utility. For more information on
both methods, see ['HISAM Copies (DFSURULO and DFSURRLO)” on page 81|
and [‘Non-standard Image Copy Data Sets” on page 82.

After you unload the database, you use the HISAM Reorganization Reload utility
(DFSURRLO) before bringing the database back online. If you do not reload the
database, an application program can use the database, but will use the old
organization of the data set. Your backup copy will not match the log records
produced for the database, and you will not be able to use the backup copy to
recover the database without damaging your data integrity.

You can run these utilities with or without DBRC. You can also use various z/OS
utilities to make your backup copies, but these utilities do not interact with DBRC,
which could cause integrity problems depending on how your IMS system is
defined.

Message Queue Backup Copies

Messages (the transaction requests entered by end users, and the responses going
back to them) are stored on queues before being processed. If you are not sharing
the IMS message queues, messages are stored in the message queue data set,
which resides partly on disk and partly in virtual storage. In a shared-queues
environment, IMS messages are kept on a coupling facility. When IMS takes a
regular system checkpoint, it does not record the contents of the message queues,
just as it does not record the contents of the databases.

When you shut down IMS normally (rather than abnormally), any changed
messages in virtual storage (not on a coupling facility) are automatically written to
the disk portion of the message queue data set. Therefore, if you periodically shut
down IMS, there is little or no need to backup the message queues manually.

When you run IMS for extended periods without shutting it down, you might want to
back up the message queues periodically. In a non-shared-queues environment,
use the /CHECKPOINT SNAPQ command to back up the message queues; this
command does not shut down IMS.

In a shared-queues environment, you must periodically back up the shared queues.
Use the /CQCHKPT command to copy IMS messages to the Common Queue Server’s
structure recovery data set.

Backing up the message queues reduces the time required for recovery if problems
arise with the message queue data sets.

Chapter 2. Tools for IMS Operations and Recovery 15
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System Data Set Backup Copies

In addition to making database backup copies and message queue backup copies,
you should also make backup copies of the IMS system data sets. These include
the ACB library (IMS.ACBLIBx) and the MFS library (IMS.FORMATX).

IMS does not provide any special utilities or commands to make backup copies of
system data sets. You can, however, make periodic backup copies using z/OS
utilities, such as IEBCOPY. You can make these copies at the same time you make
periodic backup copies of z/OS system libraries. You may also find it convenient to
back up the system data sets and databases at the same time.

When you make online changes, you should make backup copies of the active data
sets after you switch the inactive and active data sets.

You should also periodically back up RECON data sets using the BACKUP.RECON
command.

Shutdown of the IMS System

Certain problems are severe enough that they cause the IMS subsystem to fail. In
these cases, IMS shuts itself down. In other cases, however, IMS keeps running, so
you must shut it down manually before you can perform recovery. You can
shutdown either part of the IMS subsystem (partial shutdown), or you can shut
down all of it (full shutdown).

Recommendation: Because a primary goal is to keep IMS function available to
users, you should only use a full shutdown when a partial shutdown does not
recover the system.

When only a part of IMS is malfunctioning, you might be able to shut down only that
part and leave the rest of IMS functioning productively. For example, a faulty
database can be taken offline (made unavailable to application programs), while
IMS and the other databases continue processing. Or a terminal that is
malfunctioning can be detached, while all other functions continue unaffected.

To shut down only part of IMS, use a command that stops the component that is
malfunctioning.

You can also shut down IMS in a controlled manner. A controlled shutdown is
desirable because it saves current information in the system, and allows an easy
and accurate restart of the system at a later time.

Shut down IMS using the /CHECKPOINT command with one of the following
keywords: FREEZE, DUMPQ, or PURGE.

Restart
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Generally, the way you restart IMS corresponds to the way you shut it down, or the

way it fails.

 If you only shut down part of IMS (for example, take a database offline or detach
a line), you need to restart only that part.

 If you shut down all of IMS or if IMS fails, you need to restart the whole IMS
subsystem.
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After recovering a failed component, you can restart it. For example, if you take a
database offline because of an 1/O error and then recover it, you can again make it
available to applications.

To restart only part of IMS, use a command that starts the component that is
stopped.

Before you can restart the entire IMS subsystem, you must first perform all
necessary recovery. You can then restart IMS in one of three ways:

* Normal restart initializes an IMS subsystem that has not failed. A normal restart
can be either a cold start which restarts IMS without reference to any previous
execution of IMS, or a warm start which restarts an IMS subsystem that was
terminated using a /CHECKPOINT command. The normal restart command is
/NRESTART.

* Emergency restart initializes an IMS subsystem that has failed. During an
emergency restart, IMS resets transactions and active regions, and restores
databases and message queues to the most recent sync point. You must
manually restart batch and batch message processing (BMP) regions. The
emergency restart command is /ERESTART.

» Automatic restart reduces MTO intervention and can make restart faster because
IMS automatically chooses the appropriate restart command. The operator does
not enter a restart command; instead you specify automatic restart by coding
AUTO=Y in the JCL for the IMS control region.

Backout

When IMS or an application program fails, you need to remove incorrect or
unwanted changes from the database. Backward recovery or backout allows you to
remove these incorrect updates. The three types of backout are:

1. Dynamic backout
2. Backout during emergency restart
3. Batch backout

IMS performs the first two types of backout automatically, and you initiate the last
one manually.

IMS automatically (dynamically) backs out database changes in an online
environment when any of the following occurs:

* An application program terminates abnormally

» An application program issues a rollback call

* An application program tries to access an unavailable database
* A deadlock occurs

In a batch environment, you can specify that IMS should dynamically back out
database changes if the batch job abends, or issues a rollback call.

During restart processing after a system failure, IMS determines if any application
programs were executing at the time of failure and if they made changes that need
to be backed out. Before IMS restarts, it scans log records for these changes, and
then backs out the changes from the affected databases. If IMS runs out of memory
while scanning the log, you could get a message telling you to back out the
changes manually.

Chapter 2. Tools for IMS Operations and Recovery 17
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You can use the IMS Batch Backout utility (DFSBBOO00) to remove database
changes made during execution of a DL/I or DBB region or an online program. You
can use the utility to back out changes since the last checkpoint. You can select a
specific checkpoint if the batch region does not use data sharing, and if it is not a
BMP. For BMPs, do not specify a checkpoint because the utility always backs out
BMPs to the last checkpoint on the log.

If dynamic backout or backout during emergency restart fails, IMS stops the
databases for which backout did not complete, and retries the backouts when you
restart the databases.

Automated Operations

Automated operations are tools and techniques that help you improve your
installation’s productivity. As your system grows more complex and your message
traffic increases, automating certain tasks can increase your system’s efficiency.
You can use automated operations to:

* Minimize errors
* Increase availability
» Expedite problem diagnosis and prevention

IMS provides the following tools to help you automate your operations:
» Time-Controlled Operations (TCO)

» Automated Operator Interface (AOI)

* REXX SPOC API

The following topics provide additional information:
« [‘Advantages of Automation’]
+ [‘Deciding What to Automate” on page 19|

Related Reading: For more information about each of these tools, see |Chapter 13,
[‘Tools for Automated Operations,” on page 199

IMS operations can also be automated using Tivoli Netview for z/OS. Because Tivoli
Netview for z/OS functions independently of IMS, it can gather information and
issue commands that are not available to IMS.

Related Reading: For more information about Tivoli Netview for z/OS, see Tivoli
NetView for z/OS Installation: Getting Started or Tivoli NetView for z/OS User’s
Guide.

Advantages of Automation
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Many of the jobs that operators perform are simple, repetitive tasks, such as
monitoring the system and issuing recovery commands. You can often automate
these jobs and thereby free the operator for more complex activities, such as
implementing operational procedures.

In the IMS environment, TCO and AOI can improve your operator productivity by:

* Improving operator productivity and accuracy. Automating operator tasks
simplifies procedures, reduces operator input, and minimizes operator errors. For
example, TCO can reduce operator input by automatically monitoring system
status, starting message regions and telecommunication lines, and notifying
users of system status.
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» Expediting problem determination. An operator’s primary job is to bypass or fix
problems quickly. If adequate information about a problem is not available, it
might not be possible for the operator to fix it quickly. Automated operations are
especially suited for problem determination. For example, TCO can automatically
gather necessary information and do diagnostic analysis so that a problem can
be quickly identified and corrected.

Deciding What to Automate

Identifying operations that can be automated and implementing them requires a
sound understanding of your installation’s operations. You must collect and analyze
various resources to identify which tasks are good candidates for automation.
Resources you should analyze include:

» System logs

* Problem management reports

* Record of calls to the help desk
» Operators’ notes

Repetitive and predictable tasks are good candidates for automation.
The process of automating operations should be an iterative one. After you have

developed and used automated procedures, you should evaluate them and, in the
process, consider whether any new tasks can be automated.
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Chapter 3. Controlling IMS

| Issue commands to control IMS and IMS resources. This chapter describes two of

I the methods for issuing IMS commands, using the IMS Control Center and the TSO
I Single Point of Control (TSO SPOC), which are IBM-supplied applications. This

| chapter also lists commands that control IMS resources and provides a list of

I commands for specific IMS tasks.

The following topics provide additional information:

« [“Issuing Commands with the IMS Control Center’|

* [“Issuing Commands with the TSO SPOC’]

* |‘Modifying and Controlling System Resources” on page 34
+ [Commands for IMS Tasks” on page 42|

Related Reading: For a brief description of all of the methods for issuing
commands to IMS, see [IMS Version 9: Command Reference,

| Issuing Commands with the IMS Control Center

I The IMS Control Center, included in the IBM DB2 Universal Database Control
| Center, uses the IMS Single Point of Control (SPOC) functions to enable IMS
I systems management from a workstation.

I You can issue and view IMS type-1 and type-2 commands from the IMS Control
| Center. There are online wizards that help you build and issue commands. The
I Control Center command output is similar to the output displayed from the TSO
I SPOC. The same information is provided, but formatted in a windows-based

I graphical interface.

| For information about installing and using the IMS Control Center, go to the DB2

I Information Management Software Information Center for z/OS Solutions on the

I Web at http://publib.boulder.ibm.com/infocenter/dzichelp/ and click IMS Version 9 in
I the Contents pane, then select IMS Control Center.

| Issuing Commands with the TSO SPOC

I The TSO SPOC is an IBM-supplied application that can issue operator commands
I in an IMSplex. The TSO SPOC application uses an ISPF panel interface and

I communicates with an Operations Manager (OM) address space. OM then

I communicates with all of the other address spaces in the IMSplex (for example,

I IMS) as required for operations.

| There can be more than one TSO SPOC in an IMSplex. However, the TSO SPOC
I is optional in an IMSplex.

The TSO SPOC provides the following functions to an IMSplex:

* Presents a single system image for an IMSplex by allowing the user to issue
commands to all IMSs in the IMSplex from a single console.

» Displays consolidated command responses from multiple IMS address spaces.

* Sends a message to an IMS terminal connected to any IMS control region in the
IMSplex by using the IMS /BROADCAST command.

| There are several ways to issue commands in the IMS TSO SPOC application:
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* By command line

* By retrieving a command
— Using the ISPF RETRIEVE command
— Using a command listed in the response area
— Using the Command status panel

» By defining and using command shortcuts

You can use these methods in any combination at any time.

shows the format of the TSO SPOC screen.

~
File Display View Options Help

PLEX1 IMS Single Point of Control

Command ==>

————————————————————— Plex . Route . Wait .

Response for:

CSLMOOOI (C) Copyright IBM Corp. 2000. A1l rights reserved.

\F1=He1p f3=Exit F4=Showlog F6=Expand F9=Retrieve F12=Cancel )

Figure 2. TSO SPOC Screen Format

You can issue both IMS type-1 commands and type-2 commands using the TSO
SPOC interface. Enter the command next to the command prompt (Command ==> in
. Enter the IMSplex name in the Plex field. Enter the list of IMSs to which
to route the command, if applicable, in the Route field. After you type the command,
press Enter. The command issued is shown in the Response for: field and the
actual command response is shown below the Response for: field.

The following topics provide additional information:

+ [“Starting and Setting up the TSO SPOC]

+ [Type-1 and Type-2 Command Responses from the TSO SPOC” on page 31|
- [‘Displaying Command Status in the TSO SPOC” on page 32|

« [‘Using Command Shortcuts in the TSO SPOC” on page 32|

« [‘Defining Groups of IMSs in the TSO SPOC” on page 33|

« [‘Reissuing Commands in the TSO SPOC” on page 33|

Related Reading:

* For more information about the TSO SPOC application, see the IMS TSO SPOC
online tutorial. To see the IMS TSO SPOC online tutorial, select Help > Tutorial
in the application.

» For more information about the single point of control (SPOC) and IMSplex, see
[IMS Version 9: Common Service Layer Guide and Reference,

Starting and Setting up the TSO SPOC
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To start the TSO SPOC, use the IMS Application menu, which is described in
|Version 9: Installation Volume 1: Installation Verification}

In order to use the TSO SPOC, the IMS distribution libraries need to be added to
the TSO user’s environment. Use one of the following methods to set up the TSO
SPOC program:
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Edit the logon procedure to include the IMS distribution libraries or to issue
ALLOCATE commands to make the data sets available to the TSO user.

The TSOLIB command of TSO may be used to make the load module data set
available to the TSO user. TSOLIB is a command that establishes a
STEPLIB-like data set without having to modify the logon procedure.

The data set allocated to ISPTABL is unique to the user. Because of the way
ISPF uses tables, the same data set allocated to ISPTABL must also be
allocated in the ISPTLIB concatenation and ahead of the IMS.SDFSTLIB data
set. The data sets are shown in .

Table 2. Data Sets for SPOC Setup

Usage Data Set
TSOLIB command or STEPLIB IMS.SDFSRESL
FILE(ISPPLIB) IMS.SDFSPLIB
FILE(ISPMLIB) IMS,SDFSMLIB
FILE(ISPTLIB) user.ISPTLIB
IMS.SDFSTLIB
FILE(ISPTABL) user.|SPTLIB
FILE(SYSPROC) IMS.SDFSEXEC

After the data sets are added to the your TSO environment, you can start the
SPOC program by entering:

TSO DFSSPOC
in any ISPF command line, or by typing DFSSPOC in the ISPF option 6
command line.

Use the TSO ALTLIB command and ISPF’s LIBDEF service. The DFSSPSRT
exec provides an example of starting the DFSSPOC program using ALTLIB and
LIBDEF.

You can invoke DFSSPSRT from ISPF option 6:
EXEC 'imsv910.SDFSEXEC(DFSSPSRT)"' 'HLQ(imsv910)'

where the data set name and the HLQ value uses your company’s data set
name prefix for the IMS distribution libraries.

When you start the TSO SPOC for the first time (after setup is complete), you need
to set the user preferences. Perform the following tasks in the TSO SPOC
application:

1.

4.

Select Options > Preferences to display the IMS Single Point of Control
Preferences panel.

Set the default IMSplex value (this step is required).

Optionally, you can specify values for the other preferences or accept the
default values.

Press Enter.

You can then enter commands at the TSO SPOC command line.

Type-1 and Type-2 Command Responses from the TSO SPOC

When you issue a type-1 command in the TSO SPOC, the command response is
displayed in sequential format. The command response consists of messages
prefixed by the member name. Information from each member is grouped together
in the command response.

Chapter 3. Controlling IMS 31



TSO SPOC

When you issue a type-2 command, the command response is displayed in tabular
format, with the data displayed in columns. You can sort the list of messages in the
command response by positioning the cursor on a column heading (for example,
you can sort by member) and pressing Enter. You can also sort the messages by
selecting View > Sort and selecting the column heading by which you want to sort.

Restriction: The TSO SPOC supports only the long form and short form of IMS
type-1 commands, because the OM API accepts only these forms. See
|9: Command Referencelfor a list of commands supported by the OM API and their
short forms.

Displaying Command Status in the TSO SPOC

In the command status panel of the TSO SPOC application, you can:

» Display the commands that you have previously issued in the same TSO SPOC
session.

» Display the responses of commands that you have previously issued, if the
responses are available.

* Reissue commands that you have previously issued and view the command
responses.

¢ Delete commands.
¢ Edit commands.

To open the command status panel, select Display > Command status in the TSO
SPOC application. shows an example of the command status panel.

~
File Display View Options Help
PLEX1 IMS Single Point of Control
Command ===>
-------------------------------- Plex . Route . Wait .
Enter '/' to view command response, 'i' to reissue a command, 'd' to delete
a command, and 'e' to edit a command.
Act  Status Command
_ Complete DIS STATUS
__ Complete QRY TRAN NAME (SKSx) SHOW(ALL)
_ Complete QRY IMSPLEX SHOW(TYPE,STATUS,SUBTYPE)
. /NRE CHKPT O FMT ALL
- QRY IMSPLEX SHOW(ALL)
- QRY TRAN NAME (CDEBTRN3) SHOW(STATUS)
o START TRAN CDEBTRN3
- QRY TRAN NAME (CDEBTRN3) SHOW(ALL)
o DIS  TRAN CDEBTRN3
- DIS TRAN CDEBTRN3 ALL
DIS ACT
A J

Figure 3. TSO SPOC Command Status Panel

Using Command Shortcuts in the TSO SPOC
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Use the command shortcuts option of the TSO SPOC if you issue long commands
and prefer to use short versions of these commands or nicknames for these
commands. Define the shortcuts (the short commands or nicknames) in the TSO
SPOC. Use the ampersand (&) character as the first character of the shortcut if you
want to use it as a nickname.

When you issue a short version of a command, the TSO SPOC appends the
additional parameters to the short command. When you issue a nickname for a
command, the TSO SPOC replaces the nickname with the full version of the
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command. [Figure 4| shows an example of the SPOC Command Shortcuts panel
with some user-defined command shortcuts.

File Display View Options Help h
"""""""""" SPOC Comnand Shortcuts
Command ===>
----------------------- Plex . Route . Wait .
Act  Command Additional Parameters
_ &QRY1 QRY IMSPLEX SHOW(STATUS)
_ QRY USER____ SHOW(ALL)
__ QRY TRAN____ SHOW(CLS PSB QCNT STATUS)
____ MON LINE ABCO7 PTERM ALL
ok **x* Bottom of data )

Figure 4. TSO SPOC Command Shortcuts Panel

In the first command shortcut is &QRY1 (a nickname). When you issue this
command shortcut, the TSO SPOC replaces the nickname with the entire
command, QRY IMSPLEX SHOW(STATUS). The second command shortcut in is
QRY USER. When you issue this command shortcut, the TSO SPOC appends the
additional parameters (in this example, SHOW(ALL)) to the short version of the
command when it is issued. The full command QRY USER SHOW(ALL) is issued.

To use command shortcuts in the TSO SPOC:

1. Specify the preference for command shortcuts in the IMS Single Point of Control
Preferences panel of the TSO SPOC. Select Options > Preferences to display
this panel.

2. Define your command shortcuts in the SPOC Command Shortcuts panel by

selecting Display > Command shortcuts. To define a nickname, ensure that
the first character of the command shortcut is an ampersand (&).

Defining Groups of IMSs in the TSO SPOC

You can use the Route field in the TSO SPOC application to issue commands to a
specific IMS or IMSs. However, the Route field is long enough for only 2 IMSs. To
work around this restriction, you can define groups of IMSs in the group definitions
panel of the TSO SPOC. You can then specify the name of the group in the Route
field, to route commands to those specific IMSs.

To display the group definitions panel, select Options > Set IMS groups... in the
TSO SPOC.

Reissuing Commands in the TSO SPOC

When you issue a command, the command is saved in the TSO SPOC. You can

reissue commands in several ways:

» After entering a command, position the cursor on the entered command and
press Enter. The command is moved into the TSO SPOC command line, and you
can edit the command or press Enter to issue the command again.

» Use the ISPF retrieve key to display commands that were previously entered.
Because the ISPF retrieve key is an ISPF function, all commands entered from
other applications are also retrieved.
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* Use the ISPF RETP command to list previously entered commands. Because the
ISPF retrieve key is an ISPF function, all commands entered from other
applications are also retrieved. Select the number of the command shown in the
list of commands and press Enter.

+ Use the TSO SPOC command status panel, as described in
[Command Status in the TSO SPOC” on page 32.|Enter "i” in the Act column to
reissue the command. If you enter "i” next to several commands and press
Enter, the commands are reissued in the order in which they are listed.

+ Use the TSO SPOC command shortcuts panel, as described in ['Using Command|
[Shortcuts in the TSO SPOC” on page 32 Enter "i” in the Act column to reissue
the command. If you enter "i"” next to several commands and press Enter, the
commands are reissued in the order in which they are listed.

Modifying and Controlling System Resources

You establish the initial settings of IMS resources during IMS system definition. The
MTO, and other operators authorized to do so, can change various system
resources using IMS commands.

You can use many IMS commands to perform similar control functions for different
types of resources. [‘List of Commands with Similar Functions for Multiple]
shows the relationship between these commands and resources.
Related Reading: For details about these commands, see|IMS Version 9]
[Command Referenced

The following topics provide additional information:

« [‘List of Commands with Similar Functions for Multiple Resources’]

+ [‘Modifying Dependent Regions” on page 39|

« [*Modifying Telecommunication Lines” on page 39|

+ [*Modifying Terminals” on page 39|

« [‘Modifying and Controlling Transactions” on page 40|

« [‘Controlling Databases” on page 40|

« [‘Modifying Assignments of Intersystem Communication Users (Subpools)” on|

page 40|

« [‘Modifying ETO User IDs” on page 41|

* [‘Modifying Multiple Systems Coupling Resources” on page 41|
« [‘Modifying Security Options” on page 41|

* |‘Displaying and Terminating Conversations” on page 41|

. “‘Modifying and Controlling Subsystems” on page 43|

List of Commands with Similar Functions for Multiple Resources

The tables in these topics show the IMS commands that affect certain resources.
The resources are:

» [Telecommunication Line, Physical Terminal, or Node]| (Table 3)
+ |Logical Terminall (Table 4)

» |Logical Link Path (MSNAME)| (Table 5)

+ |Logical LinK (Table 6)

« [Transaction| (Table 7)

« [Transaction Class| (Table 8)
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[Program| (Table 9)
[Database| (Table 10)

[Subsystem| (Table 12)

Telecommunication Line, Physical Terminal, or Node

shows the IMS commands that affect the telecommunication line, physical
terminal, or node resources. This table indicates whether each resource can
perform the following functions after the command is issued:

* Receive input
* Send output
* Output message queuing

Table 3. IMS Commands That Affect Telecommunications Line, Physical Terminal, or Node
Resources

Output Message
IMS Command Receive Input Send Output Queuing
/ASSIGN Y Y Y
/LOCK N N Y
/MONITOR Y N Y
/PSTOP N N Y
/PURGE N Y Y
/RSTART Y Y Y
/START Y Y Y
/STOP N N Y
/UNLOCK Y Y
Note: /MONITOR, /PSTOP, /PURGE, and /RSTART refer to the telecommunication line or
physical terminal, not to the node.

Logical Terminal

shows the IMS commands that affect logical terminal resources. This table
indicates whether these resources can perform the following functions after the
command is issued:

* Receive input
* Send output
* Queuing from other terminals

Table 4. IMS Commands That Affect Logical Terminal Resources

Queuing from
IMS Command Receive Input Send Output | Other Terminals
/ASSIGN Y Y
/LOCK N N N
/PSTOP N N Y
/PURGE N Y N
/RSTART
/START Y
/STOP N
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Table 4. IMS Commands That Affect Logical Terminal Resources (continued)

Queuing from
IMS Command Receive Input Send Output | Other Terminals

JUNLOCK Y v

Logical Link Path (MSNAME)

shows the IMS commands that affect logical link path (MSNAME)
resources. This table indicates whether these resources can perform the following
functions after the command is issued:

* Queue primary requests to MSNAME

» Send primary requests to MSNAME

* Queue secondary requests to MSNAME

» Send secondary requests to MSNAME

* Queue messages to start a conversation

» Send messages to start a conversation

* Queue messages to continue a conversation
* Send messages to continue a conversation

Table 5. IMS Commands That Affect Logical Link Path Resources

Resource: Logical Link Path /PURGE ISTART /ISTOP
(MSNAME)

Queue primary requests to Y N N
MSNAME

Send primary requests to N Y N
MSNAME

Queue secondary requests to Y Y Y
MSNAME

Send secondary requests to N Y N
MSNAME

Queue messages to start a Y Y N

conversation

Send messages to start a N Y N
conversation

Queue messages to start a Y Y Y
conversation

Send messages to continue a N Y N
conversation

Logical Link

shows the IMS commands that affect logical link resources. This table
indicates whether these resources can perform the following functions after the
command is issued:

* Receive input
» Send output

Table 6. IMS Commands That Affect Logical Link Resources

IMS Command Receive Input Receive Output

/PSTOP N N
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Table 6. IMS Commands That Affect Logical Link Resources (continued)

IMS Command Receive Input Receive Output
/RSTART Y Y

Transaction

shows the IMS commands that affect transaction resources. This table
indicates whether these resources can perform the following functions after the
command is issued:

* Message scheduling by transaction
» Message queuing by transaction

Table 7. IMS Commands That Affect Transaction Resources

Message Scheduling| Message Queuing
IMS Command by Transaction by Transaction

/ASSIGN Y Y
or
UPDATE TRAN SET

/LOCK N Y
/MSASSIGN Y Y
/PSTOP N Y

or
UPDATE TRAN STOP(SCHD) START(Q)

/PURGE Y N
or
UPDATE TRAN START(SCHD) STOP(Q)

/START Y Y
or
UPDATE TRAN START(Q,SCHD)

/STOP N N
or
UPDATE TRAN STOP(Q,SCHD)

/UNLOCK Y v

Transaction Class
[Table 8| shows the IMS commands that affect transaction class resources. This table
indicates whether these resources can perform transaction scheduling by class after
the command is issued.

Table 8. IMS Commands That Affect Transaction Class Resources

Transaction Scheduling by
IMS Command Class
/ASSIGN Y
/MSASSIGN Y
/START Y
/STOP N
UPDATE Y or N'
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Table 8. IMS Commands That Affect Transaction Class Resources (continued)

IMS Command

Transaction Scheduling by
Class

"Whether the transaction class can perform transaction scheduling by class after the
UPDATE command is issued depends on the parameters and keywords specified in this

command.

UPDATE TRAN SET™ Y
UPDATE TRAN START Y
UPDATE TRAN STOP N
Program

shows the IMS commands that affect program resources. This table
indicates whether the program can be started after the command is issued.

Table 9. IMS Commands That Affect Program Resources

Can the program be

IMS Command started?
/ASSIGN Y

/LOCK N

/START Y

/STOP N
/UNLOCK Y
Database

shows the IMS commands that affect database resources. This table
indicates whether the database can be accessed after the command is issued.

Table 10. IMS Commands That Affect Database Resources

Can the database be

IMS Command accessed?
/DBDUMP N
/DBRECOVERY

/LOCK N
/START Y
/STOP N
/UNLOCK Y
UPDATE Y or N'

parameters and keywords specified in this command.
UPDATE DB START(ACCESS) Y
UPDATE DB STOP(ACCESS) N
UPDATE DB STOP(UPDATES) Y
UPDATE DB STOP(SCHD) N
UPDATE DB SET(LOCK(ON)) N

"Whether the database can be used after the UPDATE command is issued depends on the
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Area
able 11|shows the IMS commands that affect area resources. This table indicates
whether the area can be accessed after the command is issued.

Table 11. IMS Commands That Affect Area Resources

IMS Command Can the area be accessed?
/DBRECOVERY N

/START Y

/STOP N

UPDATE Y or N*

"Whether the database can be used after the UPDATE command is issued depends on the
parameters and keywords specified in this command.

UPDATE AREA START(ACCESS)
Y

UPDATE AREA STOP(ACCESS) N
UPDATE AREA STOP(SCHD) N

Subsystem

shows the IMS commands that affect subsystem resources. This table
indicates whether the subsystem can be attached after the command is issued.

Table 12. IMS Commands That Affect Subsystem Resources

Can the subsystem be
IMS Command attached?
/START Y
/STOP Y
/CHANGE N

You can also use other commands to affect the operating state of specific
resources, as described in the following sections.

Related Reading: For more information about using IMS commands, see [IMS
[Version 9: Command Referencd.

Modifying Dependent Regions

Use the /ASSIGN TRAN or UPDATE TRAN SET(CLASS(new_class _number)) command to
modify the assignment of classes to regions. Do this to adjust the processing load
among message regions.

Modifying Telecommunication Lines

Use the /DEQUEUE command to discard response-mode output messages before you
enter an /RSTART LINE command.

Modifying Terminals

Use the /ASSIGN LTERM command to modify the assignment of logical terminals to
physical terminals or nodes. The new assignment remains in effect until the next
cold start or until you issue another /ASSIGN command.
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Use the /DEQUEUE command to discard response-mode output so that the /RSTART
command can reset terminal response mode.

Use the /COMPT command for VTAM terminals (nodes) to notify IMS that a terminal
component is operable or inoperable.

IMS provides a VTAM 1/O Timeout facility to detect VTAM hung nodes and
determine what action, if any, should be taken. Use the /TRACE command to start
and stop the VTAM I/O Timeout facility. Use the /IDLE command to deactivate a
node and the /ACTIVATE command to activate a node. Use the /DISPLAY command
to display all nodes that have 1/O outstanding for a time period greater than that
specified during system definition.

Modifying and Controlling Transactions

I

| Use the /ASSIGN TRAN or UPDATE TRAN SET(CPRI(new_current priority)) command
I to reassign the scheduling priorities established for transactions during system

I definition. The new assignments remain in effect until the next cold start or until you
I issue another /ASSIGN or UPDATE command.

I In a shared-queues environment, you can use the /ASSIGN TRAN or UPDATE TRAN
I SET(CLASS (new_class_number)) command to control which IMS subsystems can run
| certain types of transactions by assigning transactions to a particular class.

Example: You can define TRANA to class 4 on IMSA and to class 255 on IMSB
and IMSC, so that only IMSA can run TRANA. If IMSA fails, you can reassign
TRANA on either IMSB or IMSC to a class that these IMS subsystems can run.

| Recommendation: Do not use the /STOP TRAN or UPDATE TRAN STOP(Q,SCHD)
I command to control which IMS subsystems can run certain types of transactions.

| Controlling Databases

I Use the /DBDUMP DB or UPDATE DB STOP(UPDATES) command to stop online update
| access to a database. This lets you produce an offline dump of the database.

| Use the /DBRECOVERY DB or UPDATE DB STOP(ACCESS) command to stop all online
| access to a database. Use it to recover a database offline.

Normally, IMS switches to using the next OLDS when you enter the /DBDUMP or
/DBRECOVERY command. This switch does not occur if you specify the NOFEQV
keyword on either command. When you enter the UPDATE DB STOP (ACCESS)
command to stop online access to the database, IMS does not switch to the next
OLDS. You can specify OPTION(FEOV) if you want IMS to switch to the next OLDS.

Specify the GLOBAL keyword on the /DBDUMP or /DBRECOVERY command to have the
command apply to all subsystems sharing the database. The IRLM must be active if
you use this keyword. The default is LOCAL, which specifies that the command
applies only to the subsystem on which you enter the command.

| Modifying Assignments of Intersystem Communication Users
| (Subpools)

Use the /ASSIGN command to change the assignment of a static LTERM to an ISC
user (also called a subpool). The new assignment remains in effect until the next
cold start or until you issue another /ASSIGN command.
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| Modifying ETO User IDs

For dynamic user IDs, use the /ASSIGN command to change the assignment of a
user ID to another user or to an LTERM. The new assignment remains in effect until
the next cold start or until you issue another /ASSIGN command.

Use the /DISPLAY USER DEADQ command to list all message queues that are eligible
for dead letter status. Use the /ASSIGN command to assign a dead letter queue to
another user ID. Use the /DEQUEUE command to discard a dead letter queue.

In a shared-queues environment, use the /DISPLAY QCNT MSGAGE command to
determine which messages, if any, are eligible for dead letter status.

| Modifying Multiple Systems Coupling Resources
Use the /MSVERIFY command to verify the consistency of MSC system
identifications (SYSIDs) and logical link paths (MSNAMESs) across two systems. You
can use the /MSASSIGN command to change the assignment of MSNAMEs and
SYSIDs to logical links.

All changes made by an /MSASSIGN command remain in effect until the next cold
start or until you issue another /MSASSIGN command.

After using the /MSASSIGN command, you should use the /MSVERIFY command to
ensure that the assignment produced a valid configuration.

| Modifying Security Options
Use the /CHANGE command to update a current password with a new password. The
current password must be known to IMS.

Restriction: IMS does not allow different user IDs to have the same passwords.

Use the /MODIFY PREPARE RACF and /MODIFY COMMIT commands to reinitialize
RACF® information if you are not using a RACF data space. If you are using a
RACF data space, use the RACF SETROPTS RACLIST command rather than the IMS
/MODIFY command.

Use the /DELETE command to delete terminal or password security for the specified
system resource.

Use the /SECURE APPC command to control the RACF security level for input from
LU 6.2 devices. Use the /DISPLAY APPC command to show the security level that is
currently in effect. When IMS starts, the default is full security.

Use the /SECURE 0TMA command to control the RACF security level for input from
OTMA clients. Use the /DISPLAY 0TMA command to show the security level that is
currently in effect. When IMS starts, the default is full security.

| Displaying and Terminating Conversations

Use the /DISPLAY CONV command to show the status of all conversations, held or
active. You can terminate a conversation if necessary with the /EXIT command, but
you should only do this after warning the end user.
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Modifying and Controlling Subsystems

Use the /CHANGE command to delete an invalid network identifier (NID). If you need
to disconnect from a specific subsystem, use the /STOP command. If the /STOP
command does not work, use the z/OS MODIFY command.

Commands for IMS Tasks
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lists IMS tasks and the operator commands that you issue to accomplish
these tasks. For details on the commands themselves, see |IMS Version 9:
|Command Referencd,

Related Reading:

* For a list of commands that perform similar functions for different resources, see
[‘List of Commands with Similar Functions for Multiple Resources” on page 34.|

* For a list of IMS type-1 commands and IMS type-2 commands that perform
similar actions, see|Appendix B, “IMS Type-1 and Type-2 Command Equivalents,’|

|on page 401 |
Table 13. IMS Tasks and Commands
Task Command

Abending IMS F job,STOP
F job,STOPxxx
F job,FORCExxx

Abending IMS with a dump F job,DUMP

F job,DUMPxxx
Abending IRLM F irlmproc,ABEND
Aborting global online change on all IMSs in | TERMINATE OLC
an IMSplex
Activating VTAM nodes /ACTIVATE
Activating MSC links /ACTIVATE

Adding information to the RECON data set |/RMNOTIFY

Allocating a conversation with an LU name |/ALLOCATE
and TP name

Altering assignments for IMS resources /MSASSIGN
Altering relationships between IMS /ASSIGN
resources

Assigning a user structure to a nonexistent |/OPNDST NODE x USER y
node

Beginning HALDB Online Reorganization for | INITIATE OLREORG
one or more partitions

Beginning HALDB Online Reorganization for | /INITIATE OLREORG
one or more partitions

Cancelling an input message /CANCEL
Cancelling an output message /DEQUEUE
Changing the impact of HALDB Online UPDATE OLREORG SET(RATE(rate))

Reorganization on overall system
performance, for one or more partitions

Changing the impact of HALDB Online /UPDATE OLREORG SET(RATE(rate))
Reorganization on overall system

performance, for one or more partitions
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Table 13. IMS Tasks and Commands (continued)

Task Command
Changing IMS resources /CHANGE
UPDATE
Changing IMS Fast DB Recovery /CHANGE
surveillance
Changing the RECON data set /RMCHANGE
Changing the ready state for a terminal /COMPT
component /RCOMPT
Checkpoint, taking /CHECKPOINT
Class, assigning /ASSIGN
UPDATE TRAN SET(CLASS)
Cold start of components of IMS /ERESTART
Cold start of IMS /NRESTART
Connecting to a restarted IRLM F job,RECONNECT
Coupling facility structures, listing status /CQQUERY
CQS checkpoint, initiating /CQCHKPT
CQS structure checkpoint, requesting /CQSET
Creating records in the RECON data set /RMINIT
DBRC, commands for /RMXXXXXX
Deallocating a user for an ISC node /QUIESCE
Delivering asynchronous output from an LU |/ALLOCATE

6.2 device

Deleting affinities from VTAM

/CHECKPOINT

Deleting IMS resources /CHANGE
/CHECKPOINT

Deleting information in the RECON data set |/RMDELETE

Deleting security /DELETE

Destination of messages, setting /SET

Directing output to a component of a /ASSIGN

PTERM

Disconnecting a VTAM terminal /CLSDST
/RCLSDST

Displaying HALDB Online Reorganization
status

QUERY DB STATUS(OLR)

Displaying HALDB Online Reorganization
status

/DISPLAY DB OLR

Displaying IMS Fast DB Recovery status

F fdbrproc,STATUS

Displaying IMS resources and status

/DISPLAY
QUERY TRANIDBIAREA STATUS

Displaying IMSplex member status or
attribute information

QUERY MEMBER
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Table 13. IMS Tasks and Commands (continued)

Task

Command

Displaying IRLM status

F irmlproc,STATUS
LALLD

JALLI

,MAINT

,STOR

,TRACE

Displaying the LTERM name of the MTO

/RDISPLAY

Displaying members of the IMSplex

QUERY IMSPLEX

Displaying OLCSTAT data set information

QUERY OLC LIBRARY (OLCSTAT)

Displaying status of a database or area

/DISPLAY DB
/DISPLAY AREA
QUERY DB
QUERY AREA

Displaying status and rate information about
HALDB Online Reorganizations that are in
progress

QUERY OLREORG

Dumping MSDBs /DBDUMP
Ending special modes /END
Exclusive mode for a terminal, setting /EXCLUSIVE
External subsystem, entering commands for |/SSR

Fast DB Recovery surveillance, changing /CHANGE
Formatting a terminal screen /FORMAT
Gathering diagnostic data while IMS is /DIAGNOSE
active

Generating JCL for utilities /RMGENJCL
IMS monitor, starting or stopping /TRACE

Initiating IMS Fast DB Recovery of tracked
databases

F fdbrproc,RECOVER

Initiating a session with a terminal

/OPNDST

IRLM, abending

F irlmproc,ABEND

IRLM, changing MAXCSA (for IRLM Version
2.1)

F irmlproc,SET,CSA=nnn
,TRACE=nnn

IRLM, displaying status

F irmlproc,STATUS
LALLD

LJALLI

,MAINT

,STOR

,TRACE

IRLM, reconnecting to

F proc, RECONNECT

IRLM, releasing locks

F irlmproc,PURGE,imsname

IRLM, setting timeout value

F irlmproc,START,TMOUT=n F

irlmproc,STOP, TMOUT
IRLM, starting S irmlproc
IRLM, stopping P irmlproc
IRLM, tracing S irmlproc, TRACE=YES
TRACE CT™
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Table 13. IMS Tasks and Commands (continued)

Task Command
ISC node shutdown /QUIESCE
ISC session cold start /ASSIGN
Language Environment® (LE) attributes and | UPDATE LE
parameters, changing DELETE LE
Limiting count for a transaction, setting /ASSIGN

UPDATE TRAN SET(LCT)

Listing all of the databases for which
HALDB Online Reorganizations are in
progress

QUERY DB STATUS(OLR)

Listing information in the RECON data set |/RMLIST
Logging off from a terminal /RCLSDST
Logging on to IMS from a VTAM terminal /OPNDST
LTERM to node, assigning /ASSIGN
LTERM to PTERM, assigning /ASSIGN
LTERM to user or ISC half session, /ASSIGN
assigning

Message control error exit routine, activating | /DEQUEUE
Modifying IMS resources /MODIFY
Modifying IMS resources globally for an INITIATE OLC

IMSplex

Monitoring and displaying the status of the
specified databases or partitions (including
those HALDB Online Reorganizations that
are in progress)

/DISPLAY DB OLR

MTO, displaying LTERM name, line, and /RDISPLAY
node
MFS format, using on a terminal /FORMAT
MFS test mode for terminals, setting /TEST
Online change, performing INITIATE
/MODIFY
Output errors, testing for /LOOPTEST
Output segments for application program, /ASSIGN
assigning
Output to secondary MTO, sending /SMCOPY
Preventing updates to a database /DBDUMP
/DBRECOVERY

UPDATE AREA STOP(ACCESS)
UPDATE DATAGRP STOP(ACCESS)
UPDATE DB STOP(UPDATES)
UPDATE DB STOP(ACCESS)

Priority for a transaction, assigning /ASSIGN
UPDATE TRAN SET(NPRI)
RACF, controlling /SECURE

Reconnecting to a restarted IRLM

F job,RECONNECT

Reconnecting to coupling facility structures

F job,RECONNSTR
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Table 13. IMS Tasks and Commands (continued)

Task

Command

Recovering databases using the database
recovery service

/RECOVER

Releasing IRLM locks

F irimproc,PURGE,imsname

Remote takeover, initiating /RTAKEOVER
Removing IMS from a VTAM generic /CHECKPOINT
resources group /STOP

Removing an IMS from the IMSplex

/CHE FREEZE or DUMPQ or PURGE
LEAVEPLEX

Resetting values set during IMS system
definition

/ASSIGN
UPDATE

Restarting a component of IMS

/OPNDST

/RELEASE

/RSTART

/START

/UNLOCK

UPDATE TRAN START(Q,SCHD,TRACE)
UPDATE AREA START(ACCESS)
UPDATE DATAGRP START(ACCESS)
UPDATE DB START(ACCESS)

UPDATE DB SET(LOCK(OFF))

Restarting IMS after failure /ERESTART
Restarting XRF alternate subsystem /ERESTART
Resuming a conversation /RELEASE

Resuming HALDB Online Reorganization for
one or more partitions

INITIATE OLREORG

Resuming HALDB Online Reorganization for
one or more partitions

/INITIATE OLREORG

Scheduling a suspended transaction

/DEQUEUE
UPDATE TRAN START(SUSPEND)

Secondary MTO, sending output to

/SMCOPY

Security, controlling /SECURE
Security, deleting /DELETE
Sending messages to terminals or other /BROADCAST

IMS subsystems

Setting the RATE for a HALDB Online
Reorganization

INITIATE OLREORG SET(RATE(rate))
UPDATE OLREORG SET(RATE(rate))

Setting the RATE for a HALDB Online
Reorganization

/INITIATE OLREORG SET(RATE(rate))
/UPDATE OLREORG SET(RATE(rate))

Setting timeout value for IRLM

F irlmproc,START,TMOUT=n F

ilmproc,STOP, TMOUT
Sharing startup JCL between IMS /START
dependent regions
Shutting down CQS P cgsproc

Shutting down the Common Service Layer
(CSL)

F sciproc, SHUTDOWN CSLLCL/CSLPLEX
(CSLLCL or CSLPLEX is required)

Shutting down IMS

/CHECKPOINT

Shutting down an ISC node

/QUIESCE
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Table 13. IMS Tasks and Commands (continued)

Task Command
Shutting down OM P omjob
Shutting down RM P rmjob
Shutting down SCI P scijob
Signing on to IMS from a non-VTAM /IAM
terminal

Signing on or off IMS terminals /SIGN

Specifying that a HALDB master is capable
of being reorganized online

INIT.DB OLRCAP
CHANGE.DB OLRCAP

Specifying whether to delete the inactive
data sets after the copying phase completes

UPDATE OLREORG OPTION(DEL | NODEL)

Specifying whether to delete the inactive
data sets after the copying phase completes

/UPDATE OLREORG OPTION(DEL | NODEL)

Starting CQS

S cqsproc

Starting HALDB Online Reorganization for
one or more partitions

INITIATE OLREORG

Starting HALDB Online Reorganization for
one or more partitions

/INITIATE OLREORG

Starting IMS /NRESTART
/ERESTART

Starting IMS Fast DB Recovery S fdbrproc

Starting IMS resources /START

UPDATE TRAN START(Q,SCHD,TRACE)
UPDATE AREA START(ACCESS)
UPDATE DATAGRP START(ACCESS)
UPDATE DB START(ACCESS)

Starting IRLM S irmiproc
Starting a line, link, node, PTERM, or user |/RSTART
Statistics, recording to IMS log /CHECKPOINT
Stopping database access /LOCK
/STOP
UPDATE AREA STOP(SCHD)

UPDATE DATAGRP STOP(SCHD)
UPDATE DB SET(LOCK(ON))
UPDATE DB STOP(SCHD)

Stopping HALDB Online Reorganization for
one or more partitions

TERMINATE OLREORG

Stopping HALDB Online Reorganization for
one or more partitions

/TERMINATE OLREORG

Stopping IMS resources

/STOP

UPDATE AREA STOP(SCHD)
UPDATE DATAGRP STOP(SCHD)
UPDATE DB STOP(SCHD)
UPDATE TRAN STOP(Q,SCHD)

Stopping input to a line, link, or terminal

/PURGE

Stopping input messages with a transaction
code

/PURGE
UPDATE TRAN START(SCHD)STOP(Q)
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Table 13. IMS Tasks and Commands (continued)

Task Command

Stopping IMS Fast DB Recovery F fdbrproc,DUMP
F fdbrproc,STOP

Stopping IMS Fast DB Recovery tracking F fdbrproc, TERM

Stopping IRLM P irmlproc

Stopping an LTERM, node, program, /LOCK SET(LOCK(ON))
PTERM, or transaction

Stopping a transaction /STOP
UPDATE TRAN STOP(Q,SCHD)

Stopping output to a line, link, or terminal /PSTOP

Stopping output to a programmable remote |/MONITOR

station

Stopping scheduling of a message with a /PSTOP

transaction code UPDATE TRAN STOP(SCHD) START(Q)

Subsystem, external, entering commands /SSR

for

Suspending a conversation /HOLD

Switching data sets for XRF /SWITCH

Terminating I/O for terminals /IDLE

Terminating preset mode /RESET

Terminating special modes /END

Terminating a conversation JEXIT

Test mode for terminals, setting /TEST

Testing for output errors /LOOPTEST

Tracing IMS resources /TRACE
UPDATE TRAN START(TRACE)

Tracing IRLM S irmlproc, TRACE=YES
TRACE CT

Transport Manager Subsystem, defining Define

Transport Manager Subsystem, displaying Display

Transport Manager Subsystem, setting Set

Transport Manager Subsystem, starting Start

Transport Manager Subsystem, stopping Stop

Undoing /ASSIGN /ASSIGN
/NRE CHECKPOINT 0
UPDATE TRAN

Undoing /EXCLUSIVE /END
/START
Undoing /HOLD /RELEASE
[EXIT
Undoing /IAM /IAM
Undoing /IDLE /ACTIVATE
Undoing /LOCK JUNLOCK
UPDATE DB SET(LOCK(OFF))
Undoing /LOOPTEST /END
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Table 13. IMS Tasks and Commands (continued)

Task Command
Undoing /MSASSIGN /MSASSIGN
/NRE CHECKPOINT 0
Undoing /SET /RESET
Undoing /START, /RSTART, /PSTART, /STOP
/PURGE, or /MONITOR
Undoing /START, /STOP, /COMPT, /RSTART
/RCOMPT, /PSTART, /PURGE, or
/MONITOR

Undoing /START, /MONITOR, /RSTART, /PURGE
/STOP, or /PSTART

Undoing /START, /MONITOR, /RSTART, /PSTOP
/STOP, or /PURGE

Undoing /START, /RSTART, /STOP, /PSTOP, | MONITOR

or /PURGE
Undoing /TEST /END
/IAM
/START
Unloading an area from a data space /NUNLOAD

Verifying local transactions and LTERMs /MSVERIFY
with remote transactions and LTERMs

Verifying /MSASSIGN /MSVERIFY
Warm start of IMS /NRESTART
Writing a message to the IMS log /LOG

XRF, switching data sets /SWITCH

Important: In an IMSplex, type-2 commands are issued to the Operations Manager,
which then routes the commands to the subsystem IMSplex members. When
commands are issued globally in an IMSplex, they can behave differently from
commands that are issued to single IMSs. For more information on commands in
an IMSplex, see the [IMS Version 9: Common Service Layer Guide and Reference|
and the [IMS Version 9: Command Reference]

Restrictions: Some restrictions apply to IMSs running HALDB Online

Reorganization (OLR):

» The following commands cannot be processed against a HALDB partition on an
IMS system while OLR is running against that partition on the same IMS system:

— /START DB
— /DBRECOVERY DB
— /DBDUMP DB
— /STOP DB
— UPDATE DB START(ACCESS)
— UPDATE DB STOP(ACCESS|SCHD|UPDATES)
» The following commands cannot be issued against a HALDB master while OLR
is reorganizing any of its partitions:
— /DBRECOVERY DB
— /DBDUMP DB
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— /START DB with ACCESS=UP
— UPDATE DB START(ACCESS) SET(ACCTYPE(UPD))
— UPDATE DB STOP(ACCESS|UPDATES)

Related Reading: For more information about these commands, see [IMS Versio
pport, see[IMS

9: Command Heferencel For more information about HALDB OLR su
Version 9: Administration Guide: Database Manager,
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Chapter 4. Using IMS Application Program Sync Points

As described in [“Synchronization Points” on page 13, IMS application programs can
(and should) take checkpoints. This chapter explains how these checkpoints and
system sync points affect IMS operations.

The following topics provide additional information:

« [The Commit Process’|

« [‘Two-Phase Commit in the Synchronization Process” on page 52
« [“Sync-Point Log Records” on page 55|

« [“Sync Points with a Data-Propagation Manager” on page 55|

The Commit Process

During an application’s sync-point processing, IMS creates a log record to establish
commitment of database changes and availability of output messages. The commit
process is not complete until IMS physically writes this log record to the OLDS
because an incomplete set of database change and message records exist on the
log for system restart.

The commit processes work differently for DL/I and Fast Path applications. For DL/I,
IMS makes database changes in the buffer pool at the time of a DL/I call, and may
or may not write them to disk before the commit point. If you restart the system,
IMS backs out these uncommitted changes by using the log. IMS stores inserted
message segments in the message queue and must similarly discard them.

For Fast Path, the approach is different. IMS keeps all changes in storage until it
physically logs the commit record. Only then does IMS write database changes to
DASD and send output messages. Because no changes appear on external storage
(except for the log) until the commit record is written, IMS does not need to perform
backout processing for the database—IMS only needs to discard the updates in
storage. With Fast Path, system restart ensures that IMS writes committed updates
to DASD and sends output messages.

The following topics provide additional information:
+ [‘Relationship Between Checkpoints and Sync Points”|
* |“Synchronization Point Processing in CPl Communications-Driven Programs” on

page 52|

Relationship Between Checkpoints and Sync Points

IMS keeps track of all checkpoints and sync points. IMS usually uses a sync point

during recovery, but returns to the checkpoint in the following situations:

» For a full recovery in the DB/DC environment, IMS returns to the earliest of either
the checkpoint prior to the current checkpoint or the checkpoint prior to the first
uncommitted application program update.

* For a full recovery in the DBCTL environment, IMS always returns to the
checkpoint before the first uncommitted application program update.

» For a full recovery in the DCCTL environment, IMS always returns to the
checkpoint before the latest system checkpoint.

* In the DB/DC or DCCTL environments, if a BUILDQ is requested on the restart,
IMS returns to the last SNAPQ or DUMPQ checkpoint. IMS returns to this
checkpoint even if it is older than the checkpoint normally needed for the restart.
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In[Figure 5] for example, if a system-wide failure occurs in the DB/DC environment
just after the MTO takes a system checkpoint but just before program Beta commits
(assuming program Alpha has not made any updates since its last commit), IMS
must return to the system checkpoint before Beta started.

Time _
MTO "
IMS IMS System Requests
Starts Checkpoints Checkpoint
Program  Program Program
A Begins A Commits A Ends
Program
B Begins
IMS
v v v v v v Abends
| | | | | | | »
] t t t t t t b
Log s P P S P P S

L Restart system from this checkpoint

Figure 5. Independence of System Checkpoints and Application Sync Points

Synchronization Point Processing in CPI Communications-Driven

Programs

For CPI Communications-driven programs running under Advanced
Program-to-Program Communications for IMS (APPC/IMS), the application
programs control their own sync-point processing. An application program can issue
certain CPIl Resource Recovery calls: SRRCMIT calls to commit data and SRRBACK
calls to back out data. The IMS-managed (local) protected resources include:

* IMS TM message-queue messages
* IMS DB databases
» DB2 UDB for z/OS databases

The highest level of synchronization supported for a conversation is SYNCPT, so
CPI Communications-driven applications can have protected conversations.

IMS can be either the sync-point manager or the resource manager, depending on
the setting of the sync-point level. For SYNC_LEVEL=NONE or CONFIRM, IMS is
the sync-point manager, but for SYNC_LEVEL=SYNCPT, RRS/MVS is the
sync-point manager and IMS is the resource manager.

Two-Phase Commit in the Synchronization Process
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Application programs in a DBCTL, DCCTL, DB/DC, APPC/IMS, or OTMA

environment can be involved in a two-phase commit process to record a sync point.

At the completion of a two-phase commit, the resource manager commits database

and message changes. The two phases are:

1. Phase 1, in which the sync-point coordinator directs sync point preparation and
asks the connected resource managers whether updates to connected
databases can be committed.

The sync-point coordinator can be:
* An IMS DB/DC subsystem for its resource managers and attached
databases.
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* An IMS DCCTL subsystem for attached databases.

* A Coordinator Controller (CCTL) subsystem for units of work associated with
the CCTL region. IMS DB acts as a resource manager when connected to a

CCTL and also when accessed by ODBA application programs through the

Open Database Access (ODBA) interface.

« z/OS Resource Recovery Services/MVS (RRS/MVS) for its protected
conversations with APPC/IMS applications programs or OTMA clients. IMS

acts as a resource manager when connected to RRS/MVS.

2. Phase 2, in which the sync-point coordinator directs commit or abort processing
and states that the resources must either be committed or aborted.

In the DBCTL environment, if an application program makes no update DL/I
calls or makes only inquiry-type DL/I calls, the CCTL requests a “forget”

response to Phase 1 (if forget processing has been enabled). This means that
only a limited Phase 2 occurs for that application program because no database

resources have been altered. See|IMS Version 9: Customization Guidd for

details on how to enable forget processing.

The sync-point coordinator can request an abort without a Phase 1.

Figure 6| shows the two phases of the sync-point cycle for an IMS DBCTL

environment and describes the activities taking place.

Sync-Point Coordinator

Sync-point coordinator
receives sync-point
request (Note 1)

v

Begins Phase 1
prepare PREPARE request
FORGET (if CCTLis  Enters Phase 1

sync-point coordinator) .
Writes to a log

Retains locks

<
<

Sync-point coordinator  Response to PREPARE
writes to a log request (Note 2)

v

-Begins Phase 2

COMMIT request
Enters Phase 2

commit Writes to a log

A

Releases locks
Response to

COMMIT request

Sync-point coordinator
writes to a log

¢

4

Notes:

114
1€

Resource Manager

in-flight unit
of recovery

in-doubt unit
of recovery

commit

1. If the resource manager indicates that it cannot commit the updates, the
sync-point coordinator should abort the unit of recovery, and the rest of

this figure does not apply.

2. If the sync-point coordinator tells the resource manager to commit the

updates, then it must commit.

Figure 6. Two-Phase Commit Process
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The following topics provide additional information:
* [‘Unit of Recovery’
+ [‘DBCTL Single-Phase Commit’|

Unit of Recovery

A unit of recovery (UOR) is the work done by a thread (connection between a
resource-manager control region and a sync-point coordinator) during a sync-point
interval, that is between two sync points.

In-Flight Unit of Recovery

The unit of recovery is said to be in-flight from its creation or its last sync point until
the resource manager logs the end of Phase 1. If a resource manager fails before

or during Phase 1 and is subsequently restarted, IMS aborts all database updates.

In-Doubt Unit of Recovery for DBCTL Connected to CCTL

From the time that the resource manager issues its response to the PREPARE
request (the completion of Phase 1), to the time it receives a COMMIT or ABORT
request from the CCTL, units of recovery are said to be in-doubt. When the
resource manager is restarted after a failure, it tells the CCTL which in-doubt UORs
exist, if any. The CCTL then takes action to resolve these in-doubt UORs. This is
called resolve in-doubt processing, or resynchronization. If a CCTL cannot resolve
all in-doubt UORs, you can use IMS or CCTL commands to display the units of
recovery and take appropriate actions for committing or aborting them.

Recovery Tokens for DBCTL Connected to CCTL

A recovery token is a 16-byte identifier for each unit of recovery. The resource
manager validates the recovery token to protect against duplication of units of
recovery. In the DBCTL environment, you can display the recovery token using the
IMS /DISPLAY CCTL command. The recovery token is the primary identifier used by
DBRC, which performs unit-of-recovery management. DBRC keeps track of
backouts that are appropriate for the Batch Backout utility to perform.

Recoverable In-Doubt Structure: An IMS DBCTL subsystem builds a recoverable
in-doubt structure (RIS) for each in-doubt UOR when any of the following occurs:

* A CCTL fails
* A CCTL thread fails
* A resource manager fails

The resource manager uses a recoverable in-doubt structure during reconnecting to
the CCTL if in-doubt UORs existed when either the CCTL or the resource manager
failed. IMS logs all recoverable in-doubt structures during system checkpoints.

A recoverable in-doubt structure contains the following information:

* The recovery token in a residual recovery element (RRE)

» Changed data records in an in-doubt extended error queue element (IEEQE)

* An indication of data that is inaccessible because of unresolved in-doubt UORs

» Links to other recoverable in-doubt structures using extended error queue
element (EEQE) queue elements (EQELSs)

DBCTL Single-Phase Commit

A CCTL communicating with just one resource manager (IMS DBCTL subsystem)
can request a sync point using just a single phase. If the CCTL communicates with
more than one resource manager, it must use the two-phase commit process.
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When the CCTL decides to commit a UOR, it can request a single-phase sync
point. Single-phase commit can affect the recoverability of in-doubt data. A
transaction is only in-doubt for the short time between the sync-point request and
DBCTL's commit. IMS can recover in-doubt data after a thread failure during
single-phase commit, but cannot recover in-doubt data after a subsystem failure.

Sync-Point Log Records

During the two-phase commit process, IMS creates log records to establish the
commitment of database changes (see [‘The Commit Process” on page 51)). All of
these log records can be used by the IMS Change Accumulation and recovery
utilities.

All online log records involving the sync-point cycle contain a recovery token. This
token ensures that IMS can recover and restart each unit of recovery. The
sequence of log records for a unit of recovery reveals the sync-point cycle that it
followed.

IMS logs the following records during the sync-point process:

X'08' Schedule record

X'07' Unschedule (terminate) record

X'0A08' CPI Communications-driven application program schedule record

X'0A07" CPI Communications-driven application program unschedule
(terminate) record

X'5937" Fast Path start commit

X'5938' Fast Path start abort

X'5610' Start of Phase 1

X'5611" End of Phase 1

X'3730' Start of Phase 2 Commit

X'5612' End of Phase 2 Commit

X'3801' Start of abort

X'4Co1" End of abort

X'5607' Start unit of recovery

X'5613' Recoverable in-doubt structure created

X'5614' Recoverable in-doubt structure deleted

Sync Points with a Data-Propagation Manager

When using a data-propagation manager (such as the IMS DataPropagator) to
update DB2 UDB for z/OS databases synchronously with IMS DL/I databases, the
updates to the DB2 UDB for z/OS databases are committed (or aborted) at the
same time as the IMS updates. This provides consistency between the database
management subsystems. IMS DB/DC, DCCTL, and DBCTL (BMP regions only)
support the IMS Data Capture exit routine.

Restriction: In an IMS DBCTL environment, the data-propagation manager is only
available for BMP regions.
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For more information about the IMS DataPropagator, go to the following Web URL:
http://www.ibm.com/software/data/db2imstools/imstools/imsdprop.html
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Chapter 5. Understanding IMS Logging

This chapter describes how and what IMS logs, and explains how logging affects
IMS operations. See[‘Logging” on page 11| for an introduction to IMS logging.

The following topics provide additional information:

« [‘The IMS Log Data Sets’|

[‘Archiving Log Records” on page 62

[Tracing the Log” on page 63

« [‘Reducing Fast Path Logging” on page 64

* |'Using DBRC to Track Batch Job Logs” on page 64

. :“Condensing an Accumulated SLDS or RLDS” on page 64|

. :“Specifying Your Choices for the Log Data Sets” on page 67|
« [‘Contents of the Log” on page 73|

The IMS Log Data Sets

These topics describe the OLDS, WADS, SLDS, RLDS, RDS, RECON data set, the
z/OS log data set used for CQS, the CQS system checkpoint data set, and the
CQS structure checkpoint data set.

The following topics provide additional information:
+ [‘Online Log Data Set’]

+ [“Write-Ahead Data Set” on page 59|

+ [‘System Log Data Set” on page 59

+ [‘Recovery Log Data Set” on page 60|

[‘Restart Data Set” on page 61|

[‘RECON Data Set” on page 61|

[‘z/OS Log Data Set” on page 61

[‘CQS System Checkpoint Data Set” on page 62|
[‘CQS Structure Recovery Data Set” on page 62|

Online Log Data Set

IMS uses the OLDS only in the online environment. The OLDS contains all the log
records required for restart, recovery, and both batch and dynamic backout. The
OLDS holds the log records until IMS archives them to the SLDS.

Define all of the OLDSs in the IMS procedure library (IMS.PROCLIB) using the
OLDSDEF statement. The OLDS must be preallocated on a direct-access device. You
can also dynamically allocate additional OLDSs while IMS is running by using the
/START OLDS command.

IMS uses the Basic Sequential Access Method (BSAM) to write log records to the
OLDS, and the Overflow Sequential Access Method (OSAM) to read the OLDS
when IMS performs dynamic backout. Although referred to as a data set, the OLDS
is actually made up of multiple data sets that wrap around, one to the other. You
must allocate at least three, but no more than 100, data sets for the OLDS.

You can specify that the OLDS use dual logging, which is the duplication of
information on two logs. When you use dual logging, an I/O error on either the
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primary or secondary data set causes IMS to close the nonerror OLDS and mark
the error OLDS in the Recovery Control (RECON) data set as having an 1/O error
and a close error. IMS then continues logging with the next available pair. For dual
logging, the minimum number of data sets is three pairs, and the maximum number
is 100 pairs.

IMS uses as many OLDSs as you allocate. IMS issues a message each time it
changes the current OLDS. This message identifies the OLDS being closed and the
next OLDS to be used.

When any of the following events occur:

* IMS fills an OLDS

* An /O error occurs

* You issue one of the following commands:
/DBDUMP DB

/DBRECOVERY DB

UPDATE DB STOP(UPDATES) OPTION(FEQV)
UPDATE DB STOP(ACCESS) OPTION(FEOV)

IMS does the following:

* Opens the next OLDS

* Notifies DBRC and the MTO that it is using a new OLDS

* Closes the current OLDS (both primary and secondary if you are using dual
logging)

When IMS is using the last available OLDS, it alerts the MTO that no additional
OLDS space is available. If archiving has not finished by the time all of the OLDSs
are full, IMS waits until OLDS space becomes available. IMS will not log to an
OLDS containing active data that is not yet archived. You must run the Log Archive
utility to free the OLDS space. After IMS uses the last allocated OLDS, it reuses the
first OLDS, if it has been archived.

You can use the /STOP command to stop and dynamically deallocate an OLDS.
When stopped, that OLDS is no longer involved in the wraparound process.

Recommendation: Stop an OLDS when an error occurs that requires that OLDS
to be recovered.

Restriction: You cannot stop the current OLDS. You cannot stop any OLDS when
two or fewer OLDSs are currently available.

Similarly, you can use the /START command to start and dynamically allocate an
OLDS. IMS retains the status of an OLDS (in-use, stopped, and so on) from one
restart to the next.

Jobs to archive OLDSs might not complete in the order in which the OLDSs were
created. For example, one OLDS might not yet be archived, but a subsequent
OLDS might already be archived. When this occurs, IMS issues message DFS32591
and uses the next available OLDS.

The DBRC RECON data set contains information about the OLDSs for each IMS
subsystem. Information in the RECON data set indicates whether an OLDS is
available for use or contains active log data that must be archived.
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Write-Ahead Data Set

IMS uses the WADS only in the online environment. The WADS contains a copy of
committed log records that are in OLDS buffers, but that have not yet been written
to the OLDS. In order to maximize log efficiency, IMS uses a log write-ahead
function to write partially filled, padded blocks to the WADS (rather than the OLDS).
IMS continually reuses WADS space after writing the appropriate log data to the
OLDS.

The log write-ahead function ensures that all log records are on the log before IMS
writes changes to a database. IMS updates a database in any of the following
situations:

* When IMS needs to reuse the database buffer (if this is before commit)

* During commit

* During VSAM background write

If IMS fails, you use the log data in the WADS to complete the content of the OLDS
and then close the OLDS as part of an IMS emergency restart or as an option of
the Log Recovery utility. If you close the OLDS during emergency restart, you must
include the WADS in use at the time of the failure.

You must preallocate and format the WADS on a DASD device that supports count
key data (CKD) architecture. Format a WADS using the FORMAT WADS | ALL
keywords on either the /NRESTART or /ERESTART commands. All WADSs must be on
the same device type and should have the same space allocation. You can also
dynamically allocate additional WADSs using the /START WADS command.

You can change any of the following specifications for the WADS during an IMS
restart:

* Number of WADSs

* Sequence of WADSs

* WADS names

* Use of single or dual WADSs

Recommendation: To eliminate potential resource contention, place the WADS on
a low-use device that is different from the device you use for the OLDS.

If you place the WADS on the same device as one of your OLDSs and use
full-track blocking for the OLDS (in which a block is equal to a full track), the device
should be able to handle infrequent OLDS seeks. Contention can still occur.

If the WADS and OLDS are on the same device, the Log Archive utility or dynamic
backout can cause severe contention between an OLDS being archived and an
active WADS.

System Log Data Set

IMS uses the SLDS in both the online and batch environments. In the online
environment, an SLDS contains archived OLDS data. In the batch environment, an
SLDS contains current log data.

Each execution of the Log Archive utility creates an SLDS. One SLDS can contain

data from one or more OLDSs. You use an SLDS as input to the database recovery
utilities (Database Recovery, Database Change Accumulation, and Batch Backout).
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You can also use an SLDS during an emergency restart of IMS. SLDSs can be
stored on DASD, tape, or other mass storage.

DBRC maintains information about SLDSs in the RECON data set:

* For batch subsystems, DBRC maintains SLDS information in the PRILOG and
SECLOG records.

* For online subsystems, DBRC maintains SLDS information in the PRILOG and
SECLOG records only if you do not specify an RLDS when you run the Log
Archive utility. Otherwise, DBRC maintains SLDS information in PRISLD and
SECSLD records.

The Log Archive utility tells DBRC which OLDS it is archiving and which SLDS it is
creating. The IMS online system can reuse OLDSs that have been archived.

Generally, you want to copy all the log records from the OLDS to the SLDS, but you
can specify specific records. If you want to omit some types of log records from the
SLDS in order to save space, include the NOLOG keyword when you run the Log
Archive utility. The SLDS must always contain those records that might be needed
for database recovery, batch backout, or IMS restart. The records that you can omit
are:

X'10'  Security violation records

X'45'  Statistics records written during checkpoint

X'5F'  Call trace record

X'67' Communications (SNAP) trace records

X'69' Unauthorized ID record (for 3275 display terminal)

IMS dynamically allocates an SLDS during IMS restart whenever log data required
for restart read processing is not available from an OLDS. The OLDS might be
unavailable because it has been archived, and because one of the following is true:

¢ The OLDS has been reused.

e The PRIOLDS and SECOLDS records have been deleted from the RECON data
set.

To allow IMS to dynamically allocate SLDSs, you must specify the SLDS device
type Dynamic Allocation macro (DFSMDA). DBRC provides the data set name and
volume information required for dynamic allocation.

Recovery Log Data Set
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When you run the Log Archive utility to create an SLDS, you can also request
creation of an RLDS. The RLDS can be stored on DASD, tape, or other mass
storage. The RLDS contains only the log records needed for database recovery:

X'24' Database error records

X'3730' Sync point records

X'4001' Checkpoint records

X'4084'

X'4098'

X'42' Checkpoint ID records

X'5612' End of phase 2 commit records
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X'5701" Database begin update records
X'59' Fast Path database change records
X'505x' Database change records

IMS maintains RLDS information in the RECON data set in the PRILOG and
SECLOG records. Whenever possible, DBRC uses the RLDS in place of SLDSs
when creating JCL for the Database Recovery and Database Change Accumulation
utilities. Using the RLDS rather than the SLDS is more efficient because the RLDS
contains less information than the SLDS.

Restart Data Set

IMS writes system checkpoint information to the RDS. During each checkpoint, IMS
creates or updates a checkpoint ID table; IMS uses this table during IMS restart to
determine from which checkpoint to restart the system.

If, for any reason, the RDS is not available at restart, IMS can obtain the required
checkpoint information from the log. However, using only the log could considerably
lengthen the restart process.

Generally, you do not need to know the content of the RDS. IMS finds the
information it needs in the RDS and uses it automatically during a restart.

RECON Data Set

DBRC automatically records information in the RECON data sets. Because both
RECON data sets contain identical information, this book refers to them as a single
data set.

IMS uses the RECON data set in many situations:

* During warm start and normal and emergency restarts. The RECON data set
shows which data set—OLDS or SLDS—contains the most recent log data for
each DBDS that you registered with DBRC.

» During logging, the RECON shows its latest status for the OLDS and whether the
OLDS has been archived.

» For a recovery utility, DBRC selects the correct data sets.

z/0OS Log Data Set

The IMS Common Queue Server (CQS) records information about the data in the
IMS shared queues in the z/OS log data set. The z/OS system logger serves the
same purpose for CQS as the OLDS serves for IMS: it records all necessary
information so CQS can recover structures in the coupling facility and restart after
failure.

CQS writes log records for each pair of coupling facility list structures to a separate
log stream. This log stream is shared among all the CQS subsystems that share
the structure pair. z/OS merges the log streams to make recovery possible.

Related Reading: For more information on the z/OS system logger, see z/0S
MVS Programming: Sysplex Services Guide.
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CQS System Checkpoint Data Set

Each CQS subsystem maintains a system checkpoint data set for each structure
pair in the coupling facility. Whenever the CQS subsystem takes a system
checkpoint, it writes some control information to this data set. It also writes log
records to the system logger log stream.

The system checkpoint data sets are not shared among CQS subsystems.

Related Reading: For more information on this data set, see|IMS Version 9.
[Common Queue Server Guide and Reference,

CQS Structure Recovery Data Set

Whenever a CQS subsystem takes a structure checkpoint, it writes a snapshot of
the message queues to a structure recovery data set. It also writes some log
records to the system logger log stream. The structure recovery data set is used to
recover the message queues. CQS subsystems in a sysplex share the structure
recovery data sets; there is one pair (two data sets) for each structure. CQS
alternates between the two for each checkpoint.

Related Reading: For more information on this data set, see|IMS Version 9

[Common Queue Server Guide and Reference,

Archiving Log Records

For online systems, you can automatically or manually initiate archiving log records
from the OLDS to the SLDS.

The following topics provide additional information:
« [‘Automatic Archiving’]

+ [‘Manual Archiving” on page 63|

+ [‘Copying an SLDS or an RLDS” on page 63

« [‘Customizing Archiving” on page 63|

Automatic Archiving
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If you have a large system with a lot of activity, you can minimize your intervention
in the archiving process by using automatic archiving. It will eliminate the need to
continually monitor logging to determine when to archive.

By default, IMS archives each OLDS when it is full. However, you can control how
often archiving occurs by specifying how many OLDSs must be full before IMS
archives them. Use the ARC= execution parameter or the AUTOARCH keyword of the
/START command to control automatic archiving.

Recommendation: You must archive an OLDS before IMS can reuse it; be sure
to archive frequently enough to avoid running out of OLDS space. If you run out of
OLDS space, IMS waits until OLDS space becomes available.

Related Reading: For more information about the ARC= execution parameter, see
IMS Version 9: Installation Volume 2: System Definition and Tailoring. For more
information about the AUTOARCH keyword of the /START command, see |IMS Versiod
19: Command Reference]
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Manual Archiving

If you archive infrequently or at irregular intervals, you can initiate archiving
yourself. Use the Log Archive utility (DFSUARCO) to archive logs manually. You can
use the DBRC GENJCL.ARCHIVE command to produce JCL for the Log Archive utility.
You can issue this command using the Recovery Control utility or an IMS online
command (/RMGENJCL).

Archiving is also useful for batch systems to free disk space if your SLDSs are on
disk. Use the Log Archive utility to copy an SLDS from DASD to tape. Because
DASD and tape typically have different block sizes, the utility reblocks the log
records while it copies them.

Copying an SLDS or an RLDS

You can use the Log Archive utility to copy an SLDS or RLDS to a new data set;
however, you cannot use the GENJCL.ARCHIVE command to generate JCL to copy
these data sets.

You can also use the Log Archive utility to create an RLDS or user data set. Use
the Log Archive COPY control statement to do any of the following:

» Specify the user data sets to which you want log records copied.
» Determine which log records should be copied to a user data set.

» Specify that all log records required for database recovery should be copied to
an RLDS.

Customizing Archiving

You can write user exit routines to process log records and copy certain log records
to user data sets. For example, you can copy all records required for restarting
Batch Message Processing programs (BMPs) to a user data set.

To customize archiving, specify the entry points for the exit routine using Log
Archive utility control statements. IMS gives control to the exit routines when:

* The Log Archive utility is initialized.
* IMS reads the OLDS.
* The Log Archive utility terminates.

Related Reading: For more information about specifying entry points and running
the Log Archive utility, see |[IMS Version 9: Utilities Reference: System| For more
information about writing exit routines, refer to [IMS Version 9: Customization Guide,

Tracing the Log

You can trace logging activity to diagnose performance problems or problems with
IMS. As with all traces, the trade-off when using log tracing is between increased
diagnostic capabilities and the overhead of running the trace. The overhead of
tracing the log can be greater than running other types of trace, especially if you
request an external trace, that is, if the trace itself is logged. But you can write the
external trace to an external trace data set, and add no extra burden to the OLDS.

Specify log tracing in one of the following ways:

» Use the DLOG parameter on the OPTIONS control statement when you initialize
IMS.
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» Use the /TRACE command and omit the DLOG keyword. You can turn log tracing on
and off and control whether it is to be logged to the OLDS or to an external trace
data set.

Reducing Fast Path Logging

Because IMS holds updates for DEDBs in storage before writing entire VSAM
control intervals (Cls), you can reduce the logging for Fast Path data. You reduce
the log volume by logging only the changed data for each log record during replace
(REPL) calls. You can reduce the logging only if the length of the segment remains
unchanged.

Use the LGNR parameter of the IMS or DBC procedures to determine the maximum
number of Fast Path DEDB buffer alterations that are to be held before IMS logs
the entire VSAM control interval (Cl). Use the Fast Path Log Analysis utility to
evaluate the value you should use for the LGNR parameter.

Related Reading: For more information about the Fast Path Log Analysis utility,
see [IMS Version 9: Utilities Reference: Systen]. For more information about the
LGNR i arameter, see|IMS Version 9: Installation Volume 2: System Definition and|

Tailoring

Using DBRC to Track Batch Job Logs

An IMS online subsystem always uses DBRC for tracking logs, but a batch job
need not use DBRC. If you use DBRC for batch jobs, DBRC tracks which batch
jobs create which SLDS.

Recommendation: Use DBRC for batch jobs to eliminate the need to manually
keep track of batch SLDSs.

You do not need to create a log for read only (PROCOPT=G) batch jobs, but you do
need to create a log for update jobs. For update jobs using DBRC, you cannot use
DD NULLFILE or DD DUMMY in the JCL for the log data set.

Specify the use of DBRC during IMS system definition by using the DBRC keyword in
the IMSCTRL macro. While IMS is running, you can use the DBRC= execution
parameter in the DBBBATCH and DLIBATCH procedures to override the value
specified during system definition. If you specify the FORCE keyword during system
definition, you must use DBRC, except when you run the Log Archive (batch only),
Log Recovery, or Batch Backout utilities.

Condensing an Accumulated SLDS or RLDS
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You can use the IMS Database Change Accumulation utility (DFSUCUMO) to
condense accumulated records in SLDSs or RLDSs.

As IMS runs, the number of SLDSs or RLDSs increases. You can use these data
sets to recover a lost or damaged database, but to use them without change would
be inefficient for the following reasons:

» Each SLDS or RLDS contains a record of activities of the entire IMS subsystem
and of all the data sets for all the databases. Yet when you are recovering a
database, you usually only recover a single data set. Thus, much of what is in
the SLDS and RLDS does not apply.
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* The SLDS and RLDS chronologically stores each change to any single database
record. If a record changes 100 times since the last backup of the data set, the
SLDS or RLDS includes all 100 changes. Yet, during recovery, you are only
interested in the value the data had at the moment the data set was lost; the
other 99 changes are irrelevant.

You can use the IMS Database Change Accumulation utility to sort through your
accumulated SLDSs and RLDSs in advance and condense and streamline them.
This utility:

» Picks out only those log records relating to recovery of databases

» Sorts these records by data set within a database

» Finds the most recent change in each part of an individual record

As the utility creates the change accumulation data set, IMS compresses repeated
single characters, such as blanks and zeros. IMS expands the data again during
recovery.

Running the Database Change Accumulation utility is not required, but using it
periodically speeds database recovery. Alternatively, you can run the Database
Change Accumulation utility only when the need for recovery arises (just before
running the Database Recovery utility). Running these two utilities instead of just
the Database Recovery utility can reduce the total time needed for recovery,
depending on how much unaccumulated log information exists.

The following topics provide additional information:

+ [“Input to the Database Change Accumulation Utility’]

+ [‘Changing Accumulation Groups” on page 66|

+ [‘Defining Change Accumulation Data Sets for Future Use” on page 66)
+ [‘Reusing Change Accumulation Data Sets” on page 66

Related Reading: For more information on the Database Change Accumulation
utility, see |IMS Version 9: Utilities Reference: Database and Transaction Managet,

Input to the Database Change Accumulation Utility

In addition to using archived log data (SLDS and RLDS) as input to the Database
Change Accumulation utility, you can also use a subset of the IMS log or a previous
change accumulation data set. The utility writes the accumulated changes to a new
change accumulation data set.

If the log data is on tape, you can specify all log volumes or a subset of log
volumes as input to the Database Change Accumulation utility. When you specify a
subset of log volumes, DBRC checks whether the subset is complete for each
DBDS. A subset of log volumes is complete for a DBDS when all of the following
conditions are true:

» The first volume in the subset is the volume with the first change to the DBDS
since any of the following events occurred:

— The last change accumulation.
— The last image copy.

— DBRC created the ALLOC record for this area (if the image copy was
concurrent).

* The remaining volumes are in sequence.
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* In a data-sharing environment, all logs containing changes for a DBDS are
included.

Use the DBRC GENJCL.CA command to specify the subset of log volumes. You can
request a specific number of log volumes either by volume (use the VOLNUM
keyword) or by timestamp (use the CATIME keyword).

You can use a change accumulation data set as input to a later run of the Database
Change Accumulation utility whether your subset of log volumes is complete or
incomplete; however, you can use a change accumulation data set as input to the
Database Recovery utility only if it represents a complete log subset.

Related Reading: For more information about the GENJCL.CA command, see
[Version 9: Database Recovery Control (DBRC) Guide and Referencel

Changing Accumulation Groups

You can use DBRC to group DBDSs for which the Database Change Accumulation
utility accumulates changes. These groups of DBDSs are called change
accumulation groups.

You can define a change accumulation group by using the DBRC INIT.CAGRP
command to write a CAGRP record in the RECON data set. Within this record,
DBRC lists the DBDSs that make up the change accumulation group, identified by
their database names and data set DD names. A change accumulation group can
have up to a maximum of 2000 members.

Before you can use the INIT.CAGRP command to define the change accumulation
group, you must identify each member to DBRC using an INIT.DBDS command. A
DBDS can belong to only one change accumulation group.

You can add or delete members of a change accumulation group using the
CHANGE . CAGRP command.

Restriction: Do not issue a CHANGE.CAGRP command while the Database Change
Accumulation utility is running because you could damage your database integrity.

Defining Change Accumulation Data Sets for Future Use

You can define change accumulation data sets for future use for a given change
accumulation group. Use the DBRC INIT.CA command to inform DBRC that these
data sets exist, and specify the REUSE keyword on the INIT.CAGRP command when
you define the group. The GRPMAX keyword of the INIT.CAGRP command determines
how many change accumulation data sets you can define.

Reusing Change Accumulation Data Sets
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To allow DBRC to reuse old change accumulation data sets, define a change
accumulation group with the REUSE keyword and use the DBRC GENJCL.CA
command to generate the JCL for the Database Change Accumulation utility job.
The Database Change Accumulation utility reuses the oldest change accumulation
data set when all available change accumulation data sets for a particular change
accumulation group have been used and the maximum number of change
accumulation data sets has been reached. Reusing a change accumulation data set
means that DBRC uses its data set name, volumes, physical space, and record in
the RECON data set as if they were for an empty change accumulation data set.
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If you define a group with the NOREUSE keyword, rather than reuse the data set,
DBRC deletes the RECON record for the oldest change accumulation data set. In
this case, DBRC does not scratch the data set. You must scratch the data set or
keep track of it, because DBRC is no longer aware of it.

Specifying Your Choices for the Log Data Sets

These topics describe the choices you must make when defining the various data
sets involved in logging.

The following topics provide additional information:
» [‘Defining Online Log Data Sets’]

» |['Defining Write-Ahead Data Sets” on page 71|

. “‘Defining System Log Data Sets” on page 72
* [‘Specifying the Recovery Log Data Set” on page 73|
. “‘Specifying the Restart Data Set” on page 73|

Related Reading: For information on defining CQS data sets, see|IMS Version 9:

[Common Queue Server Guide and Reference,

Defining Online Log Data Sets

These topics describe tasks related to defining OLDSs.

The following topics provide additional information:
+ [‘Choosing Dual or Single OLDS Logging’]

+ [‘Defining the Number of OLDSs” on page 68|

+ [‘Defining Space for Each OLDS” on page 68|
[‘Defining a Block Size for the OLDS” on page 69|
+ [‘Defining Devices for the OLDS” on page 70|

+ [‘Changing OLDS Characteristics” on page 71|

+ [‘Defining OLDS Buffers” on page 71|

Choosing Dual or Single OLDS Logging
IMS can log information to a single data set or to two identical data sets.

Definitions: Single logging uses a single data set, dual logging uses two data sets,
where both data sets are identical. Whether you use single or dual logging, IMS
writes information to sets of data sets, as described in[‘Online Log Data Set” on|

Recommendation: Use dual logging whenever possible because the OLDS is of
primary importance to system integrity. Specify dual logging in IMS.PROCLIB using
the OLDSDEF statement.

With dual logging, IMS has two options when one of the OLDSs (of a pair) gets an
I/O error. The first option is to discard the pair and switch to a good pair. This
behavior is just like single logging mode.

The second option is to not have IMS discard the pair of OLDSs unless both pairs
of OLDSs fail. Then, if all the good pairs of OLDSs fail, IMS can degrade to single
logging mode and use the good OLDS from each pair. From this point, IMS
behaves just like if it had been in single logging mode from the beginning. This
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option also simplifies operational procedures because, for example, you only need
to run the Log Recovery utility to clean up the OLDSs when you use (single or dual)
logging and a write error occurs.

Essentially, there are three logging states for IMS to run in:

+ Single logging, which has no redundancy and has the highest maintenance when
an error occurs. When only two good OLDSs remain, IMS will terminate.

» Dual logging with DEGRADE=NO, which behaves just like single logging except
that data is written to two LOGS instead of one. And, like in single logging mode,
if only two good pairs of OLDSs remain, IMS will terminate.

» Dual logging with DEGRADE=YES. In this case, when each pair of OLDSs has
at least one write error, IMS will switch to single logging mode and start logging
to whichever OLDSs in the remaining pairs are good.

In all three cases, when IMS gets to the point where it only has two data sets left to
write to, it terminates. If, for some reason, IMS has no good data sets to write to, it
will terminate with an ABENDUO0616. For more information about log errors, see
Log Errors” on page 169

Defining the Number of OLDSs
You must define at least three OLDSs (or OLDS pairs) to start IMS. However, you
can define additional OLDSs (up to 100).

You must define the OLDSs to be used during initialization in the IMS.PROCLIB
data set using the OLDSDEF statement. You can then dynamically allocate additional
OLDSs. Specify the OLDSs you want to dynamically allocate using the DFSMDA
macro; later you can use the /START OLDS command to add an OLDS.

Related Reading: For more information on the DFSMDA macro, see|IMS Versio
[9: Utilities Reference: System

When deciding how many OLDSs to define, consider the frequency of archiving and
the amount of data you want to keep online. IMS reuses an OLDS only after IMS
archives it. The number of OLDSs you define should be consistent with the
frequency of archiving; if, for example, you archive frequently, you can probably
plan on defining fewer OLDSs.

Recommendation: To avoid system failure, you should define more than the
minimum number of OLDSs, even when using dual logging.

Defining Space for Each OLDS

When defining the size of each OLDS, you also need to consider the size and
location (DASD or tape) of the SLDS. If the SLDS is on tape, consider the size of
an SLDS volume and how often you intend to archive the OLDS. If the SLDS is on
DASD, you should allocate enough space to contain all of the OLDSs to be
archived. You might want to assign enough space to each OLDS so it fills an SLDS
volume when it is archived. Or you might want to make each OLDS half the size of
an SLDS volume, so you can initiate archive when two OLDSs are full.

Also, when defining the size of each OLDS, consider the amount of data you want
to have online for doing such tasks as emergency restart or restarting a BMP. For
example, if your system has a lot of activity and processes many transactions,
consider defining larger OLDSs; then the records necessary for an emergency
restart will more likely be online.
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Defining a Block Size for the OLDS

You must choose the block size for the OLDS carefully because changing the size
of the OLDS after it has been established requires that you stop online work,
archive all OLDSs, and scratch and reallocate them to make sure their block sizes
remain identical. When scratching and reallocating, you must delete OLDS entries
from the DBRC RECON data set. After you change the block size of an OLDS, you
can restart online work only from an SLDS.

Recommendation: Take a checkpoint soon after the restart so later restarts can
use the new OLDS, rather than the SLDS.

The block size of each OLDS must be the same. The OLDS block size must meet
all of the following requirements:

* The block size must be a multiple of 2048 bytes (2 KB).
» The block size must be at least 4 KB.

Recommendation: Use a 6 KB minimum or use the length of the largest
message segment.

* The block size must not exceed a maximum of 30720 bytes. This is the largest
multiple of 2048 supported by BSAM.

The main factor that determines OLDS block size is the track size of the OLDS
devices. The OLDS block size cannot exceed the device track size. You should pick
the block size that maximizes the amount of log data per track (for example,
full-track for 3330 or 3350 DASD; half-track for 3380 or 3390 DASD). Because IMS
only writes full OLDS buffers to the OLDS, a large OLDS block size results in more
efficient use of DASD space.

During initialization, IMS ensures that the block size specified for the OLDS is large
enough to handle the maximum length log record. If the block size specified is too
small, IMS discards the OLDS data set looks at the next OLDS. If, at the end of
initialization, there are not at least three pairs of usable OLDSs, IMS terminates with
an 0073 abend.

gives some recommended OLDS block sizes for several DASD devices.
Table 14. OLDS Block Sizes for DASD Devices

OoLDS Blocks Bytes of Log
Device Type Block Size per Track Data per Track
3330 12288 1 12288
3350 18432 1 18432
3380 22528 2 45056
3390 22528 2 47476

shows the relationship between the OLDS block size and the number of
tracks (or cylinders) for 3380 and 3390 DASD.

Table 15. Relationship of OLDS Block Size and Number of Tracks

OLDS Block Size OLDS on 3380 OLDS on 3390

6 KB 28 tracks or 2 cylinders 32 tracks or 3 cylinders
8 KB 25 tracks or 2 cylinders 30 tracks or 2 cylinders
10 KB 24 tracks or 2 cylinders 30 tracks or 2 cylinders
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Table 15. Relationship of OLDS Block Size and Number of Tracks (continued)

OLDS Block Size

OLDS on 3380

OLDS on 3390

12 KB 21 tracks or 2 cylinders 28 tracks or 2 cylinders
14 KB 24 tracks or 2 cylinders 24 tracks or 2 cylinders
16 KB 18 tracks or 2 cylinders 27 tracks or 2 cylinders
18 KB 20 tracks or 2 cylinders 30 tracks or 2 cylinders
20 KB 22 tracks or 2 cylinders 22 tracks or 2 cylinders
22 KB 22 tracks or 2 cylinders 22 tracks or 2 cylinders
24 KB 13 tracks or 1 cylinder 26 tracks or 2 cylinders
26 KB 14 tracks or 1 cylinder 28 tracks or 2 cylinders
28 KB 15 tracks or 1 cylinder 15 tracks or 1 cylinder

30 KB 16 tracks or 2 cylinders 16 tracks or 2 cylinders

Defining Devices for the OLDS

You configure the OLDS so that a system failure that renders an OLDS inaccessible
does not stop the entire system. If you define dual OLDS logging, define each data
set in an OLDS pair on different devices and, if possible, on different control units
and channels.

Example: |Figure ;l shows an OLDS configuration with multiple devices. In this
configuration, if one device fails, you can still access the OLDSs on the other two
devices. For example, if device B fails while logging to primary OLDS 1 and
secondary OLDS 1, you can still use primary OLDS 1 as input to the Log Archive
utility, and IMS continues logging using the next available pair of OLDSs: Primary
OLDS 3 and Secondary OLDS 3. If both Primary OLDS 3 and Secondary OLDS 3
have not been archived, IMS continues logging with the next available pair, Primary
OLDS 6 and Secondary OLDS 6. The primary OLDS steps from one device to the

next and the sequence wraps around.

Device A Device B Device C
from primary —| primary secondary
OLDS 6 OLDS 1 OLDS 1 N
primary secondary
secondary primary —» to primary
OLDS 3 w \%S/ OLDS 4
from primary —p primary secondary
OLDS 3 OLDS 4 &4/ N
primary secondary
v OLDS 5 \0385/
secondary primary —p to primary
OLDS 6 v \0336/ OLDS 1

Figure 7. Sample OLDS Configuration
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Changing OLDS Characteristics

Before you scratch and reallocate an OLDS that has been archived, you must
delete the log control record in the DBRC RECON data set for this OLDS using the
DBRC DELETE.LOG OLDS(dfsolpnn) SSID (mmmmmmmm) command.

You must delete the log control record for an OLDS that has been scratched and
reallocated because the log control record only indicates that the OLDS has been
archived. If you need this OLDS for IMS restart or batch backout, DBRC indicates
to IMS to use this OLDS instead of the SLDS created by the archive job.

Related Reading: For information on using DBRC, see |IMS Version 9: Database|
[Recovery Control (DBRC) Guide and Reference

Defining OLDS Buffers

You can define from 2 to 255 OLDS buffers (the default is 5). The number of buffers
can be changed during IMS restart. If you change the number of buffers, each
additional buffer might require additional tracks in the WADS. To calculate how
many WADS tracks are required for each additional buffer, use the following
formula:

Additional WADS tracks = (OLDS block size/2048) + 1

You might want to increase the number of OLDS buffers in the following
circumstances:

« If IMS frequently waits for OLDS buffers
» If you have a high frequency of dynamic backout

Specify the number of OLDS buffers in IMS.PROCLIB using the OLDSDEF statement.

To provide virtual storage constraint relief, IMS allocates online log, batch log, and
IMS monitor buffers above the 16 MB line. However, this relief is only available if
you use MVS/ESA™ Data Facility Product 3.2 or later, and if you specify LS0=S on
the EXEC statement for the IMS control region.

Defining Write-Ahead Data Sets
These topics describe tasks related to defining WADSs.

The following topics provide additional information:
« [‘Choosing Dual or Single WADS Logging’|

+ [“Defining the Number of WADSSs” on page 72|

« [“Defining Space for Each WADS” on page 72|

Choosing Dual or Single WADS Logging

You can choose either single or dual logging for the WADS, just as you can for the
OLDS. Using dual logging provides an alternate source of input to the OLDS in
case an error occurs on one WADS while IMS uses it to close the OLDS. If one
WADS is unusable, IMS uses the duplicate WADS. You can use single or dual
WADS with either single or dual OLDS.

To request dual WADS logging, define more than one WADS and use the WADS
keyword on the EXEC statement in the DBC procedure.
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Defining the Number of WADSs

You must define at least one WADS on direct-access storage. You might want to
define several WADSSs (up to 10) as spares. IMS automatically switches to a spare
WADS if the current WADS becomes unusable after an error occurs. If a write error
occurs, logging to the WADS continues if:

» Single WADS logging is in effect and at least one WADS remains
* Dual WADS logging is in effect and at least two WADSs remain

Recommendation: If you use dual WADS logging, define at least three WADSs
so that IMS can use the spare in place of either WADS if an error occurs; if you use
single WADS logging, define at least two WADSs.

As when defining OLDS, make sure you have alternate ways of accessing WADS
data. You might, for example, define each WADS on a different device (see

b page 70,

Specify the number of WADSs using the WADSDEF statement in the IMS.PROCLIB
data set.

Defining Space for Each WADS

IMS uses tracks in the WADS data set in groups. The size of a group depends on
the size of the OLDS block size. Use the following formula to calculate the size of a
group:

Number of tracks in a WADS group = (OLDS block size / 2 KB) + 1

Recommendation: Make the WADS large enough to hold at least one WADS
track group for each OLDS block that fits on an OLDS track.

You can calculate the recommended minimum WADS sizes using the number of
OLDS blocks per track (see [Table 15 on page 69) and the following formula:

Minimum WADS size (in tracks) = (number of tracks in WADS group) X
(number of OLDS blocks per track)

The maximum amount of space you can define for each WADS is enough to
contain 255 OLDS buffers. You can calculate the maximum number of WADS tracks
that IMS will use using the following formula:

Maximum number of tracks = ([OLDS block size / 2 KB] + 1) X
(number of OLDS buffers)

Allocate the WADS in the range of the recommended minimum size and the
maximum size. Most installations find that four to five cylinders are appropriate.

Defining System Log Data Sets
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These topics describe tasks related to defining SLDSs.

Choosing Dual or Single SLDS Logging

You can choose either single or dual logging for the SLDS, just as you can for the
OLDS and WADS. When archiving to tape, you can force the primary and
secondary volumes to contain the same data by specifying the number of log blocks
per volume using the force-end-of-volume (FEQV) keyword of the SLDS control
statement. When IMS writes the specified number of blocks, IMS forces end of
volume on both the primary and secondary data sets.

To use dual logging, supply both a primary and secondary DD statement for each
SLDS.



Specifying the

Specifying the

Logging

Defining a Block Size for the SLDS

The block size of the SLDS can differ from the block size of the OLDSs being
archived. However, the block size of primary and secondary SLDS must be the
same when using the FEOV keyword.

Recovery Log Data Set

To use dual logging for the RLDS, supply both a primary and secondary DD
statement for each RLDS in the JCL for the Log Archive utility.

Restart Data Set

Allocate one cylinder of space for the RDS. Although the checkpoint ID table uses
one track, IMS also writes other recovery information to the RDS.

Contents of the Log

Log Reduction

IMS records activity on the OLDS. CQS records activity on a z/OS log stream. Each
different activity is recorded as a separate log record.

Generally, you do not need to know the content of log records. IMS and CQS
identify the correct records and use them automatically when they perform recovery.

The following topics provide additional information:
+ [‘Log Reduction’|
+ [‘Using the Data Capture Exit Routine’]

Related Reading: If you need to examine log records to solve a complex recovery
problem, see|IMS Version 9: Diagnosis Guide and Reference

As part of log reduction, IMS compresses log data. IMS compresses repeated
single characters, such as blanks and zeros, in the segment data portions of log
records. This compression applies to updates resulting from DL/I insert (ISRT),
delete (DLET), and replace (REPL) calls.

The counterpart to compression is expansion. During backout and database
recovery, IMS expands the data in the database buffer. For change accumulation
data sets, IMS expands the data in the change accumulation record.

Using the Data Capture Exit Routine

IMS does not write log records for the Data Capture exit routine to show that it has
been called, nor does IMS write the exit routine name in any log records. IMS does
not differentiate between the application program and the exit routine. If you use the
Data Capture exit routine extensively, your IMS system accounting and performance
monitoring information is likely to show more system use for the application
programs than they actually use.
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Chapter 6. Making Database Backup Copies

This chapter explains how to make backup copies of your databases. It describes
the utilities and how they affect IMS operations.

Related Reading: For information on making backup copies of the IMS message
queues or system data sets, see[‘Backup” on page 14|

The following topics provide additional information:

+ [lmage Copies (DFSUDMPO, DFSUICPOQ, and DFSUDMTO)’|
* [‘HSSP Image Copies” on page 77|

* |‘Creating Image Copy Data Sets for Future Use” on page 78
. “‘Recovery Period of Image Copy Data Sets” on page 7q

* |‘Reusing Image Copy Data Sets” on page 80
« [HISAM Copies (DFSURULO and DFSURRLO)” on page 81
* |‘Non-standard Image Copy Data Sets” on page 82
* |"Frequency and Retention for Backup Copies” on page 82|

Image Copies (DFSUDMPO, DFSUICPO, and DFSUDMTO)

IMS provides three utilities that you can use to make image copies:
» Database Image Copy utility (DFSUDMPO)

* Online Database Image Copy utility (DFSUICPO)

« Database Image Copy 2 utility (DFSUDMTO)

Restriction: You cannot run these utilities against a HALDB patrtition that is being
reorganized by HALDB Online Reorganization (OLR).

These utilities create image copies of recoverable and nonrecoverable databases.
The image copy utilities operate on data sets. With the first two utilities, if a
database comprises multiple data sets or areas, you must supply the utility with
multiple specifications. With the Database Image Copy 2 utility, however, you can
copy multiple database data sets in one execution of the utility. You can specify a
group name to represent the collection of database data sets that are to be copied
in a single execution.

Use the INIT.DB and CHANGE.DB commands to identify recoverable databases to
DBRC.

DBRC works similarly with all of the utilities. The output data sets from the utilities
(except the Database Image Copy 2 utility) have the same format, and the rules for
predefinition and reuse of image copy data sets apply to them all. The output data
sets for the Database Image Copy 2 utility is in DFSMSdss™ dump format. These
utilities call DBRC to verify the input (DBRC allows them to run only if the input is
valid), and they call DBRC to record information in the RECON data set about the
image copy data sets that they create. An image copy record in RECON data set
has the same format regardless of which utility created its corresponding image
copy data set. The Online Database Image Copy utility, however, has its own PDS
member of skeletal JCL, and you use a separate command, GENJCL.0IC, to
generate the job for the Online Database Image Copy utility.
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Recommendation: Copy all data sets or areas for a database at the same time.
When you recover a database to a prior state, you must recover all data sets
belonging to the database, as well as all logically related databases (including those
related by application processing) to the same point to avoid data integrity
problems.

When using the image copy utilities, you have the option of creating one or more
output image copies. Advantages of making two or more copies are:

« If an I/O error occurs on one copy, the utility continues to completion on the
others.

» If one copy cannot be read, you can perform recovery using another.

The trade-off in deciding whether to make more than one copy is, of course, that
performance of the image copy utilities is degraded by the time required to write the
other copies.

The utilities enforce a minimum output record length of 64 bytes; thus, it is possible
that an image copy of a database with a very short logical record length can require
more space than the original database.

Recommendation: Take an image copy immediately after running batch jobs that
do not use IMS logging. Even when pool sizes are identical, batch jobs are not
repeatable if your system uses VSAM background write. Taking an image copy
allows you to maintain the integrity of your database even though batch updates are
not bit-for-bit repeatable. Do not rerun these batch jobs after an image copy
because the database can become invalid when you apply change-accumulation or
log tapes.

The following topics provide additional information:
+ [‘Concurrent Image Copies’]
+ [‘Recovery after Image Copy” on page 77|

Concurrent Image Copies
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IMS allows you to take an image copy of a database without taking that database
offline. This concurrent image copy is often called a “fuzzy copy” because the copy
represents the state of the database over a finite period of time rather than at an
instant in time. IMS can update a database while making a concurrent image copy;
some, all, or none of the updates might appear in the fuzzy image copy.

You can also use DFSMS and the Concurrent Copy feature of 3990 hardware to
make copies of data sets while the data set is offline or online. This option will
increase database availability.

The IMS Database Image Copy 2 utility (DFSUDMTO) calls DFSMS Concurrent
Copy to make consistent image copies (that is, with no updates occurring while the
utility is making the copy) or concurrent (fuzzy) image copies of an IMS database
data set. You can make up to four copies at once.

Restrictions:
* You can only make a concurrent image copy of a database that is registered with
DBRC.

* You can make copies of nonrecoverable databases, but they must be stopped
before running the utility to make the image copy. You cannot take concurrent
image copies of nonrecoverable databases while they are online because IMS
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does not log changes to them. The database itself becomes fuzzy if a fuzzy
image copy of a nonrecoverable database is used to recover the database.

» Using the Database Image Copy utility (DFSUDMPO), you can only make
concurrent image copies for OSAM and VSAM Entry Sequenced Data Set
(ESDS) DBDSs; VSAM Key Sequenced Data Set (KSDS) DBDSs are not
supported for concurrent image copy. If you use either of the other two
image-copy utilities, you can create image copies of ESDSs or KSDSs.

» Databases and area data sets that are to be copied using the Database Image
Copy 2 utility must reside on hardware that supports the DFSMS Concurrent
Copy feature (such as a 3990 Storage Control Model 3, extended function with
licensed internal code, or an equivalent device).

» If you do not use one of the IMS utilities to make image copies, you must keep
track of the copies because IMS does not track user image copies.

Related Reading: For more information on the image copy utilities and how to
specify a concurrent image copy, see |IMS Version 9: Utilities Reference: Database
land Transaction Manager|

Recovery after Image Copy

The Database Image Copy utility (DFSUDMPO) and the Database Image Copy 2
utility (DFSUDMTO) copy data sets for HISAM, HIDAM, HDAM, PHDAM, PHIDAM
databases, and areas for DEDBs. When you perform a subsequent recovery, what
you need depends on whether the copies are concurrent or not:

» For non-concurrent copies, you need only the image copy and those logs created
after the database is restored to the online system.

» For concurrent copies, you need the image copy and logs created before and
after the database is restored to the online system. DBRC helps you decide
which logs you need.

Recommendation: When you run the Database Image Copy utility (DFSUDMPO)
for databases and areas (without specifying the CIC on the EXEC statement for the
utility), no other subsystem should update the databases. You can prevent updates
to DL/l databases by issuing the /DBDUMP DB or UPDATE DB STOP(ACCESS) command.
You can prevent updates to DEDB areas by issuing either the /STOP AREA or UPDATE
AREA STOP(SCHD) command.

The Online Database Image Copy utility (DFSUICPO) runs as a BMP program. You
can use it for HISAM, HIDAM, and HDAM databases only. If IMS updates these
databases while the utility is running, IMS requires all logs for any subsequent
recovery, including the log in use when you started the utility. IMS requires the logs
because the image copy is not an image of the database at any one time.

HSSP Image Copies

If you use the image copy option of HSSP, IMS creates image copies of DEDB
areas for you. The image copy contains the “after images” of the HSSP PCB, and is
a fuzzy copy. IMS logs all other PCB database changes as usual. During database
recovery, you must apply any concurrent updates since the start of the image copy
process. A fuzzy image copy can be created if a non-HSSP region updated the
same DEDB area during the image copy process.

Definition: Fuzzy means that there might have been concurrent updates during the
image copy process.
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If, however, the image copy process does not complete successfully, this data set is
simply returned to the set of available HSSP image copy data sets.

IMS uses the QSAM access method to create HSSP image copies. The primary
allocation of image copy data sets must be larger than (or equal to) the DEDB area
data set size.

IMS treats HSSP image copies like concurrent image copies, so you can use the
Database Recovery utility (DFSURDBO) without telling it that the image copy is an
HSSP image copy.

Restriction: You can only make an HSSP image copy if a database is registered
with DBRC. Furthermore, you must initialize the image copy data sets using the
INIT.IC command.

Creating Image Copy Data Sets for Future Use
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You can allocate image copy data sets before you need them. IMS automatically
selects these data sets for use as output data sets when you use the GENJCL.IC or
GENJCL.0IC command to generate a job for the Database Image Copy utility or
Online Database Image Copy utility.

When you use the INIT.DBDS command to identify a DBDS or area in the RECON
data set, you can specify any of the following keywords for that DBDS or area:

GENMAX
Use this keyword to specify how many image copy data sets you want DBRC to
maintain information about for the DBDS or area.

You can maintain a certain number of image copy data sets for physical
recovery. DBRC keeps a record of a specified number of the most recent image
copy data sets. This number is the value you specify for the GENMAX keyword for
this DBDS; duplicate image copy data sets are not included in this number.

RECOVPD
Use this keyword to maintain data for a certain period. For more information
about this keyword, see [‘Recovery Period of Image Copy Data Sets” on page]

REUSE
Use this keyword to inform DBRC that you want to define image copy data sets
and record them in the RECON data set for future use. DBRC records these
available image copy data sets, with their names, unit types, and volume serial
information, in the RECON data set, selects them during the processing of a
GENJCL.IC command, and uses this information in the appropriate DD name of
the job for the Database Image Copy utility.

NOREUSE
Use this keyword to inform DBRC that you do not want to use an existing data
set, and that you want to provide the data set name for the output image copy
data set that the Database Image Copy ultility is to use. Specify the data set
name in either the JCL partitioned data set (PDS) member that the DBRC uses
to process the GENJCL.IC command or in the job you produce. When you
specify NOREUSE, DBRC dynamically sets the unit type of the output image copy
data set to the default unit type for the device (as specified in the INIT.RECON
and CHANGE.RECON commands).
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DBRC adds a current time stamp to its record in the RECON data set.

Recovery Period of Image Copy Data Sets

The recovery period is the amount of time before the current date for which DBRC
maintains recovery information in the RECON data set. For example, if the recovery
period of a DBDS or area is 14 days, DBRC maintains sufficient

recovery-generation information for at least 14 days.

You specify the recovery period using the GENMAX and RECOVPD keywords of the

INIT.DBDS and CHANGE.DBDS commands. The examples in these topics describe the

effects of various DBRC keywords on the recovery period.

The following topics provide additional information:

* |"Example 1: Recovery Period of Image Copy Data Sets”
* |“Example 2: Recovery Period of Image Copy Data Sets’
+ [‘Example 3: Recovery Period of Image Copy Data Sets’|

[‘Example 4: Recovery Period of Image Copy Data Sets” on page 80|

[‘Example 5: Recovery Period of Image Copy Data Sets” on page 80|

[‘Other Recovery Period Considerations” on page 80|

Example 1: Recovery Period of Image Copy Data Sets

The following table shows the DBRC keywords and their values for this example:

REUSE GENMAX

RECOVPD

Y Reached

Not Exceeded

If there are available image copies:
* IMS uses an available image copy.

* |IMS issues message DSP0065I, indicating that the predefined image copy has

been used.

If the number of predefined data sets equals the maximum number of generations:

* IMS cannot reuse the oldest image copy.

* IMS issues message DSP0063I, indicating that the image copy within the recovery

period cannot be reused.
* IMS stops processing.

Example 2: Recovery Period of Image Copy Data Sets

The following table shows the DBRC keywords and their values for this example:

REUSE GENMAX

RECOVPD

Y Not Reached

Exceeded

Processing continues as described in ['Reusing Image Copy Data Sets” on page 80,

except that IMS uses the available image copy data set.

Example 3: Recovery Period of Image Copy Data Sets

The following table shows the DBRC keywords and their values for this example:

Chapter 6. Making Database Backup Copies

79



Database Backup

REUSE GENMAX RECOVPD

N Reached Exceeded

IMS deletes the oldest image copy data set record that exceeds the RECOVPD value.

Example 4: Recovery Period of Image Copy Data Sets

The following table shows the DBRC keywords and their values for this example:

REUSE GENMAX RECOVPD
N Reached Not Exceeded

If the number of image copy data sets used has reached the GENMAX value, IMS

cannot delete the oldest image copy data sets within the recovery period. In this

case:

» |IMS issues message DSP00641, indicating that an image copy data set within the
recovery period cannot be deleted.

* Processing continues and DBRC records a new image copy data set in the
RECON data set.

Example 5: Recovery Period of Image Copy Data Sets

The following table shows the DBRC keywords and their values for this example:

REUSE GENMAX RECOVPD
N Not Reached Exceeded

DBRC records a new image copy data set in the RECON data set. Even though the
oldest image copy is beyond the recovery period, it will not be deleted because the
GENMAX has not been reached.

Other Recovery Period Considerations

If you issue a CHANGE.DBDS command and specify a new value for GENMAX that is
smaller than the existing value, IMS will record the value, regardless of whether the
oldest image copies cannot be deleted because they are within the recovery period

(RECOVPD).

When you issue the DELETE.IC command, IMS deletes any specified image copy
data sets, regardless of whether the RECOVPD value has been exceeded.

Reusing Image Copy Data Sets
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DBRC allows you to reuse old image copy data sets. The REUSE keyword of the
INIT.DBDS command, in addition to allowing you to define image copy data sets for
future use, allows DBRC to reuse image copy data sets. To reuse the image copy
data set means that DBRC uses the same name, volume, physical space, and
record in the RECON data set for the new image copy data set as for the old one.

When you run one of the image copy utilities, IMS automatically reuses the oldest
image copy data set for a DBDS or area, if it can, when both of the following
conditions are met:
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+ The RECON data set has records for a number of image copy data sets equal to
the current GENMAX value. To see the current GENMAX value, use the LIST.DBDS
command.

* The oldest image copy is beyond the recovery period.

When you use the GENJCL.IC command to generate the job for the Database Image
Copy utility or Database Image Copy 2 utility, IMS automatically selects the image
copy data set to be reused. If the number of image copy data sets is less than the
GENMAX value, and all image copy data sets have been used, you must define more
image copy data sets for the DBDS or area before running the Database Image
Copy utility or Database Image Copy 2 utility. The number of image copy data sets
should be greater than the GENMAX value if you want to use a recovery period.

If you do not allow IMS to reuse image copy data sets, but the GENMAX value has
been reached and the RECOVPD has been exceeded, when you run the Database
Image Copy utility or Database Image Copy 2 utility, DBRC selects a new image
copy data set and deletes the record in the RECON data set with the oldest time
stamp. IMS does not scratch the image copy data set itself. You must scratch the
data set yourself or keep track of it, because DBRC is no longer aware of its
existence.

HISAM Copies (DFSURULO and DFSURRLDO)

Using the HISAM Reorganization Unload utility (DFSURULO) to make backup
copies of a database lets you process an entire HISAM database in one pass (the
image copy utilities deal with single data sets or areas). The unload utility
(DFSURULDO) also reorganizes the database as it copies it.

Because the unload utility (DFSURULO) reorganizes the database, you must, before
resuming normal online operations, reload the data set using the HISAM
Reorganization Reload utility (DFSURRLO), as shown in If you do not
reload the data set, the logging done after unload but before reload reflects the old
organization of the data set. Therefore, if you need to use that log to recover the
data set in the future, the organizations will not match, and the data set’s integrity
will be destroyed.

HISAM >
Reorganization
Unload
< Utility
Database Backup

Copy
Figure 8. Making a Backup Copy with HISAM Unload

When using the HISAM utility to make a backup copy, you must reload immediately,
or the actual database will not match the backup database. The reload utility
(DFSURRLDO) uses the output of its reorganization step as input to the reload step
as if it were an image copy data set. After reorganizing a database, you must make
an image copy of it before you can authorize the DBDS.

Before reorganizing a shared database, you must prevent other subsystems from
being authorized during the reorganization process by:
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* Issuing a global /DBRECOVERY DB or UPDATE DB STOP(ACCESS) command for the
database to be reorganized. The /DBRECOVERY DB GLOBAL command prevents
further authorizations except for reorganization and recovery utilities.

* Issuing the CHANGE.DB command with the NOAUTH keyword to manually update the
RECON data set. This command prevents future authorizations except for the
reorganization and recovery utilities. After the reorganization is complete,
manually update the RECON data set by issuing the CHANGE.DB command with
the AUTH keyword for the database that was just reorganized.

Recommendation: Ensure that recovery utilities do not run during the
reorganization.

Non-standard Image Copy Data Sets

You can create the equivalent of an image copy data set using some means other
than an IMS image copy utility. For example, you can use the Device Support
Facility to make a copy of the volume on which a DBDS resides. DBRC does not
automatically record the existence of these nonstandard image copy data sets in
the RECON data set; you must use the NOTIFY.UIC command. If you do not record
this information in the RECON data set, DBRC might misinterpret subsequent
information about changes to the DBDS.

Restriction: When you use the NOTIFY.UIC command, you cannot specify the
REUSE keyword of the INIT.DBDS command.

Before you recover a DBDS or DEDB area with a nonstandard image copy data
set, you must restore the DBDS or DEDB area from the nonstandard image copy
data set, and then issue the NOTIFY.RECOV command to notify DBRC that you
restored the data set or area. If the time stamp of the nonstandard image copy is
within the range of an existing time stamp recovery, the NOTIFY.RECOV command will
fail. You then run the Database Recovery utility to add changes that occurred since
the time stamp of the nonstandard image copy data set. DBRC provides and
verifies JCL only for the sources of change records to be applied to the
already-restored DBDS or DEDB area.

Because IMS does not use an image copy for this additional recovery, DBRC does
not allow the Database Recovery utility to process any log that contains changes
outside the recovery range. The recovery range is defined by the time-stamp
recovery record’s RECOV TO (image copy time) and RUNTIME values.

Recommendation: Close the database using the /DBRECOVERY command (without
the NOFEOV keyword) or the UPDATE DB STOP(ACCESS) OPTION(FEOV) command before
running the image copy utility.

Frequency and Retention for Backup Copies
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You must consider two things when making backup copies of databases and areas:
* How frequently to make new copies
* How long to keep old (back-level) copies

There are no precise answers to these questions. Generally, the more frequently
you copy, the less time recovery will take. The farther back in time your old copies
go, the farther back in time you can recover; remember that program logic errors
are sometimes not discovered for weeks. On the other hand, making each new
copy requires work, and each old copy you save uses additional resources.
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The only firm guidelines are these:
» If you create a new database, immediately make a backup copy of it.

» If a database is composed of several data sets, be sure to copy all data sets at
the same time.

» If you reorganize a database, immediately make a new backup copy of it.

Exception: It is not necessary to make backup copies after DEDB online
reorganizations.
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Chapter 7. Backout

Backward recovery or backout is one of the two major types of recovery. Using
backout allows you to remove incorrect or unwanted changes from existing
information or work.

The following topics provide additional information:
+ [‘Dynamic Backout’|

- [‘Database Batch Backout” on page 87|

« [‘DL/I I/O Errors during Backout” on page 88|

Dynamic Backout
IMS automatically backs out changes to a database when any of the following
events occur:
* An application program terminates abnormally.

» An application program issues a rollback call (ROLL or ROLB), or ROLS call without
a token.

» An application program tries to access an unavailable database but has not
issued the INIT call.

* A deadlock occurs.

In batch, you can specify (in the JCL) that IMS automatically dynamically back out
changes if a batch application program abends, issues a ROLB call, or issues a ROLS
call without a token. In this case, the log data set must be on DASD.

The following topics provide additional information:
+ [‘Dynamic Backouts and Commit Points’|
+ [“Dynamic Backout in Batch” on page 87

Dynamic Backouts and Commit Points

During dynamic backout, IMS backs out all database changes made by an
application program since its last commit point. A commit point (or sync point)
occurs in a batch or BMP program when the program issues a CHKP call. Commit
points for message-driven application programs depend on the transaction mode
(as specified by the MODE parameter of the TRANSACT macro).

Frequent commit points decrease performance. However, they also:

» Allow IMS to send output messages (replies) earlier

* Reduce the time required for emergency restart and database recovery
» Help avoid storage shortages for locking

* Help avoid reading SLDSs for backout, which decreases performance

Application programs can be batch oriented (non-message-driven BMPs) and
choose when to commit their database changes using the CHKP call.

The following kinds of programs can issue a rollback (ROLB) call:

* Message-driven application programs that establish a commit point every time
they attempt to get an input message

* Non-message-driven batch-oriented application programs
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If an application program uses Fast Path resources or an external subsystem, IMS
can issue an internal rollback call to back out the data to the last commit point. The
application program receives status code FD as a result of this call.

IMS performs the following processing in response to a ROLB call:

» Backs out and releases locks for all database changes that the program has
made since its most recent sync point

» Cancels all output messages since the program’s most recent sync point

* Returns the first segment of the first input message since the most recent commit
point to the application program, if an input message is still in process at this
point, and if the call provides an I/O area

When IMS completes ROLB processing, the application program resumes processing
from its last commit point.

When IMS initiates dynamic backout because of an application program abend, in
many cases IMS stops both the transaction and application program. The MTO can
restart the transaction or the application program. If you restart the application
program before determining the exact cause of the abend, the program can abend
again. However, if you restart the transaction, queuing of transactions continues.

Consider the transaction mode in deciding whether the MTO should restart
transactions:

» If you restart response-mode transactions, and IMS subsequently enqueues new
messages, any terminal entering the transaction is locked because no response
is received.

» |If you do not restart response-mode transactions, the terminal operator receives
a message noting that IMS has stopped the transaction, but the originating
terminal is not locked.

« If the transaction is not a response-mode transaction, you can restart it to allow
terminal operators to continue entry. However, establish procedures in this case
to warn terminal operators that they might not receive a response for some time.

When an application program abends, IMS issues message DFS554A to the master
terminal. IMS does not issue this message for MPP regions when a resource
shortage that is not expected to last long (such as short-term locks) occurs. In this
case, IMS backs out the application program and places the input message back on
the queue for rescheduling. When a BMP abends, IMS always issues message
DFS554A because the z/OS operator must restart BMPs.

Message DFS554A identifies:

» The application program (PSB) name

* The transaction name

* The system or user completion codes

* The input logical terminal name

* Whether the program or transaction is stopped

IMS also sends message DFS5551 to the input terminal or master terminal when the
application program abends while processing an input message. This error
message means that IMS has discarded the last input message the application was
processing.

The DFS5551 message contains:
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* The system or user completion codes
* Up to the first 78 characters of the input message
» The time and date

Related Reading See|IMS Version 9: Messages and Codes, Volume 2 for more
information about these two messages.

Dynamic Backout in Batch

In a batch environment, when the SLDS is on DASD, you can request that IMS
perform dynamic backout if IMS pseudo-abends or if the application program issues
a ROLB call by specifying BKO=Y in the JCL. In this case, IMS performs backout to
the last program sync point. Abend U0828 does not occur in batch if you specify
BKO=Y.

Database Batch Backout

You can use the Batch Backout utility (DFSBBOO00) to remove database changes
made by IMS batch jobs and online programs. Because it is possible (in an online
IMS subsystem) to have more than one dependent region using the same PSB, the
utility might back out changes from several dependent regions when you execute
batch backout against an online log.

You can use the Batch Backout utility to back out changes to the last checkpoint a
batch job did not complete normally. If the batch region does not use data sharing,
and if it is not a BMP, you can use the CHKPT control statement on the JCL for the
Batch Backout utility to back out changes for the batch region to any valid
checkpoint, whether or not it completed normally. Do not specify the CHKPT control
statement when backing out changes for BMPs; the utility either rejects or ignores
it.

The Batch Backout utility reads the log in the forward direction. Regardless of
whether the backout is to the last checkpoint or to a specified checkpoint, the utility
tries to back out all changes to all databases occurring between that checkpoint and
the end of the log. When backing out BMPs, the utility always backs them out to the
last checkpoint on the log.

In an IMS DBCTL environment, the Batch Backout utility backs out all in-flight
updates, but only backs out in-doubt updates if you specify the COLDSTART option.

If dynamic backout fails or if backout during emergency restart fails, IMS stops the
databases for which backout did not complete, and retries the backouts when you
restart the databases.

The following topics provide additional information:
» ["'When to Use the Batch Backout Utility’]
» |“System Failure during Backout” on page 88|

When to Use the Batch Backout Utility
Use the Batch Backout utility in any of the following circumstances:
» If a batch job fails and you did not request automatic dynamic backout.

» If a batch job fails and you requested dynamic backout, but the failure was not a
pseudo-abend.
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 If you perform an emergency restart of IMS specifying the NOBMP option, and

BMPs were active at the time of failure, you must run the utility once for each
BMP. If you run the utility before restart completes, you must use the ACTIVE
control statement.

* If you perform an emergency restart of IMS specifying the COLDBASE option, you

must run batch backout once for each PSB (including MPPs, BMPs, and mixed
mode IFPs) used by an application program that updates a full-function DL/I
database, if the PSB was active at the time of the failure.

You should also run batch backout for each PSB for which there is an in-doubt
unit of recovery (UOR). Doing so puts the full-function databases in the same
state as the Fast Path databases that are not updated until the commit point. If
you choose not to back out an unresolved in-doubt UOR, you must remove it
from the RECON backout record.

If you want to initiate these backouts before restart completes, you must specify
the COLDSTART control statement for the Batch Backout utility. You do not need to
specify the COLDSTART statement for backouts performed after restart.

DBRC protects all registered databases affected by in-flight and in-doubt UORs
from access by other application programs until their backouts complete, even if
the backout does not complete until after a cold start. You must ensure that
programs do not access any unregistered databases before their backouts are
complete.

Before issuing a /ERESTART COLDSYS command, you must run batch backout at least
once using the COLDSTART or ACTIVE control statement. These control statements
provide DBRC with the information necessary to protect registered databases in
need of backout from erroneous access until the backouts are done.

If a failure occurs in one of the online backouts in a DB/DC or DBCTL subsystem
that causes IMS to defer the backout:

1. Resolve the original problem.

2. Issue the /START DB or UPDATE DB START(ACCESS) command.

3. Complete the backout with a partial (restartable) backout.

In some cases, the restartable backout can also fail because the information it
requires has not been saved. In those cases, you must use the Batch Backout
utility. You must also use the utility if IMS defers one of the backout failures past a
cold start.

System Failure during Backout

If a system failure occurs during backout, execute the Batch Backout utility again.
Save the input logs and the output log from the successful backout run as input to
the Database Change Accumulation or Database Recovery utility.

DL/l I/O Errors during Backout
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IMS handles 1/O errors for DL/I databases in the same way for the following kinds
of backout:

* Dynamic backout
» Batch backout
* Emergency restart backout

The following topics provide additional information:
+ [“Errors during Dynamic Backout” on page 89
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[‘Recovering from Errors during Dynamic Backout’|

« [‘Errors during Batch Backout” on page 90|

« [“Errors on Log during Batch Backout” on page 90|
[‘Errors during Emergency Restart Backout” on page 90|

Errors during Dynamic Backout

If a database 1/O error occurs during backout, IMS issues message DFS4511,
creates an EEQE to record the event, and calls DBRC to flag the appropriate
database entry in the RECON data set as needing backout. You should run the
Database Backout utility to back out the appropriate database entries and to inform
DBRC to reset the appropriate backout-needed flag and counter. DBRC does not
authorize flagged databases for use until you run the Database Backout utility.

For write errors, IMS copies the buffer contents of the blocks or control intervals in
error to virtual buffers pointed to by the EEQE. IMS also tries to write each buffer
that has an outstanding error when the database is closed. IMS issues message
DFS06141 for each error buffer that it successfully writes or reads (if the EEQE is for
a read error), and issues message DFS06151 when all outstanding errors have been
resolved.

Related Reading: For more information on recovery of such errors, see |“DL/I I/6|
[Errors and Recovery” on page 177 and [‘Database Failures” on page 174/

If a database read error occurs during dynamic backout, IMS issues message
DFS9831, stops only the database in error, and continues dynamic backout of other
databases within the PSB. IMS writes a X'4C01' log record for each database that it
successfully backs out, and a X'4C80' log record for each database that it stops
because of a read error. IMS then allows you to recover any stopped database and
back it out offline.

If dynamic backout fails, you must run batch backout to reconstruct the database.

Recovering from Errors during Dynamic Backout

Different kinds of failure require different recovery procedures. Specifically:

» |If a database is unavailable during dynamic backout or emergency restart, but
subsequently becomes available (for example, you bring it back online or repair a
physical device), use a /START DB or UPDATE DB START(ACCESS) command to
reschedule dynamic backout to back out the (now available) database.

» If the database remains unavailable (because, for example, the database has an
error that you must recover), you must run the Database Recovery utility before
you allow further processing against the database in error, and then run the
Batch Backout utility. Batch backout recognizes the X'4C01' log records and does
not try to back out changes for databases that were backed out successfully.

* In the online environment, dynamic backout can fail if the log records are not
available. If the only log records available are from SLDS, the performance of
dynamic backout is poor. Slow dynamic backout can happen in the following
cases:

— The OLDS containing the log record has been archived and reused.

Recommendation: Make sure that you have defined enough OLDS space,
and that programs reach sync points (using GU or CHKP calls) frequently
enough to ensure that records needed for backout are available from OLDSs.

— IMS stops a database during dynamic backout if a nonrecoverable read error
occurs on the logs when single or dual logging is in effect.
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In this case, you must run the Log Recovery utility to get a valid log. The
output log must terminate normally; use it as input to the Database Change
Accumulation utility or the Database Recovery utility. After you have corrected
the input error, execute the Batch Backout utility again to correct the
databases.

Errors during Batch Backout

If an 1/O error occurs during batch backout, the Batch Backout utility completes
backout of all databases except for those affected by read errors. IMS handles
these 1/O errors in the same way that it handles them when they occur during
dynamic backout.

Before the Batch Backout utility makes any updates, it builds database buffers for
any outstanding I/O errors. It applies updates to these buffers without trying to write
them until the database is closed.

If any 1/O errors remain unresolved for a database that has been backed out, you
must eventually do a forward recovery, but you do not need to rerun the Batch
Backout utility if it completed successfully (IMS issues message DFS3951).

Errors on Log during Batch Backout

If an I/O error occurs on the input log, you should execute the Log Recovery utility
to correct the error. The output log must terminate normally; keep this log as input
to the Database Change Accumulation or Database Recovery utility. After you
correct the input error, execute the Batch Backout utility again.

If the 1/O error occurs on the output log, terminate the output log correctly. Then
execute the Batch Backout utility again. Keep both output logs as input to the
Database Change Accumulation or Database Recovery utility.

Errors during Emergency Restart Backout
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IMS handles both read errors and failures to open a database during emergency
restart in the same way as it does during dynamic backout. For read errors,
however, other restart backouts for the same database can take place, even though
a database is stopped.

If a nonrecoverable OLDS read error occurs during backout (on both OLDSs if dual
logging is in effect), run the Log Recovery utility and attempt to restart IMS again.

During restart processing, but before initiating backout, IMS determines if it must
close the OLDS using the WADS. If a nonrecoverable read error occurs on the
WADS, committed log records might be lost. In this case, you must close and
archive the OLDS, and then reconstruct the affected databases by performing
forward recovery and batch backout.
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Starting or restarting an IMS subsystem means initializing the IMS control region. To
restore the operating environment, the MTO must ensure the following are also
initialized:

« All IRLMs

* All CQSs

* Any dependent regions (including utilities)

» All CSL address spaces (OM, RM, and SCI), if operating as an IMSplex using
CSL

* Any connections to VTAM
¢ All communication lines and terminals

The term MTO used in this information refers to the IMS master terminal operator
for the DB/DC and DCCTL environments, and to the operator for the DBCTL
environment. All commands shown assume that the command-recognition character
is the forward slash (/).

The following topics provide additional information:

» |“Starting the CSL Address Spaces”|

« [‘Starting the IMS Control Region’]

« [“Starting the IRLM” on page 98]

+ [‘Starting the CQS” on page 98|

+ [‘Starting Dependent Regions” on page 98|

« [“Starting Transaction Manager’ on page 100|

[‘Restart after Shutting Down a Component of IMS” on page 103
[‘Restart after Shutting Down IMS” on page 104

[‘Using z/0S Automatic Restart Manager” on page 109|

+ [‘Restarting BMPs” on page 110|

[‘Restarting Batch Jobs” on page 111

+ [‘Reconnecting CCTLs or ODBA Application Programs” on page 111|

Starting the CSL Address Spaces

If you are running IMS as an IMSplex with CSL, you need to start the CSL manager
address spaces (OM, RM, and SCI) before starting the IMS control region. You can
start the CSL manager address spaces using the z/OS START command from a
z/OS system console or by using JCL.

Related Reading: See |IMS Version 9: Administration Guide: System|for more
information about IMSplex operations.

Starting the IMS Control Region

You usually start the IMS control region with a z/OS START command from a z/OS
system console. If, depending on the size of your installation, you have an alternate
system console for the IMS MTO, be sure the z/OS system operator relays all IMS
messages (that is, those beginning with BPE, CQS, DFS, DSP, DXR, and ELX) to
the IMS MTO. If the z/OS system console is physically separate from the IMS MTO,
you should have a local telephone or paging line to enable communication between
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the z/OS operator and the IMS MTO. The MTO should also have easy access to
the operators responsible for DASD and tape units.

When the IMS control region is started, the system parameters for that particular
instance of the system are listed in message DFS19291. The system parameters are
also listed in the job log. This information will help you understand the configuration
of a particular system. Understanding the configuration will be helpful in diagnosing
problems.

If you are restarting a control region and the CPLOG value has been changed from
the value set by system definition, the value displayed in message DFS1929I might
not be valid. Issue the /DISPLAY CPLOG command after the restart process has
completed to display the valid CPLOG value.

For online IMS systems, the control region automatically starts the DBRC address
space. If you are running an IMS DB/DC or DBCTL environment, you can specify
LS0=S as an EXEC parameter for the control region to start the DL/I address space.
The following rules apply:

» |IMS initialization waits until there is a separate address space available for
DBRC.

* You can start DBRC manually (if, for example, a JCL error prevented DBRC from
starting).

* When you restart IMS, you can change the specification of LS0=; IMS does not
use any prior specifications.

After the control region has started, the MTO enters an IMS command to start the
system. Select one of three ways of starting IMS:

1. Cold start
2. Warm start (also referred to as normal restart)
3. Emergency restart

Your operating procedures should include guidelines for the MTO in selecting the
right type of startup.

You can alternatively use automatic restart instead of having the MTO enter an IMS
command to restart the system. Specify AUTO=Y in the control region JCL to request
automatic restart. IMS selects a suitable checkpoint for restart and notifies the
MTO. You cannot use automatic restart if you:

* Want to perform a cold start

* Need to specify any options on the restart command (such as formatting system
data sets, changing security options, or restarting only one portion of a DB/DC
system)

* Need to override DBRC after a failure in which DBRC is unable to mark the
subsystem record in the RECON data set as abnormally terminated, such as in
the case of a power, CPC, z/OS, or DBRC failure

The following topics provide additional information:
« [“Setting the z/0OS TOD Clock” on page 93|

* |‘Setting or Changing Local Time” on page 93|

. “‘Performing a Cold Start” on page 95|
+ |‘Performing a Warm Start (or Normal Restart)” on page 95|

+ [‘Performing an Emergency Restart” on page 96|

+ [“SLDS Input to Warm Start and Emergency Restart” on page 97|
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« [“Specifying Security Options at Startup” on page 97

Setting the z/0OS TOD Clock

The z/OS time-of-day (TOD) clock setting is critical to the integrity of the IMS log.
The TOD clock is also critical to the proper functioning of IMS restart, data sharing,
XRF tracking and takeover, and RSR tracking and takeover.

Recommendation: Do either one of the following:

» Use an External Time Reference (ETR) device. Be sure to set it to use Universal
Coordinated Time (also known as Greenwich Mean Time) with the appropriate
offset for your local time zone. For information on using an ETR, seez/OS MVS
Initialization and Tuning Reference.

» Set the z/0OS TOD clock during IPL using Universal Coordinated Time, then set
the local time. See [‘Setting or Changing Local Time.”|

Attention: During IPL, do not set the TOD clock to a time and date earlier than
the immediate prior shutdown or failure. Setting the TOD clock back has severe
IMS database integrity and recovery implications. If you do set the TOD clock back,
you must reallocate the OLDSs using a different block size, reinitialize the DBRC
RECON data sets, take image copies of all DBDSs, and cold start IMS.

Setting or Changing Local Time
To set or change the local time, edit the CLOCKxx member (the TIMEZONE keyword)
of the SYS1.PARMLIB data set to set the current offset for local time. Then do one
of the following:

» If you have an ETR device, use it to set and change the time zone offset.
» If you do not have an ETR device, do one of the following to set or change the
local time:
— Use the SET CLOCK command to set the time zone offset.
Using the SET CLOCK command does not allow you to set a precise value for

your system’s time zone offset. Consequently, using this method may cause
IMS to report a local time that is inconsistent with the local time reported by
the operating system. For more information, see [‘Considerations for Setting|

— Re-IPL your system with the updated CLOCKxx member. This sets your time
zone offset to the precise value specified in the member.

You can reset local time whenever necessary, for example when changing from
standard time to daylight savings (or summer) time.

Considerations for Setting Local Time

IBM strongly recommends that you set your system’s time zone offset—the
difference between local time and Universal Coordinated Time (UTC)—to an integer
multiple of fifteen minutes. This is consistent with world time zone definitions and
ensures that the local time reported by IMS matches the local time reported by the
operating system.

IMS will function properly even if the time zone offset is not a multiple of fifteen
minutes. However, due to the way IMS stores time values internally, not following
this recommendation may result in IMS reporting a local time that is inconsistent
with the local time reported by the operating system.
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More About IMS Time Stamps and Setting the Time Zone Offset
IMS stores all date/time stamps internally as 12 bytes in the following
packed-decimal format:

YYYYDDDF HHMMSSth mijuAQQ$

The date and time fields (YYYYDDDF and HHMSSthmiju) are in Universal Coordinated
Time (UTC). The A field consists of 4 bits of flags used internally by IMS. The QQ$
field contains the signed packed-decimal local time zone offset for when the time
stamp was created. To get the local time, IMS adds the time zone offset—stored in
quarter hours (fifteen-minute intervals)—to the UTC stamp. For example, the time
stamp:

2000353F 06420588 4242032D
represents the UTC date and time of:
06:42:05.884242 on day 353 of 2000 (December 18th)

The QQ$ field of this time stamp is 32D, which represents a local time zone offset of
minus 32 quarter hours (or minus 8 hours west of Greenwich). Thus, the local time
represented by this time stamp is:

22:42:05.884242 on day 352 of 2000 (December 17th)

This format allows IMS internal time stamps to encode both the UTC time (to
provide an always-incrementing time that is not subject to daylight savings time
changes), and local time (to determine the “wall-clock” time for when the time stamp
was generated). If your time zone offset is set to a multiple of fifteen minutes, IMS
can accurately use the offset to convert from the UTC stored in the 12-byte time
stamp into the local time.

In this example, the local time will be consistent with the time reported by the
operating system. However, if your time zone offset is not set to a multiple of fifteen
minutes, the local time derived from this conversion will not be consistent with the
time reported by the operating system.

In the following example, the time zone offset is set to +01:55 (one hour and
fifty-five minutes east of Greenwich). A time stamp is generated at 15:00:00.000000
UTC time (16:55:00.000000 local time, using the current time zone offset setting).
IMS will construct an internal time stamp of:

2001240F 15000000 0000008C

The encoded time zone offset is 8C, or +8 quarter hours (2 hours). Because IMS
cannot store a time zone offset with a precision greater than fifteen minutes, it
rounds to the nearest fifteen minute boundary.

When this time stamp is converted back into local time, IMS reports a time of
17:00:00.000000, not 16:55:00.000000. This does not cause problems for IMS,
which uses the more accurate UTC form of the time stamp internally. However, you
will notice this rounding effect when you compare IMS-generated local times to the
current operating system time. For example, if you issue an IMS checkpoint
command on the system described above, the DFS0581 message will indicate two
different times, as shown below:
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16:55:00 DFSO58I 17:00:00 CHECKPOINT COMMAND IN PROGRESS

The first time value (16:55) is returned by the operating system; this value is
generated by using the z/OS time zone offset of +01:55. The second time value
(17:00) is returned by IMS; this value is generated from an internal IMS time stamp
that uses a time zone offset of +08 quarter hours (2 hours).

This behavior may also be encountered by application programs that compare the
local time stamp in the I/O PCB with the value returned from the z/OS TIME macro.
The 1/0O PCB local time represents the time when the message was received by
IMS. The data in this time field is derived from an internal IMS 12-byte time stamp
stored with the message.

In the following example, a message is received by IMS at 12:42 UTC on the
system described above. The local time is 14:37, based on the z/OS time zone
offset of +01:55. However, the time presented to the application by IMS in the 1/0
PCB local time field is 14:42, due to the rounding of the time zone offset.

Now, suppose the message is scheduled at 12:43 UTC, one minute after it arrived.
If the application program issues a z/OS TIME macro request, it will receive back a
local time of 14:38. If the application were to compare this time to the I/O PCB time,
it would appear as if the message was being processed before it was enqueued
(enqueue time = 14:42; process time = 14:38). This is only a problem for an
application program if it compares the 1/0 PCB time to a time generated from an
operating system time service.

Performing a Cold Start

Perform a cold start when starting the system for the first time, or after changing the
nucleus in a system definition. IMS never uses information from a previous
shutdown as input to a cold start.

In a nonshared-queues environment, a cold start assumes empty message queues,
so IMS discards any messages that exist. You must close the last OLDS used by
the online system before you attempt a cold start. You should also archive the last
OLDS before a cold start, so the OLDS is available if a database recovery is
required.

In a shared-queues environment, IMS does not discard messages on shared
queues. If you want to discard messages on shared queues, you must scratch the
shared-queue structures on the coupling facility, and scratch and reallocate the
CQS structure recovery data sets.

| Performing a Warm Start (or Normal Restart)

A warm start (or normal restart) is the most common way of initializing IMS. And it
is the recommended way of restarting after a controlled shutdown.

Use the /NRESTART command to perform a warm start or a normal restart. You can
use the FORMAT parameter to format various system data sets (something you might
want to do if you have reallocated any of the data sets). If you are running an IMS
DB/DC or DCCTL environment, and you request reformatting of any of the message
queue data sets, you must specify BLDQ on the /NRESTART command if IMS was
previously shut down command included either the DUMPQ or PURGE keywords.

If the MTO needs to dequeue transactions after a warm start, use the /DEQUEUE
SUSPEND command.
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If you want to reload MSDBs during restart, use the MSDBLOAD keyword on the
/NRESTART command.

Performing an Emergency Restart

After IMS terminates without a controlled shutdown, you must perform an
emergency restart. The one exception is if an emergency restart fails; in this case,
you must perform a cold start (use the /ERESTART COLDSYS command).

For an emergency restart, IMS restarts from the point of failure. Before restarting
IMS, the MTO must know whether system data sets must be reallocated and
reformatted during restart. shows symptoms (a message or abend
number) that indicate whether a system data set needs reallocation and
reformatting.

Table 16. Symptoms Indicating System Data Set Reallocation Is Needed. Key: N/A=Not

Applicable

System Data Set Write Error Read Error Data Set Full Open Error
WADS DFS414] DFS739I N/A DFS3256I
Message queue uo759 uo759 u0758 DFS986A
RDS DFS3127I u0970 N/A u0970
MSDB checkpoint or MSDB DFS2718l, N/A N/A DFS26811,
dump DFS2722] DFS2713l,

DFS2714l

The following situations cause the abends shown in[Table 16

U0758 An IMS internally generated /CHECKPOINT DUMPQ command failed after
messages DFS2061, DFS2071, or DFS208I because one of the message
queue data sets is full.

U0759 An error occurred while attempting to read or write the message queue data
sets.

U0970 The RDS or checkpoint table was not initialized, or restart was unable to
open the input log.

If the WADS has not previously been formatted, you should format it by specifying
the FORMAT WADS keywords on the /ERESTART command. If you want to reformat any
of the message queue data sets, specify the BLDQ keyword. If no checkpoint
specifying either DUMPQ or SNAPQ has been taken since the last cold start, specify
CHECKPOINT 0 on the /ERESTART command.

During Extended Specified Task Abnormal Exit (ESTAE) routine processing, IMS
issues message DFS06171 if the RDS buffers have been purged and the RDS has
been successfully closed. However, if you do not receive this message, you do not
necessarily have to reformat or reallocate the RDS.

Recommendation: You should reformat the RDS if you receive message
DFS31271 or abend UQ970, either of which indicate a read or write problem with the
RDS. However, if the error has nothing to do with the RDS, you should not reformat
the RDS.

If errors occur on both MSDB checkpoint data sets:
1. Issue the /ERESTART command.
2. lIssue the /DBDUMP DB or UPDATE DB STOP(UPDATES) command for the MSDBs.
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Shut down the system (in a controlled way).
Run the MSDB Dump Recovery utility.

Restart the system using an /NRESTART command, including the MSDBLOAD
keyword so that IMS can reload the MSDBs.

SLDS Input to Warm Start and Emergency Restart

SLDS input might be required to perform a warm start or emergency restart. When
the SLDS is required for restart, IMS dynamically allocates it. IMS also deallocates
any data sets previously allocated with the dynamic allocation macro (DFSMDA)
with IMSLOGR or IMLOGR2 as the DD name for the TYPE=SLDS statement. DBRC
provides the data set name and volume information for the dynamically allocated
SLDSs. However, DBRC does not provide the unit type information, so a DFSMDA
member with the name of IMSLOGR must provide the unit type.

In some cases, you may want to force IMS to read from the SLDS instead of the
OLDS during restart—for example, to prevent IMS from reading an OLDS that you
know is invalid or has been corrupted. To force IMS to read from the SLDS, you
need to delete the OLDS entry from the PRIOLDS and SECOLDS records in the
RECON data set. To delete an OLDS entry from the RECON data set, use the
DELETE.LOG OLDS (ddname) command, where ddname is the name of the primary
OLDS.

Specifying Security Options at Startup

Depending on your system definition, the MTO might be able to specify whether
IMS activates various security options during startup.|Table 17| shows the restart
command options that affect security. These options can be used with the
/NRESTART command or the /ERESTART COLDSYS command.

Table 17. Security Options on the /NRESTART or /ERE COLDSYS Command

System
Security JCL EXEC /NRE or /ERE
Macro Name Macro Options  Parameters Command Input System Security Level after Restart
SECLVL =NOSIGN SGN=N USER Signon active. Single signon per user for static users
TRANAUTH Signon and transaction authorization active.
CMDAUTH Signon, static, and ETO command authorization active.
CMDAUTHE Signon and ETO command authorization active.
MULTSIGN Signon active. Multiple signon per user (static users).'iI
=SIGNON SGN=Y NOUSER Signon not active.
=TRANAUTH TRN=Y NOUSER Signon and transaction authorization not active.
NOTRANAUTH Transaction authorization not active. Signon active.
=NOTRAN TRN=N TRANAUTH Signon and transaction authorization active.
=FORCTRAN TRN=F Signon and transaction authorization enforced.
=FORCSIGN SGN=F Signon enforced.
SGN=Z SNGLSIGN Signon active. Single signon per user (static users)
SGN=G Signon enforced. Multiple signons per user (static users)
TYPE =RACFCMD RCF=C NOUSER Signon and command authorization for ETO not active.
NOCMDAUTHE  Command authorization for ETO not active.
NOCMDAUTH Command authorization for ETO/static users not active.
RCF=S NOUSER Signon for ETO and static users not active.
Command authorization for ETO/static users not active.
NOCMDAUTHE  Command authorization for ETO/static users not active.
NOCMDAUTH Command authorization for ETO active.
CMDAUTHE Command authorization for static users not active.
=NORACFCM RCF=N CMDAUTHE Signon and command authorization for ETO active.
CMDAUTH Signon and command authorization for ETO and

static users active.
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Table 17. Security Options on the /NRESTART or /ERE COLDSYS Command (continued)

System
Security

JCL EXEC /NRE or /ERE

Macro Name Macro Options  Parameters Command Input System Security Level after Restart

TERMINAL =NO TERMINAL Terminal security active.

=YES NOTERMINAL Terminal security not active.

=FORCE Terminal security enforced

(NOTERMINAL invalid).

PASSWD =NO PSWD Password security active.

=YES NOPSWD Password security not active.

=FORCE Password security enforced (NOPASSWORD invalid).
TRANCMD =NO TRANCMDS Transaction command security active.

=YES NOTRANCMDS  Transaction command security not active.

=FORCE Transaction command security enforced

(NOTRANCMDS invalid).

Note:

1. This also applies to dynamic users signing on to ETO terminals where the user structure name is different from the user ID.

During restart, IMS always loads the security tables for signon, terminal, password,
and transaction command security from the active IMS.MATRIX data set.

Starting the IRLM

If you are running an IMS DB/DC or DBCTL environment, start the IRLM from the
z/OS system console using the z/OS START command. You must start IRLM
subsystems before starting the IMS batch or online subsystem. The IMS online
subsystem identifies itself to the IRLM subsystem during IMS initialization or restart.

If you are using the IRLM in a data-sharing environment, see [Chapter 14, “Data
[Sharing,” on page 223.|

Starting the CQS

In an IMS shared-queues environment, IMS starts the CQS subsystem during IMS
startup or restart if the CQS subsystem is not already running. After CQS is
running, the IMS online subsystem identifies itself to the CQS subsystem during
IMS initialization or restart. You can use the z/OS START command to start the CQS
subsystem if you want to ensure CQS is running before you start IMS.

If you register CQS with the z/OS Automatic Restart Manager, you do not have to
restart CQS after a CQS failure. And because CQS and IMS are separate
subsystems, you do not have to restart CQS after an IMS failure.

A CQS that supports only a resource structure must be started manually because
IMS does not start this CQS.

Starting Dependent Regions
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IMS dependent regions are z/OS regions that are separate from the IMS control
region, and that are logically dependent upon the IMS control region.

The following types of programs execute in dependent regions:

* IMS batch message programs (BMPs) and message processing programs
(MPPs)

* IMS Fast Path (IFP) message-driven application programs
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» Fast Path DEDB online utility programs
» Java batch processing (JBP) and Java message processing (JMP) applications

» Coordinator controller (CCTL) application programs (in the IMS DBCTL
environment)

You can start IMS dependent regions from the z/OS system console or the IMS
master terminal. From the z/OS system console, use the z/OS START command to
start a reader procedure (usually IMSRDR) to read the JCL for the region. From the
IMS master terminal, use the IMS /START REGION command to start a region. If you
do not specify a procedure name on the START or /START REGION command, IMS
uses the IMSMSG procedure.

You should not start IMS message regions and Fast Path regions with automatic
priority group (APG) initiators because IMS cannot control the dispatching priority of
an APG-initiated job or uniquely identify such jobs. You might need to start and stop
z/OS initiators for IMS message regions and Fast Path regions that have APG
initiators.

IMS can dynamically allocate up to 255 regions. The total number of regions
includes the number of regions allocated during IMS system definition plus the
number of dynamically allocated regions or CCTL threads.

The following topics provide additional information:
+ [‘Message Processing Regions’|

[‘Batch Message Processing Regions’|

[‘Fast Path Message-Driven Regions’|

[‘Java Dependent Regions” on page 100|
[‘DEDB Online Utility Regions” on page 100|
[‘CCTL Regions” on page 100

Message Processing Regions

One of the jobs in the IMS.JOBS data set contains the message region JCL. You
can define more than one set of JCL if necessary. The default job name is
IMSMSG. Parameters on the JCL EXEC statement define the transaction classes that
are eligible for processing in the region. After you start a message region,
transactions associated with the transaction classes supported by the region can be
scheduled. You can change these classes using the /ASSIGN TRAN or UPDATE TRAN
SET(CLASS (new_class_number)) command after you have started the region.

Batch Message Processing Regions

You can start BMP regions from the z/OS console or the IMS master terminal.
Generally, you use the z/OS console and a z/OS reader procedure to start a BMP,
unless the JCL for the job (using procedure IMSBATCH) is in the IMS.JOBS data
set. A JCL EXEC parameter indicates that the job is a BMP.

Fast Path Message-Driven Regions

You can start IMS Fast Path message-driven regions from the z/OS console or the
IMS master terminal. Generally, you use the z/OS console and a z/OS reader
procedure to start a Fast Path message-driven region, unless the JCL for the job
(using procedure IMSFP) is in the IMS.JOBS data set. A JCL EXEC parameter
indicates that the job is a Fast Path message-driven application program.
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Java Dependent Regions

You can start a Java message-driven dependent region. This region, which is called
a JMP region, is similar to an MPP region. The JMP region is started in the same
manner as an MPP region. The default job name is IMSJMP.

You can start a Java non-message-driven dependent region. This region, which is
called a JBP region, is similar to a BMP region. The JBP region is started in the
same manner as a BMP region. The default job name is IMSJBP.

DEDB Online Utility Regions

You can start all DEDB online utilities using procedure FPUTIL. Specify the utility in
the TYPE operand in the control data set.

CCTL Regions

Because a CCTL region is not part of an IMS subsystem, see your CCTL
documentation for information on how to start the CCTL.

Starting Transaction Manager

For remote terminal operators to enter transactions, you must initialize the IMS
Transaction Manager (for the IMS DB/DC and DCCTL environments). The
procedures are different for the different access methods and protocols:

* Virtual Telecommunications Access Method (VTAM)

« Basic Telecommunications Access Method (BTAM)

» Advanced Program-to-Program Communications (APPC/MVS)
 Intersystem Communication (ISC)

The following topics provide additional information:

« [‘Connecting to the VTAM Network’|

+ [‘Connecting to the BTAM Network” on page 101|

+ [‘Connecting to APPC/MVS” on page 102

« [‘Connecting ISC Sessions from CICS to IMS” on page 102|

Connecting to the VTAM Network
Before establishing a session with IMS for any terminal, verify the following:
* VTAM and the Network Control Program (NCP) are active.

» Controllers and logical units are active. If they are not automatically activated by
VTAM, the VTAM network operator can use the VTAM VARY command to activate
them.

» Controllers are powered on, appropriately configured, initialized, and activated for
VTAM and NCP.

Recommendation: Start VTAM before starting the IMS control region.

Use the /START DC command to establish communications between IMS and VTAM.
You also need to use this command in either of the following situations:

« If VTAM is stopped and restarted while the IMS control region is running

 If you terminate communications between IMS and VTAM using the /STOP DC
command
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The /START DC command tells VTAM to pass queued logon requests to IMS for all
terminals defined to VTAM as belonging to IMS. The /START DC command activates
the following processes:

Initiating IMS Transaction Manager processing
Opening the VTAM access method control block (ACB)
Enabling the IMS VTAM logon exit routine

Opening the primary and secondary VTAM master terminals if these terminals
were not opened during IMS initialization (due to the specification of
VACBOPN=DELAY in the DFSDCxxx IMS.PROCLIB member)

If VTAM is active when IMS starts, the IMS VTAM ACB is opened; otherwise, the
ACB is opened by the /START DC command. Any logon requests received by VTAM
before the IMS /START DC command, but after the IMS VTAM ACB has been
opened, are enqueued by VTAM until the /START DC command completes. If the
queuing of logon requests by VTAM causes operational problems, the specification
of VACOPN=DELAY in the DFSDCxxx PROLIB member can be used to delay the
opening of the VTAM ACB. When the master terminals are generated to use VTAM,
the master terminal operator will be unable to enter either the /NRE or /ERE
commands (including /ERE BACKUP) or the /START DC command. These commands
can be issued using automatic restart (AUTO=Y) or automated operations.

Before you can establish a session between IMS and a logical unit or node, the
logical unit or node must be active, connected, enabled, and available to VTAM and
started in IMS. You can activate logical units or nodes when VTAM starts using
VTAM start options, or a VTAM operator can activate them using the VTAM VARY
command.

Normally after you start IMS, all VTAM terminals have a started status. If you stop a
VTAM terminal with an IMS /STOP command, the terminal remains stopped after an
IMS warm start or emergency restart. You must use the /START NODE command
before issuing the /OPNDST (open destination) command to reactivate the terminal.

You must establish sessions between terminals and IMS before anyone can use
them to transmit data. Sessions can be initiated in one of the following ways:

* VTAM can automatically log them on (based on the VTAM terminal definition).
* The end user can log on.

* You can issue an IMS /OPNDST command (if they are not automatically logged
on).
* You can issue a VTAM VARY command.

Connecting to the BTAM Network

IMS automatically starts communications between IMS and BTAM when you start
IMS. After you start IMS, the telecommunication lines have a stopped status, but
the BTAM physical terminals normally have a started status. If you stop a physical
terminal with a /STOP command, the terminal remains stopped after an IMS warm
start or emergency restart. You can start the telecommunication lines, and physical
terminals if necessary, using the /START or /RSTART commands. Normally, you use
the /START command after an IMS cold start and the /RSTART command after a
warm start. The /RSTART command starts the terminals so that they have the same
mode they had when they were stopped at the previous system shutdown.
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Connecting to APPC/MVS

Before an LU 6.2 conversation can be established with IMS, the following must be
active: APPC/MVS, VTAM, and NCP.

Recommendation: Start APPC/MVS and VTAM before starting IMS.

When you specify APPC=Y in the IMS procedure, IMS automatically starts
communication between IMS and APPC/MVS. If you specify APPC=N in the IMS
procedure, you can use the /START APPC command to establish communications.

You also need to use the /START APPC command in either of the following situations:
« |f APPC/MVS is stopped and restarted while IMS is running

 If you terminate communication between IMS and APPC/MVS using a /STOP
APPC command

Connecting ISC Sessions from CICS to IMS

You can connect CICS ISC sessions to IMS in one of the following ways:

* You can initiate the session explicitly by specifying AUTOCONNECT YES on the
DEFINE CONNECTION command in the CICS system definition (CSD) utility, or by
specifying CONNECT=AUTO in the DFHTCT TYPE=TERMINAL program. When CICS is
started, it attempts to establish all sessions for which AUTOCONNECT is specified.

In order for session to be initiated, IMS must be active when CICS is started.
» The CICS operator can initiate a session by entering the following command:
CEMT SET TERMINAL(termid) [ACQUIRED | COLDACQ | RELEASED]

where termid is the four-character session name (defined on the DEFINE
SESSIONS command in the CSD utility), or the TRMIDNT in the DFHTCT
TYPE=TERMINAL program. The following describes the effects of the keywords for
the CEMT SET TERMINAL command:

ACQUIRED
Specifies normal resynchronization with the IMS half-session. CICS is in
session with the logical unit represented by the terminal.

COLDACQ
Specifies that no resynchronization is done.

COLDACQ is a special form of ACQUIRED, in which no resynchronization is
required. If the previous session abended, using COLDACQ overrides CICS
integrity control, which can lead to integrity problems. Also, check the
CSMT log for an activity keypoint (similar to an IMS checkpoint) after the
restart of a session following a CICS failure. If there is no activity
keypoint, reissue the CEMT SET TERMINAL(termid) COLDACQ command
after the next emergency restart.

RELEASED
Specifies that CICS is not in session with the logical unit represented by
the terminal.

Specifying RELEASED for a terminal that has an active session causes the
session to be terminated. Running transactions are allowed to finish
unless you also specify PURGE or FORCEPURGE.

The display area of the CEMT [INQUIRE | SET] TERMINAL command shows the
status of the CICS half-session. If the session initiates successfully, the status
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changes from REL (released) to ACQ (acquired). If the session does not initiate
successfully, CICS writes an error message to the transient data destination
CSMT.

* An application program can initiate a session implicitly by using the ALLOCATE
command. A program can use the ALLOCATE command only for the
SEND/RECEIVE interface.

Recommendation: Use the ALLOCATE SYSID form of the command because it
allows CICS to select an available session.

If a session is not immediately available, control is returned to the application
program if either of the following occur:

— The program issues a HANDLE CONDITION command.
— The program specifies NOQUEUE on the ALLOCATE command.

Otherwise, the command is queued until a session becomes available.

Each of the following conditions causes a session to be “not immediately
available”.

— All sessions to the specified system (or the specified session) are in use.
— The only available sessions are not bound.
— The only available sessions are contention losers.

Related Reading: For additional information on the ALLOCATE command and
subsequent processing, see CICS-Supplied Transactions.

» CICS automatic task initiation (ATI) can initiate a session.

To determine the primary and secondary RU sizes, CICS uses the values for the
RECEIVESIZE and SENDSIZE parameters on the DEFINE CONNECTION | SESSION
command in the CSD utility or the values for the RUSIZE and BUFFER parameters on
the DFHTCT TYPE=TERMINAL | SYSTEM program.

Restart after Shutting Down a Component of IMS

After performing the necessary recovery, you can reactivate the particular
component you shut down or detached. For example, if you take a database offline
because of an 1/O error and then recover it, you can again make it available to
applications.

Use the appropriate IMS command to restart the component. Most often, this
command is some form of the /START or UPDATE command. For example, use
/START DATABASE or UPDATE DB START(ACCESS) to restart a database or /START
PROGRAM to restart an application program. See [Table 66 on page 401| for the
appropriate keywords of the UPDATE command.

A list of restart commands and their corresponding shutdown commands is shown

in Table 18]

Table 18. Commands for Restarting Components of IMS

Corresponding Shutdown
Restart Command Command Affected Components

/OPNDST /CLSDST VTAM session
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Table 18. Commands for Restarting Components of IMS (continued)

Restart Command

Corresponding Shutdown
Command

Affected Components

/START /STOP Areas, databases, VTAM
/IDLE logons, lines, logical
/DBDUMP terminals, VTAM nodes,
/DBRECOVERY OLDS, programs, regions,
external subsystem
connection, transactions,
users
/RSTART /IDLE Lines, physical terminals,
logical links, VTAM nodes
/RELEASE /HOLD Conversations
/UNLOCK /LOCK Databases, logical terminals,
nodes, programs, physical
terminals, transactions
UPDATE UPDATE Areas, data groups,

databases, and transactions.
See [Table 66 on page 401|
for the appropriate
keywords.

Restart after Shutting Down IMS

You can restart IMS after you have done any necessary recovery. You can perform

three kinds of restart:

* Normal restart initializes the IMS subsystem without reference to any previous
execution of IMS (a cold start), or restarts a system that was terminated using a
checkpoint command (a warm start).

* Emergency restart initializes an IMS subsystem after a system failure. During an
emergency restart, IMS does the following:

— Closes the OLDS from the WADS

— Resets each active transaction to its last sync point

— Resets each active region (BMPs, and CCTL or ODBA threads) to its last

sync point

You do not need to restart connected ODBA application programs or CCTLs.
An IMS shutdown or failure simply disconnects from the ODBA application or
CCTL and generally does not affect it.

— Restores the databases to the last sync point

— Restores local message queues to their condition at the time of failure

An IMS failure does not generally affect shared message queues.
You must manually restart regions and BMPs. However, when restarting a batch
message processing region, IMS automatically determines the last BMP sync
point if you specified LAST as an EXEC parameter. Otherwise, IMS tells you what
the last BMP sync point was so you can specify it during restart.

If you have an IMS DBCTL standby environment, you can send the /ERESTART
command to the pre-initialized DBCTL subsystem. Doing this is faster than
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» Emergency restart with OVERRIDE is necessary after a failure in which DBRC is
unable to mark the SSYS record in the RECON data set as abnormally
terminated, such as a power, CPC, z/OS, or DBRC failure.

Automatic restart reduces MTO intervention and makes restart faster. With
automatic restart, IMS automatically chooses the appropriate restart command
(either /NRESTART or /ERESTART). If restart processing abnormally terminates before
initial checkpoint, the appropriate automatic restart command is the same type
(either /NRE or /ERE) as the aborted restart. The operator does not enter a restart
command. Specify automatic restart by including AUTO=Y in the JCL.

You can implement normal restart procedures easily, and generally do not need to

worry about it. However, an operator error could adversely affect system integrity in

the following situations:

* Specifying cold start after a /CHECKPOINT FREEZE | DUMPQ | PURGE command
when some messages are not completely processed

» Failing to supply the proper security options

Restriction: Do not change the IMS operating environment between shutdown
and normal or emergency restart. For example, if you change from a
nonshared-queues environment to a shared-queues environment, or change
coupling facility structure names, IMS abends during normal or emergency restart.

If you change the operating environment, you should cold start the IMS subsystem;
or you can use IMS online change (/MODIFY command) to make changes while IMS
is running.

The following topics provide additional information:

.

+ [‘Warm Start” on page 106

+ [‘Emergency Restart” on page 107|

+ [‘Deferring Backout of BMP Programs to Speed Emergency Restart’ on page 109

A cold start is required only when you first initialize IMS or after changing the
nucleus during a system definition. You must also cold start IMS after scratching
and reallocating shared-message-queue structures if these structures contained
messages.

Request a cold start using the /NRESTART CHECKPOINT O or /ERESTART COLDSYS
command. When you specify the COLDSYS keyword, the /ERESTART command
initiates a cold start, not an emergency restart.

In a nonshared-queues environment, a cold start assumes empty message queues:
if any messages exist, IMS discards them. In a shared-queues environment, IMS
does not discard messages on shared queues during a cold start. If any affinities
exist for VTAM generic resource groups, IMS deletes them. IMS never uses
information from a previous shutdown as input to a cold start.

Optionally, you can format the IMS message queue data sets, WADS, and RDS

during a cold restart. During a cold start, IMS loads all control blocks from the
system libraries.
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Depending on what you specified during system definition, you need to specify
whether IMS should activate the various security functions available in IMS. With a
cold start, IMS loads the security tables for signon, terminal, password, and
transaction command security from the active IMS.MATRIX data set.

In a shared-queues environment, any locked messages remain locked after the IMS
cold start until IMS (or other Common Queue Server client) unlocks or deletes
them.

If an emergency restart fails, you must perform a cold start using the /ERE COLDSYS
command. This restart does not perform any database recovery; you must do that
offline. You must close the last OLDS used online and also archive it because it
might be required for these database recoveries.

A warm start is the most common way to reinitialize IMS, and is the recommended
way of restarting after a controlled shutdown of IMS. Attempt a warm start only if
IMS terminated in an orderly manner. Specify a warm start using the /NRESTART
command.

Before starting IMS and entering the restart command, you must determine whether
IMS should:

* Reload MSDBs
* Format specific system data sets during restart
» Activate specific security functions during restart

The following situations require you to reallocate and reformat specific system data
sets after a controlled IMS shutdown:

* When a message queue data set is full (indicated by messages DFS206, DFS207,
or DFS208) and IMS was shut down by an internally-generated /CHECKPOINT DUMPQ
command.

* When a write error occurred on the RDS during checkpoint or restart (indicated
by message DFS31271).

* When you need to change the amount of space allocated to the WADS or a write
error occurs on the WADS during normal operation. You should change the
amount of space allocated to the WADS only after a controlled IMS shutdown.
You can replace a WADS that encountered a write error during normal restart
(/NRE) or emergency restart (/ERE). In any case, when IMS uses a new WADS,
you must format it during restart.

* When read or write errors occur on one of the MSDB data sets during normal
operation (indicated by messages DFS27181 or DFS27221).

For other error situations that require reallocation and formatting of some or all of
the system data sets, you must use the /ERE command.

Depending on what you specified during system definition, you need to specify
whether IMS should activate the various security functions available in IMS. With a
warm start, IMS loads the security tables for signon, terminal, password, and
transaction command security from the active IMS.MATRIX data set.

During a warm start, IMS:

* Reestablishes the status of the control region using control blocks that were
logged at termination
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» Optionally restores local message queues if IMS logged them (you issued a /CHE
DUMPQ | PURGE command)

* Restores in-doubt units of work so they can later be resolved

Unlike emergency restart, you might have to manually release any transactions on
the suspend queue. You can do this by either of the following:

* Re-executing the transaction by issuing a /START TRAN tranname command. This
command releases a specific transaction.

* Issuing a /DEQUEUE SUSPEND command. This command releases all transactions
on the suspend queue.

When using XRF with VTAM Multinode Persistent Session (MNPS), IMS operates in
an XRF environment and must use two ACBs: the Applid ACB and the MNPS ACB.
During a controlled shutdown, IMS closes the MNPS ACB and the Applid ACB.
Closing the MNPS ACB terminates MNPS tracking.

After a normal restart that follows this controlled shutdown, VTAM no longer
maintains persistent sessions. Therefore, when IMS opens the MNPS ACB, it does
not need to recover any previous sessions.

Related Reading: For more information about using the Extended Recovery Facility
with MNPS, see [IMS Version 9: Administration Guide: System|

Emergency Restart

IMS requires an emergency restart whenever it terminates without a controlled
shutdown. IMS restarts from the point of failure, as described below. Initiate an
emergency restart using the /ERESTART command.

With an emergency restart, IMS:
» Backs out DL/I in-flight units of work
* Applies committed but unwritten DEDB changes to the database

* Retains any in-doubt units of work for IMS subsystems connected to a CCTL or
to Recoverable Resource Management Services (RRMS), the z/OS syncpoint
manager.

* Resolves any unfinished External Subsystem Attach Facility (ESAF) units of work
with external subsystems

* Releases locked messages in a shared-queues environment

Before starting IMS and entering the emergency restart command, you need to
know the following:

» Whether system data sets must be reallocated and formatted during restart. See
|“Logging” on page 11|for information on how to allocate and format a system
data set.

* Whether IMS has cleaned up its resources. You can check for message DFS6271
or DFS627W to determine the previous ending status of the IMS resource
termination manager. These messages tell you if IMS successfully completed
resource cleanup processing. Successful resource cleanup guarantees IMS
restart without requiring a z/OS restart.

After an IMS failure, you can use the ESAF indoubt notification exit routine
DFSFIDNO to determine in-doubt units of work during restart of the failed IMS. You
can resolve the work outside of IMS. For more information about this exit routine,
see [IMS Version 9: Customization Guide]
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During an emergency restart, IMS restores the system to the status it had at the
last system checkpoint. Databases and areas reflect their content at the last sync
point for each dependent region. The local message queues reflect their content at
the time of the failure. And the system has just taken a new checkpoint. When you
restart the dependent regions, IMS reschedules the previously processing
programs. IMS also releases any transactions on the suspend queue.

After an IMS failure when XRF is used with VTAM MNPS, VTAM continues to
maintain persistent sessions until the timer specified by the PSTIMER= keyword
(specified in DFSDCxxx IMS.PROCLIB member) expires. If there is no XRF
takeover, then VTAM might continue to maintain active persistent sessions when
the MNPS ACB is opened after emergency restart. If this occurs, IMS issues the
command SETLOGON OPTCD=NPERSIST, which tells VTAM to drop all persistent
sessions being maintained. This is consistent with emergency restart processing
when the XRF USERVAR= keyword is used, which also has no session recovery.
IMS then issues the command SETLOGON OPTCD=PERSIST to start the normal session
persistence for all new sessions on the MNPS ACB.

If an emergency restart fails, you do not have to cold start the entire IMS
subsystem. [Table 19| shows the various restart commands and how they affect an
IMS system.

Table 19. Effects of Emergency Restart Commands on an IMS Subsystem

Emergency Restart Effect on the IMS DB or Effect on the IMS TM or
Command DBCTL Subsystem DCCTL Subsystem
/ERESTART COLDBASE Cold restart Emergency restart
/ERESTART COLDCOMM Emergency restart Cold restart

/ERESTART COLDSYS Cold restart Cold restart

* The /ERE COLDBASE command performs a cold start of the DB portion of an IMS
DB/DC subsystem.

If you use this command, you are responsible for the recovery of the databases.
IMS does not redo committed DEDB updates, and does not back out in-flight
updates for DL/I databases. IMS identifies and stops databases that have
in-doubt data or that need backout or recovery. You can backout in-flight DL/I
data by running the Database Batch Backout utility, for which you should close
(and, optionally, archive) the OLDS.

« The /ERE COLDCOMM command performs a cold start of the TM portion of an IMS
DB/DC subsystem.

This command initializes the message queues, recovers DEDBs, reloads
MSDBs, and backs out in-flight changes to DL/I databases. At the same time,
IMS maintains all existing in-doubt data.

» The /ERE COLDSYS command allows you to cold start both DB and TM.

This command is essentially a combination of both /ERE COLDBASE and /ERE
COLDCOMM, but it does not read the OLDS. Therefore, closing the OLDS is
essential. The processing described for both the/ERE COLDBASE and /ERE
COLDCOMM commands also pertains to /ERE COLDSYS.

Of the three forms of emergency restart command, you will likely use/ERE COLDCOMM
most often.

If an emergency restart (/ERE) fails and a subsequent emergency restart (/ERE
COLDBASE or /ERE COLDCOMM) also fails, you must issue the /ERE COLDSYS command
to restart IMS. You must also close (and optionally, archive) the last OLDS that was
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used online before performing this /ERE COLDSYS restart because the log must be
available in case database recovery is necessary.

Restrictions: Do not add a Fast Path DBD to the active ACBLIB between an
abnormal termination and an emergency restart. If you add a Fast Path DBD to the
active ACBLIB after abnormal termination of IMS, it is not accessible after the
emergency restart. If you make changes to a Fast Path DBD in the active ACBLIB
after the last warm start or online change (/MODIFY), an emergency restart may fail
with abend U0168.

If an IMS database encounters an I/O error and the Extended Specified Task
Abnormal Exit (ESTAE) routine is not able to execute, then IMS does not create an
EEQE and does not lock the error block. Consequently, an IMS emergency restart
does not detect the bad block. In this situation, you might need to use the OVERRIDE
keyword on the /ERE command or set the abnormal termination flag in the RECON
data set for the failing subsystem.

Deferring Backout of BMP Programs to Speed Emergency Restart

After a system-wide failure, IMS backs out the interrupted online programs as it
restarts. This backout must be complete before regular work can continue.

IMS lets you postpone backout of BMPs. This hastens restart if either of the
following is true:

* A BMP had run a long time since its last commit point and needs lots of data
backed out

* The program has a low priority and could have its restart postponed with no
trouble

If you postpone BMP backout, you must run the Database Batch Backout utility
some time before you rerun the BMP, or before you put the affected database back
online (in case other programs need it).

If you register the affected database with DBRC, DBRC prevents programs from
using that database before a backout is performed.

Use the NOBMP keyword on the /ERESTART command to request postponement of
BMP backout.

| Using z/0OS Automatic Restart Manager

I You can use the z/OS Automatic Restart Manager to restart a subsystem or a job

I after a failure of the subsystem or environment in which it is running. IMS supports
| the z/OS Automatic Restart Manager in the DB/DC, DBCTL, DCCTL, and XRF

| environments. The IRLM subsystem, CQS subsystem, Operations Manager (OM),
I Resource Manager (RM), and Structured Call Interface (SCI) also use the z/OS

I Automatic Restart Manager. IMS batch environments and IMS utilities do not

I support the z/OS Automatic Restart Manager.

After a failure, the z/OS Automatic Restart Manager will restart only the IMS control
region and the CQS subsystem (each independently of the other). Other regions
(such as DLISAS and DBRC) are in turn restarted by the IMS control region, and
IMS dependent regions are typically restarted using automation.

In an XRF environment, the active IMS subsystem is automatically de-registered
from the z/OS Automatic Restart Manager while the alternate IMS subsystem is in
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its tracking phase. Thus, the active subsystem is not be restarted after a failure;
instead, the XRF alternate takes over as expected.

The z/OS Automatic Restart Manager ignores AUTO=N in the IMS startup parameters.

If an IMS or CQS subsystem abends before it completes restart, it is de-registered
from the z/OS Automatic Restart Manager so that the abend can be fixed before
attempting restart again.

If an IMS or CQS subsystem that is registered with the z/OS Automatic Restart
Manager is cancelled by the z/OS operator (using the CANCEL command), that IMS
subsystem is not restarted by the z/OS Automatic Restart Manager unless the
operator includes the ARMRESTART keyword on the command.

Related Reading: For more information on how to register an IMS subsystem with
the z/OS Automatic Restart Manager, see |IMS Version 9: Administration Guide]

For information on how to register a CQS subsystem with the z/OS Automatic
Restart Manager, see|IMS Version 9: Common Queue Server Guide and

Restarting BMPs
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IMS does not automatically restart BMPs after a system failure. You need to start
them yourself after IMS has completed its restart processing.

The way in which you restart a BMP depends on whether its last checkpoint
records exist in the OLDS. When the last checkpoint records are in the OLDS, you
can specify one of four values during restart:

* The 8-byte checkpoint ID

» The 30-byte restart parameter [IIIDDDHHMMSSTHMIJU+0000 from message
DFS05401, where:

1] Is the region ID
DDD Is the day of the year

HHMMSSTHMIJU+0000 Is the time in hours, minutes, seconds, and
tenths, hundredths, thousandths,
ten-thousandths, hundred-thousandths, and
millionths of a second, plus the local time-zone
offset

e The value LAST
* Nulls (if you do not want to restart the BMP)

Specify this value as an EXEC parameter or place it in the 1/0 area. When you
specify LAST, you must not change the BMP’s job name, PSB name, or program
name; IMS uses these names to locate checkpoint information for the BMP.

If the BMP’s last checkpoint records are not in the OLDS, you must identify the
desired starting point in the program’s JCL (IMSLOGR DD statement) when you
restart it. This starting point is the last intermediate checkpoint the program took
before you shut the system down. When restarting a BMP from a checkpoint,
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provide the IMS log data set containing the information that was recorded at that
checkpoint. The input data set can be an OLDS, an SLDS, or a user data set
containing log records.

If the program issued XRST and CHKP calls, you can restart it from the last checkpoint
by specifying the checkpoint ID in the JCL and supplying, as input, the SLDS
created in the program’s previous execution.

Restarting Batch Jobs

Before you restart a DL/I batch job, ensure all database changes have been backed
out. IMS might have backed out the database changes dynamically if a
pseudo-abend occurred and you specified BKO=Y in the JCL and the data set resides
on DASD. Otherwise, run the Database Batch Backout utility.

To restart a batch job, specify the ID of its last checkpoint in the JCL and supply, as
input, the SLDS created in the program’s previous execution. The input is specified
on the IMSLOGR DD statement.

The batch job that is performing the restart must have the same job name as the
original. If you do not use the same job name for the restart, IMS cannot find the
checkpoint and the job fails with a U0102 error.

Reconnecting CCTLs or ODBA Application Programs

IMS DB system shutdown or failure generally does not cause the termination of a
CCTL or ODBA application program, but it does disconnect the CCTL or ODBA
application program. The CCTL or ODBA application program can automatically
reconnect after an IMS system termination, or a CCTL operator can manually
reconnect it.

Related Reading: For more information on reconnecting CCTLs, see |[IMS Versio
[9: Customization Guidd or your CCTL documentation.
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The following topics provide additional information:

+ [*Monitoring the System’]

[‘Processing IMS System Log Information’|

[‘Choosing Tools for Detailed Monitoring” on page 117
[‘Executing Recovery-Related Functions” on page 122|
[‘Gathering Performance-Related Data” on page 124
[‘Controlling Log Data Set Characteristics” on page 127]
[‘Formatting Newly Initialized Volumes for OLDS” on page 131|
[‘Connecting and Disconnecting Subsystems” on page 131|

Monitoring the System

In order to gather problem determination and performance information, you need to
monitor the status of the system on a regular schedule. For example, to determine
if you should start an extra message region, you might monitor the status of the
queues during peak load.

You can determine the current status of the system by issuing /DISPLAY STATUS or
QUERY DB STATUS commands, specifying the appropriate keywords. You can monitor
the status of the IRLM by using the zZOS command MODIFY irlmproc,STATUS.

You can use the /TRACE or UPDATE TRAN command to help diagnose system
operation problems. These commands turn on or off various IMS traces, which
record use of IMS control blocks, message queue and /O line buffers, and save
area sets. IMS records trace information on the IMS log unless you request that the
traces be recorded on an external trace data set. See ['Using the Trace Facility” on|
for more information. You can also use /TRACE to trace locking activities
and to start and stop the IMS monitor (see ['Using the IMS Monitor’ on page 117).

For the appropriate keywords for the /TRACE or UPDATE command, see |Tab|e 66 on|

Related Reading: For more information on monitoring, see |IMS Version 9:

|Administration Guide: Database Managel

Processing IMS System Log Information

The system log data sets are a basic source for statistics about the processing
performed by the online system. Individual log record types contain data that can be
analyzed in many ways. For example, you can select and format all activity
pertaining to a specified user ID, or about IMS pools.

The following topics provide additional information:
« [‘Using IMS System Log Utilities’]
« [‘Using the IMS Performance Analyzer for zZOS” on page 116|

Using IMS System Log Utilities

IMS provides several utilities to assist with extracting log records from the system
log. These utilities also assist with reducing and merging data that is spread across
several log data sets. You can use the Knowledge-Based Log Analysis utility to
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generate the JCL and control statements for many of these utilities. The
Knowledge-Based Log Analysis utility also provides its own set of log analysis and
formatting routines.

The following topics provide additional information:

» |“Deadlock Trace Record Analysis Utility (DFSKTDLO)”|

« |*File Select and Formatting Print Utility (DFSERA10)"|

* [IRLM Lock Trace Analysis Utility (DFSKLTAO, DFSKLTBO, DFSKLTCO)’]
* |“Log Record Processing Rate Analysis Utility (DFSKRSRO0)” on page 115|
+ [‘Log Summary Utility (DFSKSUMO0)” on page 115

* |‘Log Transaction Analysis Utility (DFSILTAQ)” on page 115|

 |“Statistical Analysis Utility (DFSISTSO0)” on page 115|

» |“Trace Record Extract Utility (DFSKXTRO0)” on page 116|

Deadlock Trace Record Analysis Utility (DFSKTDLO)
You can use this utility to format and summarize data extracted from X'67FF'
pseudo-abend records for database-related deadlocks.

Related Reading: For detailed information about this utility, see |[IMS Version 9.
[Utilities Reference: Systenl.

File Select and Formatting Print Utility (DFSERA10)

If you want to examine message segments or database change activity in detail,
you can use the IMS File Select and Formatting Print Program (DFSERA10). This
utility prints the contents of log records contained in the OLDS, SLDS, or the CQS
log stream. Each log record is presented as one or more segments of 32 bytes.
The printed output gives each segment in both character and hexadecimal formats.

You can specify selection criteria for a subset of the records rather than printing all
records. You can also specify a starting record number and the number of records
to process. You can use an exit routine to customize the selection and formatting of
the log records.

Although you can use the File Select and Formatting Print Program to copy entire
input logs, you can more conveniently use the Log Archive utility (DFSUARCO). You
use one or more SLDSs as input and specify a user data set as output. Also, you
need to specify DBRC=NO in the EXEC statement to prevent DBRC from making entries
in the RECON data set about your backup log. Making backup copies of the system
log data sets can be useful to obtain an alternative input source for statistics and
other monitoring activities occurring in parallel with production use of the system

log.

Related Reading: For detailed information about this utility, see |IMS Version 9:

Utilities Reference: Syster,

IRLM Lock Trace Analysis Utility (DFSKLTAO, DFSKLTBO,
DFSKLTCO)

The IRLM Lock Trace Analysis utility consists of the programs DFSKLTAO,
DFSKLTBO, and DFSKLTCO. In a DB/DC or DCCTL environment, you can use this
utility to generate reports related to problems with long wait times for lock requests.

Related Reading: For detailed information about this utility, see |[IMS Version 9.

[Utilities Reference: Systenl.
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Log Record Processing Rate Analysis Utility (DFSKRSRO)
You can use this utility to generate reports that summarize the volume of log data,
by log record type and subtype, that is generated by an IMS system.

Related Reading: For detailed information about this utility, see [IMS Version 9:
[Utilities Reference: Systent,

Log Summary Utility (DFSKSUMO)

In a DB/DC or DCCTL environment, you can use the Log Summary utility
(DFSKSUMO) to create a summary of the records contained in the log. You can
also create a detailed report based on specific search criteria.

Related Reading: For detailed information about this utility, see [[MS Version 9:

[Utilities Reference: System,

Log Transaction Analysis Utility (DFSILTAO)

In an IMS DB/DC or DCCTL environment, you can collect information about
individual transactions, based on records on the system log, using the Log
Transaction Analysis utility (DFSILTAQ). Many events are tabulated in the Log
Analysis report produced by this utility, including total response time, time on the
input queue, processing time, and time on the output queue.

You can select a start time for the report tabulation; analysis begins at the first
checkpoint after the start time. To control how much transaction activity is tabulated,
you can specify an interval (in minutes) of elapsed time from the start time before
the utility ends the tabulation, or you can relate the activity reported to a number of
IMS checkpoints.

You can retitle a Log Analysis report or change the sequence in which the detailed
transaction lines are printed. You can sort by transaction code or by any of the
fields in the report. You can also suppress printing so that the output is stored on a
DASD data set.

Using this utility, you can create an output data set, in system log format, that is a
copy of all or part of the input system logs. By having a copy of the system log, you
can monitor system activity without impacting the use of the OLDS for recovery.

Related Reading: For detailed information about this utility, see [IMS Version 9:
[Utilities Reference: Systen.

Statistical Analysis Utility (DFSISTSO0)

In an IMS DB/DC or DCCTL environment, you can produce several summary
reports using the IMS Statistical Analysis utility (DFSISTSO0). You can use these
reports to obtain actual transaction loads and response times for the system. The
statistics produced are dependent on the input system log data sets. The following
set of reports is produced:

» Telecommunication line and terminal (distributed traffic over 24-hour day)

» Transaction (distributed activity over 24-hour day)

» Transaction response

» Messages queued but not sent (listing by destination and by transaction code)
* Program-to-program messages (listing by destination and by transaction code)
* Application accounting

* IMS accounting
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Related Reading: For detailed information about this utility, see [I[MS Version 9:
[Utilities Reference: System,

Trace Record Extract Utility (DFSKXTRO)

You can use this utility to extract specific trace table entries that meet specific
selection criteria.

Related Reading: For detailed information about this utility, see |[IMS Version 9.

[Utilities Reference: System,

| Using the IMS Performance Analyzer for z/0S
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The IMS Performance Analyzer (IMS PA), program number 5697-B89, gives you the
information you need to increase your IMS system performance. IMS PA provides
more than 30 reports that can help optimize IMS system and application
performance.

Specifically, IMS PA:

« Offers an ISPF CUA® compliant user interface to build, maintain, and submit
report requests

* Provides revised, enhanced, and new reports

» Supports IMS Versions 5, 6, and 7 from a single load library

+ Allows the optional use of GDDM® for selected graphical reports
» Saves selected report data for reporting using PC tools

* Requires no dependency on GPAR

IMS PA produces a comprehensive set of reports (from management summaries to
detailed program traces), organized by level of detail and area of analysis, to meet
a broad range of IMS system analysis objectives, such as:

» System performance evaluation. IMS PA features help you monitor and
evaluate IMS system performance on a daily basis. Management level summary
reports express key values in terms of rates, ratios, and percentages. These
reports help you use IMS PA for trend analysis, comparative analysis of systems,
and evaluation of a system against installation standards. IMS PA’s fast and
efficient processing of monitor output data lets you produce long and frequent
traces to obtain an accurate view of your IMS system.

» System tuning. Reports that help you enhance IMS system performance
through system tuning are a key feature of IMS PA. Monitor output is
summarized and categorized to help you rapidly identify problem areas. Detailed
analysis reports help you investigate and evaluate these problem areas and also
the effect of changes to the system.

+ Application and program evaluation. IMS PA reports program activity in
message processing or batch regions. IMS PA can be a valuable tool for
evaluating existing applications and programs and validating whether new
applications and programs conform to installation standards. Program activity
reports and program traces add greatly to system documentation.

IMS PA produces alphanumerically collated report items in terms of ratios, rates,
and percentages to facilitate comparison of results without additional computations.
Schedules in progress, including wait-for-input (WFI) and BMPs, are reported.
Reports on IMS batch programs are also provided.

IMS PA is a functional replacement for IMS/VS Performance Analysis Reporting
(IMSPARS) and IMS Monitor Summary and System Analysis Program (IMSASAP).
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Related Reading: IBM also offers a number of other IMS database productivity
tools. IMS Support Tools is a set of database performance enhancements for your
IMS environment. These tools can help you automate and speed up your IMS utility
operations. They can also assist you in analyzing, managing, recovering, and
repairing your IMS databases. You can learn more about these tools on the Internet
at http:// www.ibm.com/software/data/ims/about/imstools/.

Choosing Tools for Detailed Monitoring

Many of the monitoring tools you can use to collect detailed data are also used for
general diagnostics. The principal tool provided by IMS is the IMS Monitor, which
allows you to monitor online subsystems. For a stand-alone IMS DB batch system
driven by an SLDS, use the Database Batch Monitor. You can also use IMS PA,
program isolation and lock traces, and the external trace facility.

For information about IMS PA, see [‘Using the IMS Performance Analyzer for z/0S’|

The following topics provide additional information:

+ [‘Using the IMS Monitor]

[‘Using the /DFSSTAT Reports” on page 119

[‘Using GTF Trace” on page 119|

[‘Using the z/OS Component Trace (CTRACE)” on page 119
[‘Obtaining Program Isolation and Lock Traces” on page 120|
[‘Using the Trace Facility” on page 121|

Using the IMS Monitor

The IMS Monitor collects data while the online IMS subsystem is running. It gathers
information for all dispatch events and places it (in the form of Monitor records) on
a sequential data set. You use the IMSMON DD statement in the IMS control region
JCL to specify the IMS Monitor data set. IMS adds data to this data set when you
activate the Monitor using the /TRACE command. The IMS MTO can start and stop
the Monitor to obtain snapshots of the system at any time. But, remember that the
IMS Monitor adds to system overhead and generates considerable amounts of data.

The following topics provide additional information:
+ [‘Controlling IMS Monitor Output’]

* [IMS Monitor Output Data Sets” on page 118§|

* |“Selecting IMS Monitor Traces” on page 118

. “‘Obtaining IMS Monitor Reports” on page 118|

Controlling IMS Monitor Output

Plan to run the IMS Monitor for short intervals and to control its operation carefully.
Shorter intervals also prevent the overall averaging of statistics, so that problems
within the system can be more readily identified. The IMS Monitor’s output can be
constrained by:

* Type of activity monitored

» Database or partition or area
* Dependent region

* Time interval
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IMS Monitor Output Data Sets

The IMS Monitor output can be either a tape or a DASD data set. Using DASD
eliminates the need to have a tape drive allocated to the online system. If you want
to use the Monitor frequently, you might find that permanently allocated space for a
DASD data set is convenient. One technique is to code DISP=SHR on the IMSMON
DD statement so that the reports can be generated as each Monitor run is
completed.

You must coordinate the report generation with the operator because each
activation of the monitor writes over existing data. Although this does not occur for
tape data sets, new volumes must be mounted. The volume is rewound, and a
mount request is issued each time you start the Monitor.

Recommendations:

* Do not catalog Monitor data sets. The Monitor can produce multiple output
volumes while IMS is running if the data sets are not cataloged.

If you want to have IMS dynamically allocate the Monitor data set, do not include
the IMSMON DD statement in the IMS control region JCL.

» Allow IMS to dynamically allocate IMS Monitor tape data sets. A tape drive is not
permanently reserved for the control region for dynamically allocated data sets.

Related Reading: For details of how to specify dynamic allocation for the IMS
Monitor data set, see |IMS Version 9: Utilities Reference: Syster

Selecting IMS Monitor Traces

After monitor requirements have been established, you can restrict the scope of the
IMS Monitor activity. Restricting the scope has the advantage of reducing the
impact of the Monitor on system throughput. However, you should not compromise
the collection of useful data. You can control what specific types of events are
traced by using specific keywords on the /TRACE command. For example, you can
monitor line activity, scheduling and termination events, activity between application
programs and message queues, activity between application programs and
databases, or all activity. You can also limit monitoring to:

» Particular databases, partitions, or areas
» Particular dependent regions
* A specified interval of time

Obtaining IMS Monitor Reports

You can obtain reports based on the IMS Monitor’s output by using the IMS
Performance Analyzer (IMS PA) or the IMS Monitor Report Print utility (DFSUTR20).
For information on IMS PA, see [‘Using the IMS Performance Analyzer for z/OS” on|

The IMS Monitor Report Print utility summarizes and formats the raw data (except
Fast Path data) produced by IMS and presents the information in a series of
reports. You can suppress the reports pertaining to DL/I calls and tabulated
frequency distributions.

The duration of the monitored events is determined by the entries for start and stop
of the Monitor. You cannot select a different time period for reporting, because
many of the timed events are not captured continuously but only when the Monitor
is started and stopped. For this reason, you should ensure that the Monitor is
stopped before taking any action to stop the IMS control region.
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Related Reading: For a description of the JCL requirements and utility control
statements for this utility, see |[IMS Version 9: Utilities Reference: System,

Using the /DFSSTAT Reports

The //DFSSTAT reports give you the number of database and Transaction Manager
calls issued by an application program and describe the buffering activity. These
reports are described in|IMS Version 9: Utilities Reference: System|

Using GTF Trace

You can use the z/OS Generalized Trace Facility (GTF) to record a wide range of
system-level events. The trace activity is controlled from the z/OS system console
using the MODIFY command. Output is spooled to a sequential data set that is used
by a generalized formatting utility. You can write exit routines that are called by the
formatting utility to edit the trace records and present the data as desired. The
following GTFPARS reports are of special interest for IMS:

* Job Summary report

This report lists the following for each of the IMS message regions and for the
control region: SVC counts, loading of modules, and EXCP, SIO, and IO timings.

» Detail Trace report lists the following:

For IMS message regions: detailed analysis of program management activity.
This analysis gives you the ability to investigate event sequences in detalil.

For the IMS control region: database I/O that is handled in the control region,
and network-related activity.

For all IMS regions running in parallel: Contention between regions (for
example, contention for access to a program library), and the flow of control
from the control region to the MPPs.

* Job Summary report of Master Address Space in z/OS

This report shows system paging activity.
» Detail Trace report of Master Address Space in z/OS

You can use this report for a detailed investigation of delays caused by paging.
» System Summary report

You can use this report for I/O subsystem analysis for all IMS data sets.

Using the z/OS Component Trace (CTRACE)

IRLM uses the z/OS component trace (CTRACE) facility to trace IRLM activity.
Because the trace output is in zZOS CTRACE format, you can use IPCS CTRACE
format, merge, and locate routines to process the buffer data.

Use the z/OS TRACE CT command to start, stop, or modify an IRLM diagnostic trace.
This command can be entered only from the z/OS master console. Entering the
commands requires an appropriate level of z/OS authority. IRLM does not support
all the options available on the command. You can also start the IRLM tracing by
placing TRACE=YES in the irimproc.

Related Reading: For information on the TRACE CT command for IRLM, see
[Version 9: Command Reference. For complete information on the command, see
z/0S MVS System Commands.

See [‘Tracing IRLM Activity” on page 126|for more information on IRLM traces.
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Obtaining Program Isolation and Lock Traces

PROGRAM ISOLATION TRACE REPORT PAGE 1
DATE: 08/10/89
TIME: 16:36 TO 16:37
DCB ##* REQUESTING %% ELAPSED  #%%* HOLDING *** ID TOTAL DCB TOTAL DMB TOTAL
DMB NAME NUM ID TRAN AND PSB NAMES  TIME TIME TRAN AND PSB NAMES ENQ'S ENQ'S ENQ'S
TABLEDBQ 1 0022D020 DE1Q PROGDE1Q 16:36:54 0:00.061 DE2Q PROGDE2Q
1
003BEOOC DE2Q PROGDE2Q 16:36:51  0:00.027 DEI1Q PROGDE1Q
1
007D901C DE2Q PROGDE2Q 16:36:34 0:00.036 DE1Q PROGDE1Q
1
008EF014 DE2Q PROGDE2Q 16:36:49 0:00.038 DEI1Q PROGDE1Q
1
0090401C DE1Q PROGDE1Q 16:36:50 0:00.072 DE2Q PROGDE2Q
1
00A06010 DE2Q PROGDE2Q 16:36:38 0:00.046 DE1Q PROGDE1Q
1
00A1401C DEIQ PROGDE1IQ 16:36:50 0:00.008 DE2Q PROGDE2Q
1
TABLEDBR 1 002A901C DE2R PROGDE2R 16:36:40 0:00.034 DEIR PROGDE1R
1
0045801C DEZR PROGDE2R 16:36:41  0:00.043 DEIR PROGDE1R
1
0072F024 DEIR PROGDEIR 16:36:30 0:00.053 DE2R PROGDEZR

In an IMS DB/DC or DBCTL environment, you can detect contention for a database
segment by examining the output produced by the Program Isolation Trace Report
utility (DFSPIRPO). To get the source data for the utility, issue the /TRACE SET ON PI
OPTION ALL command. To stop gathering source data, issue the /TRACE SET OFF PI
command. A control statement for the utility can select a start or stop time relative
to a specified date.

Tracing the program isolation function creates additional log records. These records
contain the enqueue or dequeue requests issued by the program isolation function
between sync points as a result of database updates, checkpoint, and message
handling events.

The Program Isolation Trace Report utility only reports those events that required
wait time. The report identifies the data management block (DMB) name, database
control block (DCB) number, relative byte address (RBA), program specification
block (PSB) name, and transaction code. The utility sorts all activity by RBA number
(shown as ID in the report). The report lists elapsed times for enqueues that
required a wait (during the trace interval) and totals the number of enqueues for
each ID, DCB, and DMB. The requesting PSB or transaction is considered the
holding PSB or transaction of the next enqueue waiting for the same segment. A
sample report is illustrated in In this report no elapsed wait time is
recorded for Fast Path.

Related Reading: For details of how to run the Program Isolation Trace Report
utility, see|IMS Version 9: Utilities Reference: Database and Transaction Managet,

Figure 9. Sample Program Isolation Trace Report
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You can use the File Select and Formatting Print utility to select and print trace
table and PI entries in the log records in the following ways:

* Specify an OPTION statement with the PRINT parameter and COND=E and
EXITR=DFSERA40 keyword parameters. The output is a report containing the
program isolation (Pl) trace records formatted in sequential order.
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Related Reading: For an example of this report and an explanation of the
headings, see WQS Version 9: Utilities Reference: System.

« Select only the log records that contain the trace using the IMS Trace Table
Record Format and Print Module (DFSERA60). Specify an OPTION statement with
the PRINT parameter and COND=E and EXITR=DFSERA60 keyword parameters. The
output is a report containing the Pl trace entries, the DL/I trace entries, and the
lock trace entries formatted to show these entries in sequential order. For an
explanation of the headings, refer to an assembly listing of the macro IDLIVSAM
TRACENT.

You can use a Program lIsolation Trace Record Format and Print Module output
report to find out more information:

» The level of control (LEV) column shows read only, share, exclusive control, and
single update activity.

* The return code (RC) column shows return codes from DFSFXC10 or the IRLM.
You can determine whether the caller had to wait for the requested resource, or if
the transaction caused a deadlock situation.

* The PST post code (PC) column shows the cause of the wait. If the entry is
X'60', a deadlock occurred.

You can reduce the number of records examined by specifying an additional OPTION
statement to the File Select and Formatting Print utility so that only records
confirming deadlock are printed.

IMS automatically resolves deadlock situations by using dynamic backout. But the
detection of deadlocks is important so you can modify your application design to
prevent future deadlocks.

The advantage of the Pl trace records report is that it shows where contention for a
particular segment or range of segments occurs. The report also shows which
transactions are competing within a database. It also shows high wait times that
might explain a delay in response time. One way to handle the segment contention
might be change the database design to separate some of the fields into an
additional segment type.

Using the Trace Facility

You can use the IMS Trace facility to write IMS trace tables internally or to an
external trace data set. IMS can write this external trace data set to either DASD or
tape:

» DASD data sets can be allocated by JCL or can be dynamically allocated.

* Tape data sets must be dynamically allocated.

Related Reading: For information on how to use the DFSMDA macro to create the
dynamic allocation members, see |IMS Version 9: Installation Volume 2: Systen
IDefinition and Tailoring|

You can also write the trace tables to the OLDS, but this could adversely affect
OLDS performance. The external trace data sets are independent of the OLDS, so
you can write trace tables to the external trace data sets even if the OLDS is
unavailable.

To display the status of traces, use the /DISPLAY TRACE command. This command
can be used to determine the status of the IMS traces in effect and the status of
any external trace data sets in use.
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Related Reading:

 See|IMS Version 9: Diagnosis Guide and Reference for information about:
— When and why trace tables are used
— The DFS2867A message when using external tracing to OLDS

+ Seel[‘Gathering Performance-Related Data” on page 124| for additional
information about defining and setting up trace facilities. See |IMS Version 9.]
[Messages and Codes, Volume 4 for information about the DFS2867A message.

Executing Recovery-Related Functions

While IMS is running, an IMS system programmer or operator might need to
execute functions relating to the recoverability of the system. These functions are
described in the following topics:

* [Ylssuing DBRC Commands’|

+ [‘Dumping the Message Queues’|

+ [‘Recovering the Message Queues” on page 123

+ [“Archiving the OLDS” on page 123

+ [‘Making Databases Recoverable or Nonrecoverable” on page 123
+ [‘Running Recovery-Related Utilities” on page 123|

Issuing DBRC Commands

You can issue batch and online (/RMxxxxxx) commands and DBRC API requests to
use DBRC functions. Authorization checking is supported for DBRC commands that
are submitted as batch or online commands. The IMS security administrator can
use a security product like RACF (Resource Access Control Facility), a security exit
routine, or both to control authorization of DBRC commands. Commands issued
through the z/OS console are always authorized.

Recommendation: Allow operators to use the /RMLIST and /RMGENJCL commands.
Restrict the use of /RMCHANGE, /RMDELETE, and /RMNOTIFY commands, because they
update the RECON data set.

Related Reading:

» For information on using DBRC commands in a data-sharing environment, see
[‘Online DBRC Commands” on page 232

« For information on how to control command authorization, see [IMS Version 9]
[Administration Guide: System|

* For detailed information about DBRC commands, command authorization specific
to DBRC commands, and DBRC API requests, see |IMS Version 9: Database|
[Recovery Control (DBRC) Guide and Reference,

Dumping the Message Queues
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If you want to save the message queues in a nonshared-queues environment, use
the /CHECKPOINT SNAPQ command. This command dumps the message queues to
the log without terminating the online system.

Recommendation: Schedule the /CHECKPOINT SNAPQ regularly because it shortens
the time required for emergency restart if a problem occurs on the message queue
data sets. Consider the following intervals:

* Whenever the OLDS is switched
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» Once each hour

* Once each shift

» Twice each day (midnight and noon)
* Once each day

For a shared-queues environment, use the /CQCHKPT SHAREDQ command to dump
the shared queues.

Recovering the Message Queues

In a non-shared-queues environment, you can recover the message queues during
an IMS restart if the previous shutdown included the DUMPQ or the SNAPQ keyword.
Specify the BUILDQ keyword on the /NRESTART or /ERESTART command to restore the
messages to the message queue data sets from the IMS log. Specify the FORMAT
keyword on the /NRE or /ERE command if you also want to reinitialize the message
queue data sets.

In order to use the /NRE BUILDQ command, the system must be shut down using a
/CHECKPOINT DUMPQ | PURGE command. To use the /ERE BUILDQ command, you
need only a prior /CHECKPOINT SNAPQ command.

Restriction: If a /NRE BUILDQ or /ERE BUILDQ command fails and you cold start
IMS or cold start DC, messages are lost and are not processed.

You can use the Queue Control Facility (QCF) program product (5697-E99) to
select messages from the OLDS (or SLDS) and reinsert them into the IMS
message queues after an IMS cold start.

Related Reading: See IMS Queue Control Facility for z/OS and [IMS Version 9.
[Diagnosis Guide and Reference|for more information about QCF.

For a shared-queues environment, CQS automatically rebuilds the message queues
if the coupling facility fails. You can also use the SETXCF START,REBUILD command to
rebuild the queues manually.

Archiving the OLDS

You should archive the OLDS to an SLDS at regular intervals. If you are not using
automatic archiving, the MTO should use the DBRC GENJCL command at regular
intervals to generate the JCL for the Log Archive utility, and should execute the
utility.

Making Databases Recoverable or Nonrecoverable

You can change recoverable full-function DBs to nonrecoverable (after deleting
recovery-related records from the RECON data set) by using the CHANGE.DB
NONRECOV command. You can change to recoverable again by using the CHANGE.DB
RECOVABL command.

Use the LIST.DB command or the DBRC QUERY TYPE DB API request to display
whether a database is recoverable.

Running Recovery-Related Utilities

Depending on your recovery strategy, the MTO might be responsible for executing
various recovery-related utilities at regular intervals. These could include:

» Database Image Copy utility (DFSUDMPO)
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* Online Database Image Copy utility (DFSUICPO)
« Database Change Accumulation utility (DFSUCUMO)

The MTO should also run these utilities when a database changes from
nonrecoverable to recoverable.

Gathering Performance-Related Data

IMS provides the DB Monitor and the IMS Monitor that gather and format IMS
performance-related data and record this data on a statistics log.

The DB Monitor is available to IMS batch systems; it can monitor the activity
between application programs and databases. The IMS Monitor is available to IMS
online systems. In addition to performing all of the functions of the DB Monitor, the
IMS Monitor can track and record information about activities occurring in the IMS
control region and data communication activities.

IMS uses the statistics produced by each Monitor to generate reports. The report
programs run offline and print reports that summarize and categorize IMS activities.

Related Reading: For additional information about the monitor report programs,
see |IMS Version 9: Utilities Reference: Database and Transaction Manager and
[IMS Version 9: Utilities Reference: Syster]

The following topics provide additional information:
+ [‘Using the DB Monitor]
* [‘Using the IMS Monitor” on page 125|

Using the DB Monitor
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The DB Monitor records performance data during execution of an IMS DB batch
system. The DB Monitor can be active during the entire execution of an IMS batch
job, or you can stop and restart it from the system console.

Activating and Controlling the DB Monitor

To activate the DB Monitor, specify MON=Y in the PROC statement of the batch job.
When you submit the job, IMS uses parameter substitution to update the PARM field
of the EXEC statement with a Y in the appropriate position.

To stop the DB Monitor, the system console operator can use the MODIFY
Jobname ,STOP command. Message DFS2215A displays on the system console when
the Monitor is inactive.

To reactivate the DB Monitor, the console operator can use the MODIFY
Jjobname ,START command.

Message DFS2216A displays on the console when the Monitor is active again.

Logging the Data from the DB Monitor

IMS records the data produced by the DB Monitor on either the batch log or a

separate DB Monitor log defined by the //IMSMON DD statement. Use the //IMSMON

DD statement in the batch procedure to control where the data is logged:

» To store the Monitor records on the batch log, either include a //IMSMON DD DUMMY
statement or omit the //IMSMON DD statement entirely.

» To store the Monitor records on a separate DB Monitor log, include a valid
//IMSMON DD statement.
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If, for any reason, IMS cannot open the DB Monitor log data set specified on the
//IMSMON DD statement, IMS displays message DFS22171 on the system console.
Batch execution continues, but the Monitor is inactive.

If the DB Monitor log device encounters I/O errors, IMS displays message DFS22191
on the system console. Batch execution continues, but the Monitor is inactive.

If you want to stop the Monitor and force an end-of-volume for the DB Monitor log,
use the MODIFY jobname,STOPEOV command. When you use the STOPEQOV keyword,
the batch region does not continue executing until the z/OS mount request for a
new data set is satisfied.

MODIFY Command Errors

If you enter an incorrect job name on the MODIFY command, z/OS issues an error
message. If you make some other error while entering the MODIFY command, IMS
issues message DFS22181I, followed by either message DFS2215A or message
DFS2216A.

Using the IMS Monitor

The IMS Monitor records performance-related data during execution of the IMS
online subsystem. When a significant event occurs within IMS while the IMS
Monitor is active, IMS passes relevant data to it. The IMS Monitor formats a record
describing the event, including the time stamps, and logs the event.

The following topics provide additional information:

+ [‘Activating and Controlling the IMS Monitor’|

* [*Monitoring Using the /TRACE Command’]|

[‘Logging the Data from the IMS Monitor’ on page 126
[1/O Errors on the IMS Monitor Log Data Set” on page 126
+ [*Monitoring IRLM” on page 126

+ [‘Tracing IRLM Activity” on page 126}

Activating and Controlling the IMS Monitor

If you create a DFSDCMON member in the IMS.SDFSRESL data set, you do not
need a DD statement in the IMS, DBC, or DCC procedures for the IMS Monitor
because IMS dynamically allocates and deallocates the IMS Monitor data set.
Otherwise, to activate the IMS Monitor, you must include a DD statement (using
IMSMON as the data set name) in the IMS, DBC, or DCC procedures to specify the
IMS Monitor log data set. When you include this DD statement, the IMS Monitor
becomes available. If the IMS Monitor is available but inactive, processor usage is
unaffected.

To start and stop the IMS Monitor, use the /TRACE command.

Monitoring Using the /TRACE Command

In addition to starting and stopping the IMS Monitor, you can specify the types of
events to be monitored using the /TRACE command. You can use the /TRACE
command to monitor some or all of the following:

» Telecommunication line and logical link activity
* Scheduling and termination events
» Activity between application programs and message queues

+ Activity between application programs and databases (full function and Fast
Path)
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You can also use the /TRACE command to limit the monitoring to:
» Particular databases, partitions, or areas

» Particular dependent regions

* A particular interval of time

Logging the Data from the IMS Monitor

If the IMS Monitor log data set is on tape, IMS issues a tape mount request each
time you start the IMS Monitor, and IMS rewinds the tape each time you stop the
IMS Monitor. If the IMS Monitor log data set is on DASD, IMS uses the same data
set each time you start the IMS Monitor. Therefore, you should process the log after
you stop the IMS Monitor before restarting it.

Recommendation: Start the IMS Monitor and allow it to run for a period of time,
and then stop it to write a “snapshot” of current activity on the IMS Monitor log.

You must stop the IMS Monitor before you take a shutdown checkpoint in order for
the report program to produce usable output.

I/O Errors on the IMS Monitor Log Data Set

If a permanent I/O error occurs on the IMS Monitor log data set, IMS stops the IMS
Monitor and issues message DFS2202. In this situation, you cannot restart the IMS
Monitor until you restart IMS because IMS does not close the IMS Monitor log data
set until you shut down IMS.

If the problem that caused the error has not been corrected when you restart IMS,
you should specify a different volume or unit for the new execution.

Monitoring IRLM
Use the MODIFY irlmproc,STATUS command to obtain information about IRLM
activity. This command provides:

* The IMS IDs of IMS subsystems using this IRLM
* The number of locks that are held and waiting for each subsystem on this IRLM
* |dentification of this IRLM: its subsystem name and IRLM number

Tracing IRLM Activity

The IMS Monitor does not collect IRLM trace activity. IRLM uses the z/OS
component trace (CTRACE) facility. Use the TRACE CT command to run the following
types of sublevel traces:

DBM Trace interactions with the identified DBMS.

EXP Trace any exception condition.

INT Trace member and group events other than normal locking activity.
SLM Trace interactions with the z/OS locking component.

XCF  Trace all interactions with the z/OS cross-system coupling services.

XIT Trace only asynchronous interactions with the z/OS locking component.

Related Reading: For a complete description of the z/OS TRACE CT command for

IRLM, see [IMS Version 9: Command Referencel
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Controlling Log Data Set Characteristics
Sometimes, you need to tune and modify log data set characteristics, for example,
in the following circumstances:
» After monitoring

= After changing your requirements for system availability, integrity, or operator
handling

For summaries of actions required for changing log data set design, see [Table 20
[Table 21 on page 129| and (Table 22 on page 130}

The following topics provide additional information:

» [‘Changing Online Log Data Set Characteristics’|

* [‘Changing Write-Ahead Data Set Characteristics” on page 129|
. “‘Changing System Log Data Set Characteristics” on page 130|
+ [‘Changing RECON Data Sets Characteristics” on page 130)

Changing Online Log Data Set Characteristics

Because you can restart IMS (warm start or emergency restart) with all input on
SLDS, you can reallocate the OLDSs between a shutdown (or failure) and a
subsequent restart. To restart IMS using SLDSs as input, you must delete the
PRIOLDS and SECOLDS records from the RECON data sets.

lists the actions required to change OLDS characteristics.
Table 20. Changing OLDS Characteristics

Modification Actions Required

BLKSIZEA 1. Shut down IMS.
Archive all OLDSs.

Delete PRIOLDS and SECOLDS records from the RECON data
sets, using the DELETE.LOG command.

Scratch all OLDSs.

Reallocate OLDSs with the new BLKSIZE.
Verify WADS space allocation.

Restart IMS (from SLDS).

w n

N o ok

Single to DuaP Shut down IMS.

Archive all OLDSs.
Allocate dual OLDSs.

Delete the OLDS records from the RECON data sets, using the
DELETE.LOG command. The primary OLDS records will be
deleted.

Change OLDSDEF specification to dual.
Change IMS startup procedure (0LDS DD statements), if required.

P wbh =

Compile DFSMDA macros, if required.
Modify operating procedures.
Restart IMS.

© ® N oo
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Table 20. Changing OLDS Characteristics (continued)

Modification Actions Required
Dual to Single® 1. Shut down IMS.
2. Archive all OLDSs.
3. Delete OLDS record from the RECON data sets, using the
DELETE.LOG command. The primary and secondary OLDS
records will be deleted.
4. Delete secondary OLDSs.
5. Change IMS startup procedure.
6. Modify operating procedures.
7. Restart IMS.
BUFNOE 1. Shut down IMS.
2. Change the OLDSDEF specification for BUFNO.
3. Verify CSA size.
4. Verify WADS space allocation.
5. Restart IMS.
Space, Location, or 1 ghyt down IMS.
Allocatiorf 2. Archive all OLDSs.
3. Delete PRIOLDS and SECOLDS records in the RECON data
sets, using the DELETE.LOG command.
4. Scratch and reallocate OLDSs.
5. Restart IMS (from SLDS).
Notes:

Changing OLDS Block Size: Changing OLDS block size affects WADS
space allocation. For information on how to calculate WADS space

requirements, see |IMS Version 9: Installation Volume 1: Installatior]
Verificatioa To change WADS space allocation, see [Table 21 on pagel

129. All OLDSs must have the same block size.

Changing the Mode: You must change your OLDSDEF specification in
the DFSVSMxx member in IMS.PROCLIB. IMS initialization requires
that at least three pairs of OLDSs be available. You must also
reconsider data set placement.

When changing from single to dual OLDS, each data set in a pair of
OLDSs must have the same space allocation (number of blocks).
Changing the mode from single to dual or from dual to single requires
changes in the following operating procedures:

» Skeletal JCL for archive (ARCHJCL member)

» Skeletal JCL for log recovery (LOGCLJCL member)

» Batch JCL for Log Recovery utility

» Batch backout JCL for online transactions and BMPs

If you warm start the IMS subsystem after changing from single to dual
OLDSs, the /DISPLAY 0LDS command does not show the secondary

OLDSs as IN USE until they have been archived once. The command
does, however, show dual OLDS logging.

Changing the Number of OLDS Buffers: Change BUFNO by
changing the OLDSDEF specification for BUFNO in the DFSVSMxx
member in IMS.PROCLIB.
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When you modify BUFNO, you should consider also modifying the
region size for the VSAM common segment area (CSA). The amount of
storage fixed for OLDS buffers is [BUFNO * BUFFERSIZE].

WADS space is also affected by BUFNO. For information on how to
calculate WADS space requirements, see |IMS Version 9: Installatiod
[Volume 1: Installation Verificatior]. To change WADS space allocation,

see |Tab|e 21|

4. Changing Space, Location, or Allocation: For the recommended
method of changing the space or location of your OLDS, or for
reallocating an OLDS on the same volume and with the same space,
follow the procedure for changing the BLKSIZE in note in this topic.

You can modify space, location, or allocation without shutting down IMS
in a non-XRF environment by using the following procedure:

a. /STOP OLDS nn
b. Archive all OLDSs.

c. Delete PRIOLDS and SECOLDS records in the RECON data sets,
using the DELETE.LOG command.

d. Scratch and reallocate OLDSs.
/START OLDS nn

Changing Write-Ahead Data Set Characteristics
lists the actions required to change WADS characteristics.
Table 21. Changing WADS Characteristics
Modification Actions Required
Single to DuaH

Shut down IMS.

Allocate new WADS.

Define a DFSMDA member.

Add DD statement in IMS JCL, if necessary.
Code WADS=D in IMS JCL.

Modify operating procedures.

Restart IMS with FORMAT WADS keywords.

No o ko=

Dual to Singld® Shut down IMS.

Code WADS=S in IMS JCL.

Delete DFSMDA member.

Remove DD statement in IMS JCL, if necessary.
Modify operating procedures.

Restart IMS.

L

Adding Spare

—_

Allocate a spare WADS.

Update WADSDEF specification in the DFSVSMxx member of
IMS.PROCLIB.

Define DFSMDA member.

Add DD statement in IMS JCL, if necessary.
Modify operating procedures.

/START WADS n (or wait until IMS restart).

n

o o~ w
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Table 21. Changing WADS Characteristics (continued)

Modification Actions Required

Removing Spare 1. /STOP WADS n (and wait for dynamic deallocation).
2. Scratch spare WADS.
3. Update WADSDEF statement in the DFSVSMxx member of

IMS.PROCLIB.
4. Remove DD statement in IMS JCL.
5. Modify operating procedures.
Space, Location, or 4 ghyt down IMS.
Allocatio 2. Scratch and reallocate WADSSs.
3. Restart IMS with FORMAT WADS keywords.
Notes:

1. Changing the Mode: WADS can be dynamically allocated and deallocated.
To reflect the new mode for WADSSs, you must update the following:
» Skeletal JCL for the Log Recovery utility (LOGCLJCL member).
e IMS startup procedure (WADS= execution parameter).

» All recovery procedures implemented to recover WADS errors or to close unclosed

OLDSs using WADS.

2. Changing the Space, Location, or Allocation: All WADS must have the same space
allocation (number of tracks) and be on the same type of device.

Changing System Log Data Set Characteristics

Converting from single to dual SLDSs requires modification in the skeletal JCL
(ARCHJCL member) and in all your operational procedures using SLDSs. In the
operational procedures, consider using the secondary SLDS when you experience
errors in the primary one. No modification is required for online processing because
IMS dynamically allocates SLDSs.

Changing the BLKSIZE requires modification in the skeletal JCL (ARCHJCL
member). All SLDSs required for online processing must have the same BLKSIZE.

Changing RECON Data Sets Characteristics
lists the actions required to change RECON data set characteristics.

Table 22. Changing RECON Data Set Characteristics
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Modification Actions Required
Adding Sparell 1. Define a spare RECON data set.

2. Compile DFSMDA macro for the spare data set or add DD
statement in IMS JCL and batch JCL if you do not use
dynamic allocation.

Removing Spare 1. Delete cluster.
2. Delete DFSMDA member in IMS.SDFSRESL or remove DD

statement from IMS JCL and batch JCL if you do not use
dynamic allocation.




Monitoring IMS

Table 22. Changing RECON Data Set Characteristics (continued)

Modification Actions Required

Replacing Active Recommendation: Stop all IMS subsystems and batch jobs
accessing the RECON data sets.

1. Define a spare data set with new space or allocate a spare
data set at a new location.

2. CHANGE.RECON REPLACE (RECONn)
3. Define a new spare data set.
4. Continue normal processing.

Single to Dual Recommendation: Stop all IMS subsystems and batch jobs
accessing the RECON data sets.

1. Define a spare RECON data set.
2. CHANGE.RECON DUAL

3. Define a new spare.

4. Continue normal processing.

Note:
1. Adding a Spare RECON Data Set: The spare data set must be in VSAM CREATE
mode.

Recommendation: For both online and batch, use dynamic allocation for RECON
data sets, and run with at least three RECON data sets.

| Formatting Newly Initialized Volumes for OLDS

If a newly initialized (or reinitialized, but unformatted) volume is to contain an OLDS,
you must format either the volume or the space occupied by the OLDS before the
online system uses it. If you do not format the volume, or if the block size of the
new OLDS data set is not the same as the existing OLDS data set, you can expect
severe performance degradation and excessive device and channel usage until IMS
completely fills the OLDS once. This problem is especially noticeable during
emergency restart and during XRF tracking and takeover.

You can use any of the following techniques for formatting a volume for an OLDS:
* Copy an existing OLDS (of the same size) into the new OLDS.

» Copy an existing volume into the new volume, scratch the volume table of
contents (VTOC), and allocate the new OLDS.

» Use another IMS subsystem to fill the OLDS (turn on all traces to the log and
issue checkpoint commands until the OLDS fills).

» Write a program that either writes at least one byte of data into each track on the
volume or fills the OLDS with maximum logical record length (LRECL) blocks.

Connecting and Disconnecting Subsystems

Before an IMS subsystem can access databases in an external subsystem,
(another program executing in a z/OS address space), such as DB2 UDB for z/OS,
you must connect the IMS subsystem to this other subsystem. IMS can only
connect to another subsystem if that subsystem is identified in the subsystem
member in IMS.PROCLIB. Specify the subsystem member name in the SSM EXEC
parameter. When specified to and accessed by IMS, the subsystem member name
cannot be changed without stopping IMS.
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Related Reading: For information on the SSM EXEC parameter, see [IMS Versio
[9: Installation Volume 2: System Definition and Tailoring)

Connections between an IMS subsystem and another subsystem can occur with or
without operator intervention, and without regard to which subsystem is available
first.

» Automatic connection: When the SSM EXEC parameter is specified, IMS will
automatically establish the connection when it processes the parameter.

» Operator-controlled connection: When the SSM EXEC parameter is not specified,
the connection will be established when the /START SUBSYS SSM command is
entered. The /START SUBSYS SSM command specifies the subsystem member in
IMS.PROCLIB that IMS will use in connecting to subsystems.

Disconnecting IMS from another subsystem is initiated with the /STOP SUBSYS

command, and normally completes without operator intervention. IMS will quiesce
all dependent region external subsystem activity prior to stopping the subsystem.
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Chapter 10. Making Online Changes

IMS supports two levels of change for modifying IMS resources online:

» Local online change, which allows you to make online changes to IMS resources
for one IMS

» Global online change, which allows you to coordinate online changes to IMS
resources across all IMSs in an IMSplex

Related Reading: For a description of what IMS resources can be modified and
how, see [IMS Version 9: Administration Guide: System.

Global online change is not supported in all IMS environments that support local
online change. Environments that require the MODSTAT/MODSTAT2 data sets do
not support global online change. Useto determine if global online change
is supported in your environment.

Table 23. IMS Environments That Support Online Change

Supports Local Online Supports Global Online
Environment Change? Change?
DB/DC Yes Yes
DBCTL Yes Yes
DBCTL-standby Yes No
DCCTL Yes Yes
FDR Yes No
RSR tracker Yes No
XRF active Yes Yes
XRF alternate No No

This chapter assumes that you are familiar with online change for IMS, and
provides guidance for the operator commands used to make online changes.

The following topics provide additional information:

+ [‘Commands Applicable to Online Change” on page 134

[‘Changing the System Definition Online” on page 135

[‘Changing Programs and Transactions” on page 136

[‘Implementing Security Changes Online” on page 136

[‘Changing MFS Formats” on page 138|

[‘Making Online Changes for DEDBs” on page 13§

[‘Making Online Changes for HALDBs” on page 138|

[‘Making Online Changes in an XRF Complex” on page 139

[‘Making Global Online Changes in a Sysplex that Uses XRF” on page 139

« [‘Global Online Change after XRF Takeover and DBCTL Standby Emergency|
Restart” on page 140

« [‘Online Change Performance Considerations” on page 140|
* |‘Performing a Cold Start” on page 140|

. :“Making Local Online Changes in a Sysplex” on page 142|

. “‘Making Global Online Changes in an IMSplex” on page 143
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Commands Applicable to Online Change
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When you want to perform an online change, you must make the inactive libraries
(those containing the changes to be made) active. Use the following operator
commands:

/MODIFY PREPARE
This command prepares an IMS for local online change and specifies which
resources to add, change, or delete. When you issue this command, IMS
prevents terminals from queuing messages to database programs or
transactions that will be changed or deleted.

/DISPLAY MODIFY
This command produces a list of the resources (that are to be changed or
deleted) that have work pending. No changes are accepted when work is
pending. Use this command to ensure no work is pending before issuing a
/MODIFY COMMIT or an INITIATE OLC command.

/MODIFY COMMIT
This command applies the changes specified in a preceding /MODIFY PREPARE
command. When this command completes successfully, modifications persist
across all IMS restarts.

/MODIFY ABORT
This command aborts local online change on an IMS and resets the status to
what it was before you issued a preceding /MODIFY PREPARE command. You
should use it when a /MODIFY PREPARE | COMMIT command is unsuccessful, and
you do not want to retry the online change until later.

INITIATE OLC PHASE(PREPARE)
This command prepares all of the IMSs in the IMSplex for global online change
by specifying which resources to add, change, or delete.

When running in an environment without RM (RMENV=N), this command prepares
a local online change on the IMS that processes it.

INITIATE OLC PHASE(COMMIT)
This command commits global online change on all IMSs in an IMSplex.

When running in an environment without RM (RMENV=N), this command performs
a local online change on the IMS that processes it.

TERMINATE OLC
This command aborts global online change on all IMSs in an IMSplex.

When running in an environment without RM (RMENV=N), this command
terminates a local online change on the IMS that processes it.

QUERY MEMBER
This command displays status or attribute information about IMSs in an
IMSplex, including local or global online change status, if applicable.

QUERY OLC
This command provides information about the OLCSTAT data set contents.

The following topics provide additional information:
+ [‘Local Online Change Command Sequence” on page 135|
+ [“Global Online Change Command Sequence” on page 135|
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Local Online Change Command Sequence

When you want to bring changes online locally in one IMS, you must make the
inactive libraries (those containing the changes to be made) active. Issue the
following sequence of commands:

1. /MODIFY PREPARE
2. /DISPLAY MODIFY
3. /MODIFY COMMIT

You might have to issue additional commands after /MODIFY PREPARE to display and
resolve work in progress that might cause the commit to fail.

Global Online Change Command Sequence

When you want to bring changes online globally in all IMSs in an IMSplex, you
must make the inactive libraries (those containing the changes to be made) active.
Issue the following sequence of commands:

1. INITIATE OLC PHASE(PREPARE)
2. /DISPLAY MODIFY
3. INITIATE OLC PHASE(COMMIT)

You might have to issue additional commands after INITIATE OLC to display and
resolve work in progress that might cause the commit to fail.

When running in an environment without RM (RMENV=N), this command sequence
performs a local online change on the IMS that processes it.

Changing the System Definition Online

You do not always need to rerun a complete IMS system definition to make
changes to the IMS subsystem. Examine the changes to see if an online change
can be made.

If the request does not involve changes to the IMS network or to static terminals,
you can probably make the change online.

The procedure to make changes to the IMS online system can be summarized:
1. If necessary, make required system definition Stage 1 input changes.
2. If necessary, perform a MODBLKS system definition.

3. If any security authorizations are altered, added, or deleted, run the Security
Maintenance utility to prepare the staging library, IMS.MATRIX.

You can also use the RACF command SETROPTS RACLIST(classname) REFRESH
to refresh the RACF resource profiles in the RACF data space. The default
resource classes shipped with RACF are listed in[IMS Version 9: Administratior]
in the topic about preparing to use RACF for security.

4. If necessary, run the MFS Language and MFS Service utilities.
If necessary, perform DBDGEN, PSBGEN, and ACBGEN.

6. As necessary, use the Online Change Copy utility to produce suitable copies of
the IMS.MODBLKS, IMS.ACBLIB, IMS.FORMAT, and IMS.MATRIX data sets.

7. Issue the appropriate online change command sequence to make the online
change at the proper time.

8. Verify that the required changes took place.

o
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If you need to undo or back out an online change, repeat the online change
command sequence without changing the inactive libraries.

Changing Programs and Transactions

In an IMS DB/DC or DCCTL environment, the online change PREPARE command
stops all incoming messages and transactions for a resource to be changed, but
does not affect messages that have already been queued. The online change
COMMIT command does not take effect until messages for a resource to be changed
or deleted have been scheduled (dequeued), so you must either wait for the
messages to be scheduled or stop the associated transactions.

If, for valid reasons, you do not want to wait for the messages to be scheduled (for
the online change COMMIT command to take effect), use the /STOP or /PSTOP
command to stop the associated transactions before issuing the online change
COMMIT command.

Recommendation: Plan to make your changes when activity associated with the
resource is low—when there are few transactions to be processed. When activity is
low, you will not have to wait long for messages to be scheduled or have many
transactions to stop if you do not want to wait.

You must stop all message-driven Fast Path programs and wait-for-input programs
that refer to resources to be changed or deleted because the online change COMMIT
command does not execute if any wait-for-input programs have been scheduled.

Also, any active conversations involving resources to be changed or deleted must
complete before the online change COMMIT command can complete.

Implementing Security Changes Online
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While IMS is active, changes to RACF security definitions are made completely
outside of IMS. The following general procedure describes how to make changes to
RACF:

1. In the RACF database, update the RACF security profiles that describe IMS
resources (such as transactions and commands) by issuing RACF commands.

2. Issue the RACF command SETROPTS RACLIST(classname) REFRESH to refresh the
profiles for the appropriate security class in the RACF data space.

The remaining part of this section describes how to make changes to SMU security
while IMS is active.

You can use online change for system definition, including changes to system
security. Without restarting the IMS online system, you can:

» Change transaction and terminal authorizations

* Maintain currency of passwords

» Add security for terminals, command transactions, or passwords
* Refresh security matrixes for IMS resource access

The basic procedure is:
1. Make your security definitions ready.
2. Execute the IMS Security Maintenance utility.

3. Coordinate copies of the inactive IMS.MATRIXA/B and IMS.MODBLKSA/B
libraries.
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4. Give the MTO instructions to perform an online change using the online change
/MODIFY or INITIATE command.

The following topics provide additional information:
* |‘Preparing for Online Security Changes”|
* |“Activating Online Security Changes;|

Preparing for Online Security Changes

To modify the security matrixes using an online change, you need to prepare the
changes to the Security Maintenance utility input and then:

1. Run the Security Maintenance utility to prepare the staging library, IMS.MATRIX.

2. Use the Online Change utility to produce a suitable copy of the IMS.MATRIX
data set in the inactive library.

3. Use the Online Change utility with a PARM value of U to copy from the staging
library to the inactive IMS.MODBLKSA/B library.

This step is necessary because active MATRIX data sets must correspond to
active MODBLKS data sets. When the IMS starts, it determines the active
security matrixes by checking the entries in the IMS.MODSTAT data set (or the
OLCSTAT data set, if global online change is enabled) for the DD statement of
the initially active IMS.MODBLKSA/B data set. For example, if IMS.MODSTAT
contained an entry MODBLKSA, the data set specified on the MATRIXA DD
statement would be currently in use for security checking.

4. Tell the MTO when to perform the online change.

If your online security change is only for modifying security checking tables and not
for modifying transactions, programs, or databases, you do not need to perform a
MODBLKS system definition. However, you must use an unmodified MODBLKS
data set when you execute the Security Maintenance utility.

Activating Online Security Changes

The MTO enters a sequence of online change commands to replace the set of
security matrixes and resource checking tables. The prevailing security options and
timing determine what is replaced:

 If transaction authorization is inactive because the control region JCL specifies
the EXEC parameter TRN=N, IMS does not load the equivalent security tables as
a result of the online change command.

» If you want security maintenance to be done on a specific day or not at a busy
time, give these instructions to the MTO.

To begin the online change process, enter the /MODIFY PREPARE or INITIATE OLC
PHASE (PREPARE) command with the MODBLKS or ALL keyword. If you include a new
type of security checking within the inactive security data set, use the /MODIFY
PREPARE MODBLKS or INITIATE OLC PHASE(PREPARE) TYPE(MODBLKS) with the option
parameter, where option can be one or more of the following keywords: PSWD, RACF,
TERMINAL, or TRANCMDS.

Restriction: The RACF, TERMINAL, and TRANCMDS keywords are not supported for the
IMS DBCTL environment.

If you omit an option for a type of security checking that is not currently active, IMS
does not implement it. If you include an option for a type of security checking that is
currently active, IMS ignores the option. If the content of the inactive security data
set conflicts with the currently active secu