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~ Coming to a GPU
near you in 2007!




Informix Cheetah

On line Transaction Processing Integrated Solutions

V.11 - new features increase the

performance of IDS for OLTP.
Multi-Active node Cluster with
High Availability

IDS is IBM'’s leading data server for
industrial-strength integrated solutions.

Low DBA effort Key Industries
Low DBA requirements are a strong IDS has significant market presence
selling point. Express and Workgroup within key industries including Telco,
Editions available. Government, Retail & Banking

IDS is a “lead-with” data server for ANY OLTP oppty
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Avallabllity....

Availability Uptime Downtime Limit

Level Class Per Year
comprise the 99.9%
application: namely,

How Iong it .takes for = 991999% FEyr—
the application to be

restored once a failure — 99.9999% 30 Seconds
has occurred.
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What is HDR?

What is HDR?

HDR is the duplication of data from a primary database
server to a secondary database server

Machine 1 Machine 2

v Secondary

databse Connection using TCP/P (latabase

server
Server

server
Server

read only
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HDR (cont...)

(Pre cheetah)

—Cheetah allow read/write operations

 When Primary server goes down, secondary server takes over as
Standard server
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HDR — How It works
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DRINTERVAL

Sets maximum time lag in
seconds for HDR buffer
transmission

Set to ‘-1’ for synchronous.




Primary

Logical Log Buffer

HINSERT

Secondary

Asynchronous

Logical Log Buffe
) 1O

HUPBEF [———P»

HUPAFT
HINSERT

Synchronous
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What If Network Is Down:
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Users reading and
updating database |

DRAUTO Case

ping timeout
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Users reading and
updating database

Running
Reports



o Walmart (HPUX)

e PZU (AIX)

 Wells Fargo Bank (Sun)

« Rakuten (Sun)
 German Border Patrol (Sun)
 Phonehouse.DE (Sun)
 Huawel (AIX,HPUX,Sun)

Avallability with IDS is platform independent

2008

IBM Rational
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» Failure Detection Time
- Network speed + OS tuning
« Failover Time
= HDR takes 3 to 5 seconds
* Recovery Time for Open Transactions
— When failover occurs, open transactions must be rolled back
— Time for rollback is dependent on length of transactions
— OLTP transactions should be short
— Application may need to be changed to reduce recovery time

Frequency of failures is the main determining factor
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« RTO_SERVER_RESTART allows users to specify a target
amount of time the server is allowed for fast recovery.

« RTO_SERVER_RESTART values:

— 0 — off, uses CKPTINTVL to trigger checkpoints (<=
10.0 functionality).

— 60 to 1800 seconds (1 — 30 minutes).

« Server will automatically monitor current workload and
adjust checkpoint frequency to meet RTO policy.

« Server will fine tune with each fast recovery to improve
predictability.

« Dynamically updatable with and
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e AIX HACMP
e HP ServiceGuard
e Sun Cluster PDB

Choice of hardware vs. software solution
e Hardware solution is dependent on hardware vendor

e Additional time needed for database initialization.

 Ultimate choice is cost dependent



e Shared Disk Secondary (SDS)
 Remote Standalone Secondary (RSS)

— HDR, RSS & SDS technology can be used in any combination.

e “MACH-11"is not:

— Just 1-to-N HDR.




Shared Disk Secondary

ri

— Distributed read/write = -
=I Shared
- Disk

« Multiple Redundancy
* Lower cost of ownership
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Remote Standalone Secondary
Evolution of HDR

— Distribute workload Remote Secondary server

e.g. Denver, Colorado

— Improve performance
— Increase capacity

Remote Sec_;ond_ary server Remote Secondary server
e.g. Mexico City, MX e.g. Shanghai, China
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RSS — Backup to the Backup_
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RSS: Primary — How It Works

Secondary
List
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dr_secapply RSS_apply

logrecover

bld_logrecs
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IBM Information Management

The server at location B fails

HDR Traffic

offline I

RSS Traffic

\ Shared disk
Location A -
Server 1 \

Location B

Shargd disk
I HDR Traffic | Primary
NOT shown: one or more . :
CLR instances providing — | .

another layer of disaster -/ il
recovery redundancy!!

© 2008 IBM Corporation

IDS Cheetah
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Connection Manager
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Arbitrator

Is Primary
Really Down?
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%

e SDS can be used with HDR and RSS.

« SDS can be promoted directly to primary: L UU
onmode —d set primary SDS <sds_instance to promote>

When the primary is changed, other instances ‘follow the change’.

 QOrder of failover should be:
1. To an SDS instance.
2. To the HDR secondary.
3. To an RSS instance.
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» Redirected Writes
— Allow HDR,SDS,RSS to handle queries which modify data ‘@
» Update processing spread between SDS node and Primary
* Network Services
— Runs as a separate middle layer outside IDS

— Clients connect to this middle layer rather than directly to an
SDS or Primary node

— Detects when an RSS or SDS node fails
* Provides application redirection
— Provides automatic failover to RSS or SDS nodes
o Administration via IDSAdmin
— Configure and start new nodes
— Better graphical representation of clusters
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IDSAdmin Tool

Continuous Availability - Mozilla Firefox

Tools Help

¥ Gcolc ]
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Health Center
Alerts
Diashboard

Logs
Admin Command
Cnline Messages
CnBar Actl

105 Clusterl

User Privieges
Wirtual Frox
Auto Update

Server S@atus Connection Statu  Workload Lag Time

nsferring data from serve



IDS MACH11 LifeDemo

4
h

Mach1l . .wrf







