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Preface

This IBM® Redbooks® publication targets CICS® Transaction Server V1.3 and V2.2
customers who plan to implement IBM CICS Performance Analyzer. With this tool, you can
produce a wide range of reports and extracts to help you tune and manage CICS systems.

The first part of this book begins with an overview of CICS-provided tools and utilities that
help you gather and analyze performance data. Then it introduces the CICS Performance
Analyzer product and its various report generating options. It also shows you how to import
the extracted performance data into spreadsheets for further analysis.

The second part of this book takes you through a series of scenarios that cover major CICS
components and interfaces. These include CICS-VSAM interface, CICS-DB2 Attachment
Facility, CICS use of the MVS™ System Logger, Java™ applications in CICS, and others. For
each scenario, you see how you can extract the relevant performance data using CICS
Performance Analyzer. You can then use this data to improve the overall system performance
or to compare different execution options at run time.

This Redbooks publication explores the new functionality of CICS PA Release 1.3, including
IBM WebSphere® MQ and how CICS PA now handles System Management Facility (SMF) 116
records. It looks at the new CICS Monitoring Facility (CMF) reports such as the Wait Analysis
and Temporary Storage Usage reports. It aslo explains the Historical Database (HDB) facility for
maintaining a history of CMF performance data for longer term reporting or exporting to DB2®.

Note: This book is based on the Redbooks publication IBM Tools: CICS Performance
Analyzer V1.2, SG24-6882.

The team who wrote this book

This Redbooks publication was produced by a team of specialists from around the world
working at the International Technical Support Organization (ITSO), Poughkeepsie Center.

Chris Rayns is an IT Specialist and project leader at the ITSO, Poughkeepsie Center in New
York. Specializing in security, Chris writes extensively on all areas of S/390® security. Before
joining the ITSO, he worked in IBM Global Services in the United Kingdom (UK) as a CICS IT
Specialist.

Shirley Collins is a Technical Writer with Fundi Software in Perth, Western Australia. She is
a member of the development team for CICS Performance Analyzer, IMS™ Performance
Analyzer, and IMS Problem Investigator. Prior to this position, she was with IBM Australia
after starting out as a programmer/analyst on financial systems. She holds degrees in
mathematics and education.

Eugene Deborin is a Consulting Information Technology Specialist at the ITSO,
Poughkeepsie Center. He writes extensively and teaches IBM classes worldwide about all
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Part 1

CICS Performance
Analyzer overview

Part 1 offers a theoretical look at CICS Performance Analyzer. It introduces the CICS
Performance Analyzer product, a component of the IBM CICS Tools family. It explains how
CICS reports performance information. Then it takes you through the main CICS
Performance Analyzer menus and options. This part presents an overview of performance
reports and extracts that CICS Performance Analyzer can generate. It also shows how you
can process extracts using a variety of tools.

Part 2 presents a practical look at CICS Performance Analyzer. It takes you through actual
scenarios. It shows you how to run CICS Performance Analyzer reports and extracts to
analyze system performance. Part 2 also discusses the CICS Performance Analyzer
Historical Database (HDB).
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CICS performance management

This chapter discusses the basics of CICS performance monitoring and tuning methodology.
It introduces two complementary CICS performance tools to help you analyze and improve
the performance of your CICS systems:

» CICS Performance Analyzer (CICS PA)
» CICS Performance Monitor (CICS PM)

It also mentions the following CICS tools:

CICS Online Transmission Time Optimizer
CICS Interdependency Analyzer

CICS Business Event Publisher for MQSeries®
IBM Session Manager for zZOS®

CICS VSAM Recovery

vyvyvyyvyy

This chapter describes the tools that CICS itself provides to help you gather data that serves
as input to CICS Performance Analyzer. Plus it describes CICS statistics processing and
monitoring utilities that you may find useful to use in conjunction with CICS Performance
Analyzer.
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1.1 How to approach CICS performance monitoring and tuning

CICS performance management is the process of continuously monitoring, analyzing, and
improving the behavior of your system so that you meet the service levels that you are
committed to. Good performance is the achievement of the agreed service levels. It means
that system throughput, system availability, and response times meet user’s expectations
using resources within the budget.

There are several basic steps in tuning a system, some of which may be iterative:

1.

Set up performance objectives.

Performance objectives often consist of a list of transactions and expected response times
for each. Ideally, through them, good performance can be easily recognized. Therefore,
they must be:

— Practically measurable
— Based on a realistic workload
— Within the budget

The performance objectives must be agreed upon and regularly reviewed with the users.

. Decide on measurement criteria.

Performance objectives may be defined in such terms as:

— Desired or acceptable response times, such within which 80% of all responses occur
— Average or peak number of transactions through the system
— System availability, including mean time to failure and downtime after failure

Gather the performance data of your production system.

CICS provides a variety of tools that help you gather performance data for online
monitoring or statistical analysis.

. Analyze this performance data.

Use the online performance monitoring and the offline performance reporting tools and
apply the methodology described in Part 3 of CICS Transaction Server for z/0S CICS
Performance Guide, SC34-6009.

5. Adjust the system as necessary.

6. Continue to monitor the performance of the system and anticipate future constraints.

1.2 CICS tools

In recent years, in response to customer requirements, IBM has developed an extensive
portfolio of tools for use by customers running CICS Transaction Server on OS/390® or z/OS.
Currently, the CICS tools portfolio includes:

4
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CICS Performance Analyzer

CICS Performance Monitor

CICS Online Transmission Time Optimizer
CICS Interdependency Analyzer

CICS Business Event Publisher for MQSeries
IBM Session Manager for z/OS

CICS VSAM Recovery
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These tools complement the comprehensive range of IBM @server zSeries® tools:

» Data Management Tools (for example, IBM DB2 Performance Monitor for OS/390, IBM
DB2 SQL Performance Analyzer for OS/390)

» Application Development Tools (for example, IBM Fault Analyzer for z/OS and OS/390,
IBM File Manager for z/OS and OS/390, Debug Tool for z/OS and OS/390)

» System Management and other tools (for example, CICS VSAM Recovery)

Together with these other tools from IBM, CICS tools provide customers with an opportunity
to significantly reduce the total cost of ownership of their z/OS and OS/390 systems.

1.2.1 CICS Performance Analyzer

CICS PA is a reporting tool that provides information about the performance of your CICS
systems and applications. It helps you tune, manage, and plan your CICS systems in an
efficient way.

CICS PA provides a Historical Database (HDB) facility to help you manage the performance
data for your CICS transactions.

CICS PA provides reports and extracts using the data that is normally collected by your
system in system management facility (SMF) data sets:

» CICS Monitoring Facility (CMF) performance, exception, and transaction resource class
records (type 110)

» DB2 accounting records (type 101)

» WebSphere MQ accounting records (type 116)

» System Logger records (type 88)

CICS PA is designed to complement the CICS-supplied utilities and sample programs, such
as DFH$MOLS, DFHSTUPR, and DFHOSTAT.

CICS PA can help:

» System programmers to track overall CICS performance and evaluate the results of their
system tuning efforts

» Application programmers to analyze the performance of their applications and the
resources they use

» Database administrators to analyze the usage and performance of database systems
such as IMS and DB2

» MQ administrators to analyze the usage and performance of their WebSphere MQ
messaging systems

» Managers to ensure that their service-level agreement objectives are met and measure
trends to help plan future requirements

CICS PA reports all aspects of CICS system activity and resource usage, including:

» Transaction response time and resource usage

» CICS system resource usage

» Cross-system performance, including multiregion operation (MRO) and advanced
program-to-program communication (APPC)

» Business Transaction Services (BTS)
» CICS Web Support (CWS)
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» External subsystems, including DB2, IMS, and WebSphere MQ
» System Logger performance
» Exception events that cause performance degradation

CICS PA provides both an ISPF screen and a command interface. You can use either to
request your reports and extracts.

1.2.2 CICS Performance Monitor

6

CICS PM is an online monitoring tool that provides real-time performance management,
monitoring, and troubleshooting solutions for CICS Transaction Server (TS). It allows you to
detect performance problems early, identify the cause, and change system and resource
parameters to avoid problems. CICS PM uses the CICSPlex System Manager (SM) Web
User Interface (WUI) server component of CICS TS.

CICS PM complements CICS PA for online analysis. The product is based on a standard
application programming interface (API). It is built on facilities of CICSPlex SM, which is an
integral part of CICS TS. The underlying CICSPIlex SM infrastructure is transparent to the
CICS PM user, so little knowledge of CICSPlex SM is necessary to operate CICS PM.

CICS PM consists of two components:

» CICS PM workstation client: You download this component to a Windows® workstation.
It provides a graphical user interface (GUI) that displays data provided by a supporting
application of CICS PM installed in CICS TS. The client GUI consists of three
components:

— Threshold definitional component: Allows the user to create and maintain threshold
definitions.

— Monitoring component: Provides the ability to monitor the status of multiple CICS
regions. When a threshold is triggered, an event is created. Information about multiple
events is aggregated into an event view for rapid problem identification. Navigation to
the CICS PM view sets facilitates problem resolution by providing more detailed
information.

— History definitional and reporting component: Allows the user to create and maintain
history definitions for completed task history. The status of installed history definitions
can also be monitored. The reporting component launches Web-based views of
completed task history data.

» CICS PM server: This component provides a comprehensive series of view sets
specifically tailored for performance analysis and problem determination. These view sets
provide real-time access to all CICS systems and resource-related performance data.
They also provide access to all the task-level performance data collected by the CMF.

The CICS system-level view sets include:

— CICS region

— CICS storage (dynamic storage area (DSA) and subpool usage)
— Transaction manager

— CICS dispatcher

— Loader

— Temporary storage

— Transient data

— DB2 connection

— Recovery manager, including unit of work (UOW) analysis

— Enqueue pools
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— JVM pool
— Global and task-related user exits

The view sets provide access to all resources defined to the CICS systems, including:

— Transactions

— Transaction classes

— Programs

— Files, data tables, and local shared resource (LSR) pools
— Connections

— Log streams

— Journals

— Temporary storage queues

— Transient data queues

— Terminals

— DB2 entries

— System and transaction dumps
— Enterprise Java resources

Other view sets are provided, giving access to the performance information about all the
active and optionally recently completed tasks in the CICS systems.

1.2.3 Benefits of CICS Performance Analyzer and CICS Performance Monitor

This section summarizes the benefits provided by both CICS performance tools.

The benefits provided by CICS PA are:

>

>

>

Ease of use (no additional setup or customization required)
Easily customizable performance reports
Detailed and summary reports on all aspects of CICS system activity and resource usage

Extracts for graphing and analysis by external programs, such as DB2 or PC tools (for
example, Lotus® 1-2-3®)

Historical Database repository for CMF performance class data
CICS PA can help to:

— Analyze CICS application performance

— Improve CICS resource usage

— Evaluate the effects of CICS system tuning efforts

— Improve transaction response time

— Provide ongoing system management and measurement reports

— Increase availability of resources

— Increase the productivity of system and application programmers

— Provide awareness of usage trends, assisting with future growth estimates

The benefits provided by CICS PM are:

vyVyVYyVYVYYVYYvYYyY

Improved CICS systems availability

Reduced system management costs

Ability to detect performance problems early

Enablement of changes to key system and resource parameters

Enablement of online interactive access to performance data of recently completed tasks
Easy-to-use comprehensive interface for exception management

Built on standard APIs and proven CICS TS system management technologies

Ease of installation and setup
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The two products, CICS PA and CICS PM, complement each other. Table 1-1 provides a
functional comparison between the two products.

Table 1-1 CICS PA and CICS PM comparison

resource usage history

Function CICS PA CICS PM
Invocation Offline Online
Mode Passive Active
Input origin/output destination | 3270/reports Windows workstation
Output format Tabular, graphical, extracts GUI
Information source SMF CICSPlex SM
History As far back as you keep SMF data, or Recent
maintained in CICS PA HDB
Deals with Exceptions, performance, transaction Alerts

Additional usage

Capacity planning

Status monitoring

1.2.4 CICS Online Transmission Time Optimizer
CICS Online Transmission Time Optimizer for z/OS (CICS OTTO) is a run-time tool that

optimizes:

» Data streams directed to 3270-type display stations, printers, or both

» Data streams directed to SCS-type printers
» Data streams directed to banking terminals 3600/4700

The supported CICS releases are:

» CICS Transaction Server for z/OS, Version 2.1 and 2.2
» CICS Transaction Server for 0S/390, Version 1

1.2.5 CICS Interdependency Analyzer

CICS Interdependency Analyzer for z/OS and OS/390 (CICS 1A) is a run-time tool that:
» Analyzes resource interdependencies

— What a CICS region has in it

— What resources a transaction needs to run
— Which programs use which resources

— What resources are no longer used

» Writes report data to a DB2 database

The supported CICS releases are:

» CICS Transaction Server for z/OS, Version 2.1 and 2.2
» CICS Transaction Server for 0S/390, Version 1

1.2.6 CICS Business Event Publisher for MQSeries

CICS Business Event Publisher for MQSeries (CBEP) enables a rapid extension of existing
applications running in CICS Transaction Server V1.3 or CICS Transaction Server V2.2.
CBEP generates user-defined MQSeries messages as a side effect when certain EXEC
CICS commands are executed by a CICS application. Message generation is transparent to

8
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the application program. CICS Business Event Publisher for MQSeries supports the following
functions:

» Enables customizable MQSeries messages and queues based on rules
Provides real-time data propagation

Offers external logging or notification of CICS-related activity

Enables non-CICS functions to act as write-only data repositories

vvyy

1.2.7 IBM Session Manager for z/OS

IBM Session Manager for z/OS provides IBM Virtual Telecommunications Access Method
(VTAM®) and Transmission Control Protocol/Internet Protocol (TCP/IP) users a secure and
user-friendly way to access multiple IBM OS/390 and IBM z/OS systems from a single 3270
terminal. With a highly secure, single sign-on capability, users can access all your business
applications from multiple concurrent, virtual sessions. Session Manager supports the
following functions:

» Enables a common user interface for all TCP/IP and VTAM applications

» Eliminates redundant and time-consuming logon and logoff activities and application
switching

» Uses a single network connection to establish multiple concurrent sessions

» Allows you to easily and efficiently manage multiple sessions and different types of user
groups

Session Manager for z/OS can help you:

» Reduce training costs
Point-and-click ease means users don’t have to learn an entirely new skill set.

Enhance system usage

Increase security

Reduce the cost and effort associated with network administration

Provide access to mainframe applications from distributed or workstation programs

vVvyyy

1.2.8 CICS VSAM Recovery

CICS VSAM Recovery (CICSVR) recovers lost or damaged Virtual Storage Access Method
(VSAM) data. CICSVR is for organizations where the availability and integrity of VSAM data is
vital. CICSVR provides:

» A screen interface to help assess the situation and initiate forward recovery.

» Automatic backups and log streams and log stream copies required for recovery.
» Forward recovery to recover lost or damaged VSAM data sets.

» Multiple data set recovery in a single run.

» An ISPF screen interface that complies with Common User Access (CUA)

The interface can be used to direct CICSVR to create and submit a job to restore VSAM
data sets from a logical backup and perform a forward recovery.

» Automatic restore of VSAM data sets from logical backups created by DFSMShsm and
DFSMSdss.

» Support of backup-while-open (BWO) data sets

This enables you to create BWO backups when a data set is open and being updated by
CICS. CICSVR can restore and recover VSAM data sets from backups created by the
BWO facility.
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1.3 Data used by CICS Performance Analyzer

This section discusses the types of SMF data that CICS Performance Analyzer can process.

1.3.1 CICS Monitoring Facility data (SMF 110 records)

10

CICS monitoring collects data about the performance of all user- and CICS-supplied
transactions during online processing for later offline analysis. The records produced by CICS
monitoring are MVS System Management Facility (SMF) type 110 records. They are written
to an SMF data set.

The CMF enables you to collect the following types or classes of monitoring data:

» Performance class data
» Exception class data
» Transaction resource class data

Controlling CICS monitoring

When you start CICS, you switch on the monitoring facility by specifying the system
initialization parameter MN=ON. MN=OFF is the default setting. You can select the classes of
monitoring data that you want to be collected using the MNPER, MNEXC, and MNRES
system initialization parameters. You can request the collection of any combination of
performance class data, exception class data, and transaction resource class data. You can
change the class settings whether the monitoring facility is ON or OFF. For details about all
the system initialization parameters that control monitoring activities, see the CICS
Transaction Server for z/OS CICS System Definition Guide, SC34-5988.

When CICS is running, you can control the monitoring facility dynamically. As with CICS
initialization, you can switch monitoring on or off. You can also change the classes of
monitoring data that are being collected. There are two ways to do this:

» Use the master terminal CEMT INQISET MONITOR command, which is described in
CICS Transaction Server for z/0S CICS Supplied Transactions, SC34-5992.

» Use the EXEC CICS INQUIRE MONITOR and SET MONITOR commands (see the CICS
Transaction Server for z/0S CICS System Programming Reference, SC34-5995).

If you activate a class of monitoring data in the middle of a run, the data for that class
becomes available only for transactions that are started thereafter. You cannot change the
classes of monitoring data that is collected for a transaction after it has started. It is often
preferable, particularly for long-running transactions, to start all classes of monitoring data at
CICS initialization.

How CICS monitoring data is passed to SMF

The various CICS monitoring class records are not written to SMF in the same way as
explained here.

Performance data records are written to a performance record buffer, which is defined and
controlled by CICS as the records are produced. The performance records are passed to
SMF for processing:

» When the buffer is full
» When the performance class of monitoring is switched off
» When CICS itself quiesces

When monitoring itself is deactivated or when there is an immediate shutdown of CICS, the
performance records are not written to SMF and the data is lost.
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Exception records are passed directly to SMF when the exception condition completes. Each
exception record describes one exception condition. Performance and exception records can
be matched by transaction number (TRANNUM) or network unit-of-work ID (NETUOWPX and
NETUOWSX).

Transaction resource data records are written to a transaction resource record buffer, which is
defined and controlled by CICS, as the records are produced. The transaction resource
records are passed to SMF for processing:

» When the buffer is full
» When the transaction resource class of monitoring is switched off
» When CICS itself becomes quiescent

When monitoring itself is deactivated or when there is an immediate shutdown of CICS, the
transaction resource records are not written to SMF and the data is lost.

Performance class data

Performance class data is detailed transaction-level information, such as the processor and
elapsed time for a transaction, or the time spent waiting for input/output (1/0). At least one
performance record is written for each transaction that is being monitored.

Performance class data provides detailed, resource-level data that can be used for
accounting, performance analysis, and capacity planning. This data contains information
relating to individual task resource usage. It is completed for each task when the task
terminates.

You can enable performance class monitoring by coding MNPER=ON (together with MN=ON)
as a system initialization parameter. Alternatively, you can use one of the following two
commands to enable performance class monitoring dynamically:

CEMT SET MONITOR ON PERF
EXEC CICS SET MONITOR STATUS(ON) PERFCLASS(PERF)

You can use this information periodically to calculate the charges applicable to different tasks.
If you want to set up algorithms for charging users for resources used by them, you can use
this class of data collection to update the charging information in your organization’s
accounting programs. For older versions of CICS, charging primarily on exact resource usage
was not recommended, because of the overhead involved in obtaining these figures.

Exception class data

Exception class monitoring data is information about CICS resource shortages suffered by a
transaction. This data highlights possible problems in CICS system operation. It is intended to
help you identify system constraints that affect the performance of your transactions. There is
one exception record for each type of exception condition. The exception records are
produced and written to SMF as soon as the resource shortage encountered by the
transaction is resolved. Exception records are produced for each of the following resource
shortages:

Wait for storage in the CDSA

Wait for storage in the UDSA

Wait for storage in the SDSA

Wait for storage in the RDSA

Wait for storage in the ECDSA
Wait for storage in the EUDSA
Wait for storage in the ESDSA

Wait for storage in the ERDSA
Wait for auxiliary temporary storage

YVVYyVYYVYVYVYYVYYY
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Wait for auxiliary temporary storage string

Wait for auxiliary temporary storage buffer

Wait for coupling facility data tables locking (request) slot
Wait for coupling facility data tables non-locking (request) slot
Wait for file buffer

Wait for LSRPOOL string

Wait for file string

vyVVyVYyVYVYYVYYyY

If the monitoring performance class is also recorded, the performance class record for the
transaction includes the total elapsed time that the transaction was delayed by a CICS system
resource shortage. This is measured by the exception class and the number of exceptions
encountered by the transaction. The exception class records can be linked to the
performance class records either by the transaction sequence number or by the network
unit-of-work ID.

You can enable exception class monitoring by specifying the MNEXC=ON (together with
MN=ON) system initialization parameter. Alternatively, you can use one of the following two
commands to enable exception class monitoring dynamically:

CEMT SET MONITOR ON EXCEPT
EXEC CICS SET MONITOR STATUS(ON) EXCEPTCLASS(EXCEPT)

Transaction resource class data

Transaction resource class data is a new CICS TS monitoring feature introduced by
authorized program analysis report (APAR). Ensure that you apply the relevant program
temporary fixes (PTFs) in Table 2-1 on page 26.

Transaction resource class data provides additional transaction-level information about
individual resources accessed by a transaction. Currently, the transaction resource class
covers file and temporary storage resources only. The maximum number of files and
temporary storage queues monitored for each transaction is limited by the FILE and
TSQUEUE parameters on the DFHMCT TYPE=INITIAL macro. The default is FILE=8 for files
and TSQUEUE=4 for temporary storage queues. Therefore, you may need to assemble an
monitoring control table (MCT) that specifies the FILE option, TSQUEUE option, or both
options if the default values are insufficient, or if you do not want to collect transaction
resource data for either files or temporary storage queues. One transaction resource record is
written for each transaction that is being monitored. This happens provided that the
transaction accesses at least one of the resources for which monitoring data is requested.

Performance class data also provides information about file and temporary storage queue
accesses. However, this information in the performance record is given in total only for all
files and all temporary storage queues. Transaction resource class data breaks down this
information by individual file name and temporary storage queue name, up to the maximum
number specified in the MCT. Transaction resource information is completed for each task
when the task terminates.

You enable transaction resource class monitoring at startup by coding MNRES=0ON (together
with MN=ON) as a system initialization parameter. Alternatively, you can use one of the
following two commands to enable transaction resource class monitoring dynamically:

CEMT SET MONITOR ON RESRCE
EXEC CICS SET MONITOR STATUS(ON) RESRCECLASS(RESRCE)

Event monitoring points

CICS monitoring data is collected at system-defined event monitoring points (EMPs) in the
CICS code. Although you cannot relocate these monitoring points, you can choose which
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classes of monitoring data you want to collect. For programming information about CICS
monitoring, see CICS Transaction Server for z/ZOS CICS Customization Guide, SC34-5989.

If you want to gather more performance class data than is provided at the system-defined
EMPs, you can code additional EMPs in your application programs. At these points, you can
add or change up to 16384 bytes of user data in each performance record. Within this limit
you can have, for each ENTRYNAME qualifier, any combination of;:

» Between 0 and 256 counters
» Between 0 and 256 clocks
» A single 8192-byte character string

You can use these additional EMPs to count the number of times a certain event occurs, or to
time the interval between two events. If the performance class was active when a transaction
was started, but was not active when a user EMP was issued, the operations defined in that
user EMP still execute on that transaction’s monitoring area. The DELIVER option results in a
loss of data at this point, because the generated performance record cannot be output while
the performance class is not active. If the performance class is not active when a transaction
was started, the user EMP has no effect.

User EMPs are used in combination with the EXEC CICS MONITOR command. This
command activates and deactivates them. For programming information about this
command, refer to the CICS Transaction Server for z/OS CICS Application Programming
Reference, SC34-5994.

Additional EMPs are provided in some IBM program products, such as database control
(DBCTL). From the CICS point of view, these are like any other user-defined EMP. EMPs in
user applications and in IBM program products are identified by a decimal number. The
numbers 1 through 199 are available for EMPs in user applications. The numbers from 200
through 255 are for use in IBM program products. The numbers can be qualified with an entry
name, so that you can use each number more than once. For example, PROGA.1, PROGB.1,
and PROGC.1 identify three different EMPs because they have different entry names.

For each user-defined EMP, there must be a corresponding MCT entry, which has the same
identification number and entry name as the EMP that it describes. You do not have to assign
entry names and numbers to system-defined EMPs. Nor do you have to code MCT entries for
them.

Here are some ideas for using the CICS and user fields provided with the CICS Monitoring
Facility:

» If you want to time how long it takes to perform a table lookup routine within an application,
code an EMP with, for instance ID=50, just before the table lookup routine and an EMP
with ID=51 just after the routine. The system programmer codes a TYPE=EMP operand in
the MCT for ID=50 to start user clock 1. You also code a TYPE=EMP operand for ID=51 to
stop user clock 1. The application executes. When EMP 50 is processed, user clock 1 is
started. When EMP 51 is processed, the clock is stopped.

» You can use one user field to accumulate an installation accounting unit. For example, you
may count different amounts for different types of transaction. Or, in a browsing
application, you may count one unit for each record scanned and not selected, and three
for each record selected.

You can also treat the full word count fields as 32-bit flag fields to indicate special
situations, for example, out-of-line situations in the applications, operator errors, and so
on. CICS includes facilities to turn individual bits or groups of bits on or off in these counts.

» You can use the performance clocks to accumulate the time taken for I/0, DL/I scheduling,
and so on. It usually includes any waiting for the transaction to regain control after the
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requested operation has completed. Because the periods are counted as well as added,
you can get the average time waiting for I/O as well as the total. If you want to highlight an
unusually long individual case, set a flag on in a user count as explained earlier.

» A use of the performance character string is for systems in which one transaction ID is

used for widely differing functions. The application can enter a subsidiary ID into the string
to indicate which particular variant of the transaction applies in each case. This use of user
EMPs is now catered for by the Application Naming function.

Some users have a single transaction ID so that all user input is routed through a common
prologue program for security checking, for example. In this case, it is easy to record the
subtransaction identifier during this prologue. However, it is equally possible to route
transactions with different identifiers to the same program, in which case this technique is not
necessary.

Monitoring control table
You use the monitoring control table for the following reasons:

» To specify the type of resource for which you want to collect Transaction Resource
Monitoring data (DFHMCT TYPE=INITIAL) and the maximum number of files (FILE=
option) and temporary storage queues (TSQUEUE= option) for Transaction Resource
Monitoring

» To enable Application Naming support, which makes available the CICS-generated
DFHAPPL EMPs to your application programs (DFHMCT TYPE=INITIAL)

» To notify CICS about the EMPs that you coded in your application programs and about the
data that is to be collected at these points (DFHMCT TYPE=EMP)

» To notify CICS that you do not want certain system-defined performance data to be
recorded during a particular CICS run (DFHMCT TYPE=RECORD)

IMS DBCTL users can collect DBCTL statistics in the CMF performance class records by
including the DFHSMCTD copy member in the MCT definition.

You can find full details about the MCT in the CICS Transaction Server for zZOS CICS
Resource Definition Guide, SC34-5990. Examples of MCT coding are included with the
programming information in the CICS Transaction Server for z/OS CICS Customization
Guide, SC34-5989.

Four sample monitoring control tables are also provided in CICSTS22.CICS.SDFHSAMP:

DFHMCTTS$: For terminal-owning regions (TORs)

DFHMCTAS: For application-owning regions (AORs)
DFHMCTDS$: For application-owning regions (AORs) with DBCTL
DFHMCTFS$: For file-owning regions (FORs)

v
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These samples show how to use the EXCLUDE and INCLUDE operands to reduce the size
of the performance class record and reduce the volume of data written by CICS to SMF.

1.3.2 DB2 accounting data (SMF 101 records)
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DB2 accounting data is written as SMF type 101 records.

DB2 accounting trace
The DB2 accounting trace provides information related to application programs, including:

» Start and stop times
» Number of commits and aborts
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The number of times certain SQL statements are issued
Number of buffer pool requests

Counts of certain locking events

Processor resources consumed

Thread wait times for various events

RID pool processing

Distributed processing

Resource limit facility statistics

vyVVyVYyVYVYYVYYvYYyY

The DB2 trace begins collecting this data at successful thread allocation to DB2. It writes a
completed record when the thread terminates or when the authorization ID changes.

DB2 accounting records are produced when a thread is terminated or sign-on occurs. This
means that the period reported in the DB2 accounting record is the time between start or user
sign-on (if reusing a thread previously used by another user) and thread termination or
another sign-on. You can use the ACCOUNTREC(TXID) parameter in the DB2ENTRY or
DB2CONN to cause a DB2 accounting record to be produced when the transaction ID
changes, and when the thread terminates or another sign-on occurs.

For thread reuse, this means that many users are included in the same record, which can
cause difficulties for both accounting and problem determination. The ACCOUNTREC(TASK)
or ACCOUNTREC(UOW) settings in a DB2ENTRY or DB2CONN provide more granularity.
This is because a record is produced for each user. It involves the passing of a token between
CICS and DB2, which is present in both CICS and DB2 traces.

ACCOUNTREC(TASK) ensures that there is a minimum of one accounting record for each
task. There can be more depending on thread reuse.

For more information about accounting and monitoring in a CICS DB2 environment, refer to
the CICS Transaction Server for z/0S CICS DB2 Guide, SC34-6014. For more information
about setting up DB2 accounting, refer to the DB2 UDB for OS/390 and z/OS Administration
Guide, SC26-9931.

Accounting CLASS 1 processor time

For accounting CLASS 1, a task processor timer is created when the task control block (TCB)
is attached. When a thread to DB2 starts, the timer value is saved. When the thread is
terminated (or the authorization ID is changed), then the timer is checked again. Both the
timer start and end values are recorded in the SMF 101 records (the DB2 accounting record).

Accounting CLASS 2 processor time

For accounting CLASS 2, the timer is checked on every entry and exit from DB2 to record the
“IN DB2” time in the SMF type 101 record. In this case, it is the difference that is stored in the
record.

1.3.3 WebSphere MQ accounting data (SMF 116 records)
WebSphere MQ accounting data is written as SMF type 116 records.

Accounting class 1 and class 3
WebSphere MQ accounting information can be collected for three subtypes:

0 Message manager accounting records (how much of the central processing unit (CPU)
was spent processing WebSphere MQ API calls and the number of MQPUT and MQGET
calls)
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This information is produced when a named task disconnects from WebSphere MQ. The
information contained within the record may cover many hours.

1 Accounting data for each task, at thread and queue level
2 Additional queue-level accounting data (if the task uses more queues than can fit in the
subtype 1 record)

Subtype 0 is produced with trace class 1. Subtypes 1 and 2 are produced with trace class 3.

MQ accounting trace
You can start the WebSphere MQ trace facility at any time by issuing the WebSphere MQ
START TRACE command.

Accounting data can be lost if the accounting trace is started or stopped while applications
are running. To collect accounting data successfully, the following conditions must apply:

» The accounting trace must be active when an application starts. It must still be active
when the application finishes.

» If the accounting trace is stopped, any accounting data collection that was active stops.

You can also start collecting some MQ accounting data automatically if you specify YES in the
SMFACCT (SMF ACCOUNTING) parameters of the CSQ6SYSP macro.

You cannot use this method to start collecting class 3 accounting information (thread-level
and queue-level accounting). You must use the START TRACE command to do this. However,
you can include the command in your CSQINP2 input data set so that the trace is started
automatically when you start your queue manager.

For more information about setting up WebSphere MQ accounting, refer to the WebSphere
MQ for z/OS System Setup Guide, SC34-6052.

1.3.4 MVS System Logger data (SMF 88 records)
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System Logger produces SMF record type 88 to record the System Logger activity of a single
system in a sysplex. These records are written to the active SMF data set on the system.

Capacity planning

For capacity planning purposes, we recommend that you view the steady-state performance
requirements of an application. Various flags in the SMF record type 88 highlight exception
scenarios for additional analysis or changes in report processing.

Record type 88

Record type 88 focuses on the logstream data for a system in a sysplex, including use of
interim storage. Interim storage is where log data is initially written, before being written to
direct access storage device (DASD) log data sets. You can quickly access data in interim
storage without incurring DASD 1/O. In a coupling facility log stream, interim storage for log
data is in coupling facility list structures. In a DASD-only log stream, interim storage for log
data is contained in local storage buffers on the system and duplexed to staging data sets.
Using record type 88 can help an installation avoid the STRUCTURE FULL exception, and
perform other tuning, capacity planning analysis, or both.

Given a specific log stream, a record type 88 summarizes all of that log stream's activity on
that system, as long as at least one address space is connected to the log stream on that
system. If no System Logger write activity is performed on the log stream during a particular
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SMF interval, a record is produced showing zero for the various System Logger activity total
fields.

The System Logger SMF record is cut for all log streams connected at the expiration of the
SMF global recording interval. Record type 88 is also triggered by the disconnection of the
last log stream on that system.

SMF fields relating to resource events, either structure full or staging data set full conditions,
should be handled depending on:

» Whether the resource is shared sysplex-wide and each system will take action
» Whether the resource is shared sysplex-wide but only one system will take action
» Whether the resource is consumed on a system-local basis

To obtain a sysplex-wide view of System Logger activity, correct processing for most SMF 88
data fields is to sum the field contents for the target interval across all the SMF 88 records
produced in the sysplex. There are, however, exceptions to this rule. Because each system
must take its own action — that is, wait for an ENF signal indicating that System Logger is
available — an analysis program should use the maximum value for these fields: SMF88ERI,
SMF88ERC, and SMF88ESF. For example, if a structure rebuild is initiated in a sysplex with
three systems, the event is recorded on all three systems. The correct number of structure
rebuild initiations is not three, but one or the maximum number provided SMF88ERI.

For DASD-only log streams, staging data sets are a required part of the logstream
configuration. For coupling facility log streams, use of staging data sets implies a trade-off
between performance workload and data integrity. You should try to tune the staging data set
size to minimize the number of Staging_Dataset_Threshold_Hit conditions. Without this type
of tuning, such conditions can impact performance during staging data set processing. Only
an installation can determine what the proper trade-off between performance and data
integrity should be.

Because System Logger maintains interim storage differently for coupling facility based log
stream versus DASD-only log streams, the difference is reflected in the SMF record 88 report:

» For a coupling facility based log stream, the Structure (Interim Storage) section of the
record 88 report shows information about the usage of coupling facility structure space
allocated for a log stream and the flow of log data through the structure.

» For a DASD-only log stream, the Structure (Interim Storage) section of the record 88
report shows information about usage of staging dataset space and the flow of data
through the staging data set for the log stream.

Not all fields in the Structure (Interim Storage) section of the record 88 report apply to
DASD-only log streams. For a DASD-only log stream, fields that do not apply contain zeros.
The SMF88STN field contains *DASDONLY* for a DASD-only log stream because there is no
structure name.

1.4 Other relevant CICS data and utilities

Other CICS-provided tools can help you gather CICS performance data. They are not
required by CICS PA, but they may assist your analysis and decision-making when using
CICS PA and interpreting the output.

CICS provides two statistics utilities programs and two programs for processing CICS
monitoring data written to SMF. In addition, you can use the DFHJUP utility to copy data from
system SMF data sets.
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1.4.1 CICS statistics
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CICS management modules control how events are managed by CICS. As events occur,
CICS produces information that is available to you as system and resource statistics. The
resources controlled by CICS include files, databases, journals, transactions, programs, and
tasks. Resources that CICS manages, and values that CICS uses in its record-keeping role,
are defined in one of the following ways:

» Online by the CICS CEDA transaction
» Offline by the CICS system definition (CSD) utility program DFHCSDUP
» Offline by CICS control table macros

Statistics are collected during CICS online processing for later offline analysis. The statistics
domain writes statistics records to an SMF data set. The records are of SMF type 110,
sub-type 002. Monitoring records and some journaling records are also written to the SMF
data set as type 110 records. For programming information about SMF, DFHCSDUP, and
about other SMF data set considerations, see the CICS Transaction Server for z/0S CICS
Customization Guide, SC34-5989.

Types of statistics data
CICS produces five types of statistics:

» Interval statistics: These are gathered by CICS during a specified interval. You can
change the interval value using the STATINT system initialization parameter, using CEMT
SET STATISTICS, or using the EXEC CICS SET STATISTICS command.

» End-of-day statistics: These statistics are gathered on three occasions:

— At the end-of-day expiry time
— When CICS becomes quiescent (normal shutdown)
— When CICS terminates (immediate shutdown)

The end-of-day value defines a logical point in the 24-hour operation of CICS. You can
change the end-of-day value using the STATEOD system initialization parameter, using
CEMT SET STATISTICS, or using the EXEC CICS SET STATISTICS command.

» Requested statistics: These are statistics that the user requested by using one of the
following three commands:

CEMT PERFORM STATISTICS RECORD
EXEC CICS PERFORM STATISTICS RECORD
EXEC CICS SET STATISTICS ON|OFF RECORDNOW

These commands cause the statistics to be written to the SMF data set immediately,
instead of waiting for the current interval to expire. For more details about CEMT
commands, see CICS Transaction Server for zZOS CICS Supplied Transactions,
SCB34-5992. For programming information about the equivalent EXEC CICS commands,
see the CICS Transaction Server for z/0S CICS System Programming Reference,
SC34-5995.

» Requested reset statistics: These statistics differ from requested statistics in that all
statistics are collected and statistics counters are reset. You can reset the statistics
counters using the CEMT or EXEC CICS PERFORM/SET commands.

» Unsolicited statistics: These statistics are automatically gathered by CICS for
dynamically allocated and deallocated resources. CICS writes these statistics to SMF just
before the resource is deleted regardless of the status of statistics recording.
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Processing CICS statistics

You may find it particularly useful to process the statistics records and the monitoring records
together. This is because statistics provide resource and system information that is
complementary to the transaction data produced by CICS monitoring.

There are several ways to process CICS statistics, including:

» Using the CICS DFHSTUP offline utility: For guidance about retrieving CICS statistics
from SMF, and about running DFHSTUP, see the CICS Transaction Server for z/OS CICS
Operations and Utilities Guide, SC34-5991.

» Writing your own program to report and analyze the statistics: For details about the
statistics record types, see the assembler DSECTs named in each set of statistics. For
programming information about the formats of CICS statistics SMF records, see the CICS
Transaction Server for z/OS CICS Customization Guide, SC34-5989.

» Using the sample statistics program (DFHOSTAT): You can use the statistics sample
program, DFHOSTAT, to produce online reports from the CICS statistics data. The program
demonstrates the use of the EXEC CICS INQUIRE and EXEC CICS COLLECT
STATISTICS commands to produce an analysis of a CICS system. You can use the
sample program as provided or modify it to suit your needs.

» Using Tivoli® Decision Support to process CICS SMF records to produce joint reports with
data from other SMF records.

1.4.2 The sample statistics program: DFHOSTAT

The sample statistics program, DFHOSTAT, produces a report that shows comprehensive
system information about CICS resources. It also shows an overview of the MVS storage in
use. The program demonstrates how you can use EXEC CICS INQUIRE and EXEC CICS
COLLECT STATISTICS commands to produce an analysis of your CICS regions. You can use
the sample program as supplied, or modify it to suit your needs.

DFHOSTAT does not report on terminals, DBCTL resources, front-end programming interface
(FEPI) resources, dumps, the table manager, and the user domain. If you require statistical
information about these areas, you can obtain it using DFHSTUP, the statistics utility program.

Keep in mind that DFHOSTAT does not always report to the maximum capacity of certain
large statistics fields. If your CICS system is unusually large or very busy, and you have a long
statistics interval, check that the statistics values have not overflowed. To avoid this problem,
reduce the length of your statistics interval, or use DFHSTUP.

1.4.3 Statistics utility program: DFHSTUP

The statistics utility program, DFHSTUP, prepares and prints reports offline, using the CICS
statistics data recorded on the MVS system management facilities (SMF) SYS1.MANXx data
sets. To enable the CICS statistics domain to record interval statistics on these SMF data
sets, you must specify the STATRCD=0ON system initialization parameter. The other statistics
record types (unsolicited, requested and end-of-day) are written regardless of the setting of
the STATRCD option.

For information about the SMF data sets, see the O5/390 MVS System Management
Facilities (SMF), GC28-1783. For information about what CICS data is recorded on the SMF
data sets, and about interpreting CICS statistics output in the DFHSTUP report, see the CICS
Transaction Server for z/OS Performance Guide, SC34-6009. For a description of the
STATRCD system initialization parameter, see the CICS Transaction Server for z/0S CICS
System Definition Guide, SC34-5988.
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Use the version of the DFHSTUP program from the same release of CICS as the data that it
is to process.

For more information about DFHSTUP, refer to CICS Transaction Server for zZOS CICS
Operations and Utilities Guide, SC34-5991.

1.4.4 Monitoring dictionary utility program: DFHMNDUP

DFHMNDUP is a utility program that generates a performance dictionary record, in a
sequential data set, for use with monitoring data extracted from SMF data sets. When CICS
monitoring is switched on, and you activate the monitoring performance class (MNPER=ON),
CICS first writes a performance dictionary record to the current SMF data set. Then it begins
to write the monitoring performance data records.

A new dictionary record, which always precedes the monitoring data it relates to, is written
whenever you start CICS with the performance class active and CICS monitoring turned on.
This record is also written when you change the status of the monitoring performance class
from inactive to active, with CICS monitoring turned on. If monitoring is turned off and the
monitoring performance class is switched from inactive to active, a dictionary record is
scheduled from the next time monitoring is activated.

Any monitoring utility program that processes performance data must read the dictionary
record that relates to the data being processed before it attempts to analyze the data.
However, if SMF switches data sets during the period when CICS monitoring is writing
performance data, CICS does not write a new dictionary record. Therefore a CICS
performance dictionary record is not the first monitoring performance record on the new SMF
data set. The DFHMNDUP program provides a solution to the problem posed by SMF data
sets that do not contain a dictionary record.

The CICS PA System Definitions facility uses DFHMNDUP to create a Dictionary record on
request.

1.4.5 Sample monitoring data print program: DFHSMOLS
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DFH$MOLS is a print program for CICS monitoring data. It is a sample program that you can
modify or adapt to your own purposes. It is intended to show how you can code your own
monitoring utility program to print CICS monitoring data.

The job tasks that are involved to process CICS monitoring data are:

1. Unload the SMF data set or sets so that the SMF data is available for processing by a
CICS utility. For information about unloading SMF data sets, refer to 0S/390 MVS System
Management Facilities (SMF), GC28-1783.

2. Run the DFH$MOLS program to print monitoring records, which you can optionally select
and sort by means of control statements.

The DFH$MOLS program is a data reduction program that is designed to produce reports
from the data collected by the CICS monitoring domain (MN), and written to SMF data sets.

The CICS Transaction Server for z/OS, Version 2 Release 2, DFH$MOLS can process SMF
110 monitoring data records for earlier CICS Transaction Server versions and releases.
However, DFH$MOLS cannot process monitoring data written by a release of CICS later than
itself. Therefore, you should always use the DFHSMOLS from the highest version or release
available to you.
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You run the DFH$MOLS program in a batch region to process any CICS SMF type 110
monitoring records that are present in an unloaded SMF data set. You can write the data set
to either a temporary or cataloged data set. You can determine the scope of the report or
reports by supplying control statements in the SYSIN data set.

The program reads, formats, and prints the CICS monitoring data, which is packaged in the
format:

[SMF HEADER ].[SMF PRODUCT SECTION ].[CICS DATA SECTION ]

The CICS data section in a monitoring record is one of the following types:
» A dictionary data section, consisting of a sequence of dictionary entries

» A performance data section, consisting of a sequence of field connectors followed by one
or more performance records (monitoring record type 3)

» An exception data section, consisting of one exception record (monitoring record type 4)

» A transaction resource data section, consisting of one or more Transaction Resource
Monitoring records (monitoring record type 5)

For programming information about the structure of CICS SMF type 110, and how the
monitoring data is packaged within the SMF records, see the CICS Transaction Server for
z/OS CICS Customization Guide, SC34-5989. The DFHSMOLS program reads the SMF data
and formats and prints it. If you want to analyze the data using your own routines, this is the
point at which you can link to a user-written analysis program.

The DFH$MOLS program prints about one page per task. Therefore, be sure to specify only
those items that you need using the DFHSMOLS program control statements.

Note that the DFHSMOLS program requires a performance dictionary record to process
monitoring performance data. When it locates a dictionary record, it builds an in-store
dictionary and processes any subsequent performance data using this dictionary. Whenever it
reads a new dictionary record, the current dictionary is released and a new in-store dictionary
is built. The dictionary record must appear before any related performance data. Otherwise
the DFH$MOLS program abends. Note that monitoring exception records does not require a
dictionary, so they can precede the first dictionary record and still be successfully processed.

1.4.6 Journal utility program: DFHJUP

In general, this batch utility is used to read, process, copy, or print CICS log data in MVS
System Logger log streams and SMF data sets. CICS can write user journal and autojournal
data to SMF data sets rather than to log streams. It is useful to copy and print this data.

1.5 Other relevant information sources

There are several tools for obtaining system performance data relevant to evaluating
performance of the CICS system.

1.5.1 System Management Facility
SMF collects and records system and job-related information that you can use in:

» Billing users
» Reporting reliability
» Analyzing your configuration
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Scheduling jobs
Summarizing DASD activity
Evaluating data set activity
Profiling system resource use
Maintaining system security

vyvyyvyyvyy

CICS PA processes the following SMF record types:

CICS Monitoring Facility (type 110)
DB2 accounting (type 101)
WebSphere MQ accounting (type 116)
System Logger (type 88)

v
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1.5.2 Resource Management Facility

Resource Management Facility collects system-wide data that describes the processor
activity (WAIT time), I/O activity (channel and device usage), main storage activity (demand
and swap paging statistics), and system resources manager (SRM) activity (workload).

RMF™ is a centralized measurement tool that monitors system activity to collect performance
and capacity planning data. The analysis of RMF data provides the basis for tuning the
system to user requirements. You can also use it to track resource usage.

You can also use RMF workload activity reports in conjunction with the CICS PA Workload
Activity report. This combination helps you to understand from a CICS perspective how well
your CICS transactions are meeting their response time goals.

1.5.3 Generalized Trace Facility

CICS trace entries can be recorded through Generalized Trace Facility (GTF), and reports
produced with Interactive Program Control System (IPCS). GTF is an integral part of the z/OS
system and traces the events of DASD seeking addresses on start I/O instructions, SRM
activity, page faults, 1/0 activity, and supervisor services. Execution options specify the
system events to be traced.

CICS GTF data can be combined with data for other components, for example, the data about
use of VTAM buffers.

GTF is generally used to monitor short periods of system activity. You should run it
accordingly. No data reduction programs are provided with GTF. To extract and summarize
the data into a meaningful and manageable form, you can either write a data reduction
program yourself or use one of the program offerings that are available.

1.5.4 Tivoli Decision Support for 0S/390
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This product collects and analyzes data from CICS and other IBM systems and products.
With Tivoli Decision Support, you can build reports that help you manage:

» Service levels

Availability

Performance and tuning

Capacity planning

Change and problem management
Accounting

vVvyyvyvyy

Several ready-made reports are available. In addition, you can generate your own reports to
meet specific needs.
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A quick start to CICS
Performance Analyzer

This chapter introduces you to using the CICS Performance Analyzer (PA) screen. It also help
you to understand the CICS PA concepts. Follow along if this is your first time using CICS PA.

We start with an overview of CICS PA operation, the system requirements, our Interactive
System Productivity Facility (ISPF) setup, and preparing the system management facility
(SMF) data. Then we show you how to:

Start CICS PA

Use the Take-up facility to easily define CICS systems and SMF data files to CICS PA
Maintain system definitions

Define Report Sets to request reports and extracts from our defined systems and files
Submit report requests to run in batch

View report output

Tailor reports using Report Forms

Filter the data using selection criteria and Object Lists

vVVYyVYyVYVYVYYVYY

This chapter introduces you to only a fraction of the CICS PA functionality. However, the other
reports, extracts, and functions offered by CICS PA are essentially variations or extensions of
what is covered here.

The Historical Database (HDB) facility employs much of this functionality. We recommend that
you first become familiar with the CICS PA facilities described in this chapter before you
explore Chapter 19, “Historical Database” on page 415.
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2.1 What CICS PA is

CICS PA for z/OS helps you tune, manage, and plan your CICS systems effectively. It is a
reporting tool that provides about the performance of your CICS systems and applications.
Figure 2-1 shows an overview of CICS PA operation.
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CICS PA helps you to analyze all aspects of your CICS systems, including:

»

»

>

>

CICS application performance
CICS system resource usage

Cross-system performance, including multi-region operation (MRO) and advanced
program-to-program communication (APPC)

Transaction groups, including CICS Web Support, Internet Inter-ORB Protocol (11OP),
external call interface (ECI) over Transmission Control Protocol/Internet Protocol (TCP/IP)

CICS Business Transaction Services (BTS)

MVS Workload Manager (WLM)

Exception events that cause performance degradation
Transaction file and temporary storage usage

External subsystems, including DB2, IMS (database control (DBCTL)), and WebSphere
MQ

System Logger performance

CICS PA also provides a Historical Database facility to help you manage the performance
data for your CICS transactions.

CICS PA
Reports

SMF data
(disk or tape)

CICS PA
e analysis CICS PA
rograms
e Extracts
Definitions J Record
‘ @Ie—di%
s x= CICS PA Cross-
ISPF System
Report

and Extract
request Report apd Extract{ormats
and Selection Criteria

Report Sets

Figure 2-1 CICS PA overview
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CICS PA provides an ISPF-based menu-driven screen that helps you to create, maintain, and
submit Report Sets for batch processing. A Report Set allows you to define a set of report
and extract requests to run as a one-step job with one pass of the input data. You can define
any number of Report Sets. You can also include any number of reports and extracts in a
single Report Set. Plus, you can select report categories or individual reports for submission
independent of the Report Set.

You can use Report Forms to tailor the format and content of reports and extracts. Specify
selection criteria to filter the data on the value of particular fields. Object Lists provide a
convenient way to specify lists of values under Selection Criteria.

CICS PA produces reports and extracts using data normally collected by your system in MVS
SMF data sets. This includes:

» CICS Monitoring Facility (CMF) performance class, exception class, and transaction
resource class data written as SMF type 110 records

» DB2 accounting data written as SMF type 101 records
» WebSphere MQ accounting data written as SMF type 116 records
» MVS System Logger data written as SMF type 88 records

The System Definitions facility allows you to define the systems, SMF data files and groups
for reporting on. A Take-up facility is provided.

CICS PA can process Record Selection and Cross-System Work extract data sets in a similar
way to the SMF data sets.

Export data sets contain extracts of CMF performance data that is suitable for further analysis
and graphing by your favorite database or spreadsheet tools.

The HDB Register is an inventory of all information associated with the Historical Database
Manager. HDBs save performance data in data sets that are managed from the screen. You
can run reports on your HDB or export the HDB data to DB2 tables. Report Forms can be
used to control the format and content of the reports. You can specify selection criteria to filter
the data that is reported or exported.

There are two types of HDBs:

» List HDB data set: One record represents one transaction. Typically, List HDBs are used
to analyze recent transaction events. Data is usually only required for a short period of
time.

» Summary HDB data set: One record represents a summary of transaction activity over a
user-specified time interval. Typically, Summary HDBs are used for long-term trend
analysis and capacity planning. Data is retained for a longer period of time, sometimes
years.

2.2 System requirements

Refer to the CICS Performance Analyzer for z/0S User’s Guide, SC34-6307, for the
hardware, software, and storage requirements. In addition, there are several program
temporary fixes (PTFs) that are required to support the workloads and CICS PA functions
described in this book.
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Apply the relevant PTFs in Table 2-1 to support the new CICS Transaction Server monitoring
features:

» CMF Transaction resource class data for file and temporary storage queue usage
» Application Naming (DFHAPPL)
» CICS Resource Manager Interface (DFHRMI)

Table 2-1 PTFs to enable new monitoring features of CICS Transaction Server (TS)

Product APAR PTF
CICSTS V2.2 PQ63143 UQ68396,
UQ68398,
uQ68400
PQ76701
PQ76703
CICSTS V1.3 PQ63141 UQ70905,
UQ70908,
UuQ70913
PQ76695
PQ76698

Apply the PTFs in Table 2-2 for CICS Performance Analyzer.

Table 2-2 PTFs for CICS Performance Analyzer

Product APAR PTF
CICS PA V1.3 PQ77980 UQ80393
PQ79058 uQ81351

Apply the PTFs in Table 2-3 for ISPF.

Table 2-3 PTFs for ISPF

Product APAR PTF

ISPF OA04921 to be determined

2.3 Recommended ISPF setup

26

The CICS PA screen is an ISPF application that follows Common User Access (CUA)
conventions. You can use ISPF standard facilities to customize the screen. This section
contains some ISPF setup recommendations to help you use CICS PA efficiently.

Screen size and scrolling

Set the screen size in your session parameters to 32 lines. CICS PA screens are optimized for
32 lines, but accommodate 24 lines by scrolling backward (F7) and forward (F8).

Function keys

CICS PA uses standard conventions for function keys. You can use the ISPF commands
KEYS and KEYLIST to assign alternative functions to the keys. For a list of the CICS PA
default settings, select Help -> Keys Help in the action bar or enter KEYSHELP on the
command line.

CICS Performance Analyzer




If you are new to CICS PA, ensure that the function keys are displayed at the bottom of the
screens. The ISPF command PFSHOW ONIOFF turns on and off the display of the function
keys.

Prompt (F4)

Input fields with a plus sign (+) to the right of the field, or to the right of the column heading,
signify that Prompt is available. To use this facility, position the cursor on the input field and
press Prompt (F4). A list of available values is displayed from which you can select one (then
press Enter) or more (then press Exit) as appropriate.

Mouse options

The CICS PA Report Set panel is a tree structure of report categories and reports. The report
categories act as folders that can expand (to show) and collapse (to hide) the reports
contained within them. If your terminal emulation permits, configure your mouse options to
activate the lightpen function. You can then use the left button of your mouse to click the plus
sign (+) to expand and the minus sign (-) to collapse the report categories. Alternatively, you
can enter line action S.

CUA attribute settings

The CICS PA screen is designed to use the default CUA attributes. However, we recommend
that you set the Point-and-Shoot field to easily distinguish Point-and-Shoot fields from other
types of fields. You can use the ISPF CUAATTR command to change the attribute settings. As
shown in Figure 2-2, we changed Point-and-Shoot to yellow (highlighted in bold). For better
distinction, you can also set the highlight attribute to REVERSE (reverse video).

CUA Attribute Change Utility
Command ===> Defaults
Panel Element Color Intensity Highlight

More: +

Choice Entry Field . . . . . . TURQ LOW USCORE
List Entry Field . . . . . . . TURQ LOW USCORE
List Item Description . . . . GREEN LOW NONE
List Items . . . . . . . . .. WHITE LOW NONE
Normal Entry Field . . . . . . TURQ LOW USCORE
Normal Text . . . . . . . .. GREEN LOW NONE
Point-and-Shoot . . . . . .. YELLOW HIGH NONE
Reference Phrase . . . . . . . WHITE HIGH NONE

Figure 2-2 Recommended CUAATTR settings for CICS PA

Point-and-Shoot fields

CICS PA employs the Point-and-Shoot field. For efficient use, enter the ISPF SETTINGS
command to display the ISPF Settings screen. Then select Tab to point-and-shoot fields
(highlighted in bold in Figure 2-3).

Long and short messages

CICS PA uses both long and short messages. Short messages display at the top right of the
screen on the same line as the screen title. After a short message is displayed, you can press
Help (F1) to display more information in a long message.

To display long messages in a pop-up window, enter the SETTINGS command and select

Long message in pop-up (highlighted in bold in Figure 2-3). If it is a field in error, the pop-up
window displays immediately above or below the field in error. If this option is not selected,
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long messages of less than the screen width display immediately above or below the
command line.

ISPF Settings
Command ===>

Options Print Graphics
Enter "/" to select option Family printer type 2
_ Command line at bottom Device name . .
/ Panel display CUA mode Aspect ratio . . . 0
/ Long message in pop-up
_ Tab to action bar choices
/ Tab to point-and-shoot fields General
/ Restore TEST/TRACE options Input field pad . . N
_Session Manager mode Command delimiter . ;
/ Jump from leader dots

Edit PRINTDS Command
Always show split Tine
Enable EURO sign

~I

Terminal Characteristics

Screen format 3 1. Data 2. Std 3. Max 4. Part

Figure 2-3 Recommended ISPF settings for CICS PA

2.4 Preparing the SMF data for CICS PA
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CICS PA processes non-active SMF data sets. There is no special preparation required for
CICS PA other than to dump the active SMF data sets at an appropriate time.

CICS and other subsystems, such as DB2, WebSphere MQ, and the MVS System Logger,
write their SMF records to the active SMF data set. In order for CICS PA to work with the
inactive copy of this data, you need to perform several steps.

In a CICS region to ensure that all the current SMF data is available, you may need to flush
the buffers within CICS that hold any SMF data. You can do this by turning off and on
performance monitoring, using the CEMT SET MONITOR command. You only need to flush
the buffers when the CICS region is not shut down.

After all the SMF data from the CICS region is on the active SMF data set, you need to dump
this data to an inactive SMF data set. First you switch the recording of SMF data from one
data set to another. All SMF data in storage is written out before the transfer is made. This
switch is performed by issuing the /I SMF operator command. The switch of SMF data sets
takes place automatically when the active SMF data set becomes full.

To dump the SMF data set, the SMF dump program (IFASMFDP) is provided. This program
transfers the contents of the active SMF data set to an output data set. Then it resets the
status of the dumped data set to empty so that SMF can use it again for recording data. CICS
PA uses this output data set as the input data for its report processing. See z/0S V1R4.0
MVS System Management Facilities (SMF), SA22-7630, about dumping SMF data.
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2.5 Starting CICS PA

The CICS PA screen is invoked when you enter the following command on the ISPF
Command Shell screen (option 6) command line:

ex 'CICSPA13.SCPAEXEC(CPAOREXX)' 'CICSPA13 E'

If CICSPA13 is not the high-level qualifier of your CICS PA Release 3 data sets, then alter the
command accordingly.

You can also define it as a standard selection on ISPF screens. For examples of how to do
this, refer to the “Installation” chapter in the CICS Performance Analyzer for z/OS User’s
Guide, SC34-6307.

2.5.1 CICS PA Primary Option Menu

Upon entry to the CICS PA screen, you see the CICS PA Primary Option Menu as shown in
Figure 2-4. If you are using CICS PA for the first time, you can select option 0 (CICS PA
Profile) to review or modify your default profile settings. This is optional because the CICS PA
defaults are sufficient for us to get started. CICS PA allocates new data sets on your behalf
when it needs them to save your report requests.

V1R3MO CICS Performance Analyzer - Primary Option Menu
Option ===>

0 CICS PA Profile Customize your CICS PA dialog profile

1 System Definitions Specify CICS Systems, SMF Files and Groups
2 Report Sets Request and submit reports and extracts

3 Report Forms Define Report Forms

4 Object Lists Define Object Lists

5 Historical Database Collect and process historical data

X Exit Terminate CICS PA

Figure 2-4 CICS PA Primary Option Menu

2.6 System definitions

Before you request CICS PA reports, you must first define the CICS systems (generic
APPLIDs) on which you want to report. You also may need to define DB2 subsystems for the
DB2 report, MQ subsystems for the WebSphere MQ report, and MVS System Loggers for the
System Logger report.

You must also specify the SMF data sets for the systems (CICS, DB2, MQ, Logger), for the
MVS System (Image) where they execute, or for both. In addition, you can define groups of
systems for reporting purposes, such as those systems that connect via interregion
communication/multiregion operation (IRC/MRO) or intersystem communication/advanced
program-to-program communication (ISC/APPC).

To specify system definitions, select option 1 from the Primary Option Menu (Figure 2-4).

Tip: You can link directly to System Definitions from anywhere in the screen by entering
SYSDEFS on the command line.
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2.6.1 System Definitions Menu

The first time that you invoke System Definitions, you see the System Definitions Menu
(Figure 2-5). From this menu, you can:

» Define systems, SMF files, and groups on which you want to report.

» Maintain SMF files for each system, for each MVS system (Image), or for both.

» Maintain group definitions for reporting purposes.

» Use the data Take-up facility to extract details of your systems from an SMF file for
automatic take-up into your system definitions.

You can choose to bypass this menu in the future by selecting “Always go directly to Systems
View” as shown in bold at the bottom of Figure 2-5. In this scenario, we select option 4.

System Definitions Menu
Command ===>

Select an option then press Enter.
4 Define Systems, SMF Files and Groups
Maintain SMF Files

Maintain Group definitions

Take-up from SMF File

B w N =

Enter "/" to select option
Always go directly to Systems View

Figure 2-5 System Definitions Menu

2.6.2 Take-Up from SMF

An easy way for us to start is to let CICS PA set up our system definitions by using the
Take-up facility. This facility populates the system and file definitions with details extracted
from SMF files.

Since we selected option 4 on the System Definitions Menu screen, we now see the Data
Take-Up from SMF screen as shown in Figure 2-6. Specify the details of the SMF file on
which you want to report and then press Enter. CICS PA generates a batch job to extract the
take-up details from the SMF data set.

Data Take-Up from SMF
Command ===>

Specify the SMF File for data take-up and press Enter

Data Set Name . . . 'CICSRS7.SMF110.TESTCASE'

Specify details if data set is not cataloged:
UNIT . . ... + VOLSER . . . +
SEQ Number . . (1 to 255)

Execution Mode:
2 1. Submit Batch JCL
2. Edit Batch JCL

Figure 2-6 System definitions: Data Take-Up from SMF screen
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After the job is submitted, press F3 until you return to the Primary Option Menu (Figure 2-4 on
page 29). Again select option 1 (System Definitions). You are now prompted by CICS PA to
update your system definitions with the results of the batch job. Figure 2-7 shows the
message “CICS PA has completed extracting systems from the following SMF File”,
which you receive when the SMF extract is complete.

Data Take-Up from SMF
Command ===>

hhhhkhhhhhhddhkddhddhkhkhkhhhkhhhhhhhhhhhhhhhrhhrxx

* Take-Up from SMF *

B e T T e T T 2 e T R e L L L

CICS PA has completed extracting systems from the following
SMF File:

Data Set . . : 'CICSRS7.SMF110.TESTCASE'

Instructions:
Press ENTER to continue adding the systems.
Enter DEFER command to defer adding the systems.
Enter END or CANCEL command to cancel adding the systems.

Figure 2-7 Populating your system definitions with take-up details

Press Enter to tell CICS PA to populate your system definitions with the details extracted from
the SMF file. When complete, the System Definitions Menu is displayed with the message
“Take-up was successful”.

Note: When you run an initial take-up, CICS PA defines the systems, the files, and the
system-file relationships. When you run a second or subsequent take-up for systems that
are already defined to CICS PA, then only the SMF files are added. Then you need to
define the system-file relationships for the added files yourself if required.

2.6.3 Maintain system definitions

We now look at the results of the take-up. From the System Definitions Menu (Figure 2-5),
select option 1 to display the System Definitions maintenance screen. This is where you
define to CICS PA your CICS Systems (APPLIDs), MVS Images, DB2 and MQ Subsystems,
and MVS System Loggers so that:

» They can be requested for report and data extract processing
» The SMF files containing the data can be defined
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System Definitions Row 1 from 12
Command ===> Scroll ===> CSR

Select a System to edit its definition, SMF Files and Groups.

SMF Files

/ System Type Image Description System

S SC66 Image System added by take-up SC66

_ SCSCPAA1 CICS SC66 System added by take-up SC66

_ SCSCPTA1 CICS SC66 System added by take-up SC66

_ SCSCPFAL CICS SC66 System added by take-up SC66

_ SCSCPJA3 CICS SC66 System added by take-up SC66

_ SCSCPJA6 CICS SC66 System added by take-up SC66

_ SCSCPJA7 CICS SC66 System added by take-up SC66

_ SCSCPTA2 CICS SC66 System added by take-up SC66

_ SCSCPAA4 CICS SC66 System added by take-up SC66

_ SC66LOGR Logger  SC66 System added by take-up SC66
_Db7Q2 DB2 SC66 System added by take-up SC66

_ SCSCPJA9 CICS SC66 System added by take-up SC66
Khkkhkkkhkhkkhhkhkhhhhkrhhkhhhhhhrdrhhrhdhxk End Of '|-|st Kk khkkhhkkhkkk *kkkkkkkk k% *khkkkkhkkkkhkkkkk

Figure 2-8 System Déefinitions after Take-Up from SMF

CICS PA has automatically defined the MVS image, SC66. MVS Image entries are
identifiable by /mage in the Type column and the Image column is blank. APPLIDs are listed
with a type of CICS and Image SC66.

You can see that the SMF Files System is the image SC66 for all systems. This means that
files defined to SC66 are available to all systems defined to that Image. Therefore, you only
need to define the files once.

Specifying SMF files is optional. If you do not specify them here, then when it comes time to
submit your report request, CICS PA generates job control language (JCL) with the SMF File
data set names unresolved. You have the option to edit the JCL at that time.

You can define new systems by entering the NEW command on the command line. Consider
the following examples:

NEW CICSPAOR CICS
NEW SC43 IMAGE

In this example, type line action S next to the SC66 Image entry (highlighted in bold in
Figure 2-8) to select it from the System Definitions screen.

2.6.4 MVS image definition
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Let’s look further at the results of the take-up. Now you see the MVS Image display as shown
in Figure 2-9. Notice that the item in bold indicates the files for this system.
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MVS Image Row 1 of 1 More: >
Command ===> Scroll ===> CSR_

MVS Image definition:

MVS Image . . . . . SC66

Description . . . . System added by take-up

/ Exc SMF Data Set Name + UNIT + SEQ VOLSER +
'CICSRS7.SMF110.TESTCASE' DASD

B R R T R End Of ]1St B R R R

Figure 2-9 MVS Image definition: Files

SMF Files for this system

Observe that the SMF data set name listed is the one specified in the take-up job. You can
specify as many files as you want. CICS PA processes them all (unless they are excluded).
We recommend that you specify the files in time sequence (earliest first), since CICS PA
processes them in the order that they are specified. Various line actions are available to help
you do this: I (Insert), R (Repeat), C (Copy), M (Move), and D (Delete).

Deleting a file here only deletes the relationship, not the file itself. Also, you can use the X line
action to exclude an SMF File from report processing. Excluded files are marked with an
asterisk (*) in the Exc column.

To add a file to the list, you can type the data set name directly, or select from a list of
available files by entering line action S or pressing F4 (Prompt) from the data set name field.

Groups this system belongs to

Press F11 to scroll right. More: > is displayed in the top right corner to remind you that there is
more information for this system. A screen like the example in Figure 2-10 is displayed where
you can specify the groups to which this system belongs on the line under Group + and
Description.

MVS Image Row 1 of 1 More: >
Command ===> Scroll ===> CSR_
MVS Image definition:
MVS Image . . . . . SC66
Description . . . . System added by take-up
/  Group + Description
;******************************** End Of ]1st *kkhkkhhkkhkkk *kkkkkkkk k% *kkkkkkk

Figure 2-10 MVS Image definition: Groups

Groups enable you to connect systems together for consolidated (cross-system) reporting.
This is especially useful for MRO, APPC or other systems that share workloads. For
examples of grouping systems, see Figure 7-21 on page 189 and Figure 13-7 on page 289.

Press F3 to return to the System Definitions screen.
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2.6.5 CICS System definition
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From the list of System Definitions, you can select other system entries to review or modify.
For example, select the first CICS system. Then you see a screen like the example in
Figure 2-11.

CICS System Row 1 of 1 More: >

Command ===> Scroll ===>

CICS System definition:

APPLID . . . . . . .. SCSCPAA1 MVS Image . . SC66

Description . . . . . System added by take-up

CICS Version (VRM) . . 620

MCT Suffix . . . . . . _

MCT Load Library . . .

SDFHLOAD Library . . .

Dictionary DSN . . . .

Exc SMF Data Set Name + UNIT + SEQ VOLSER +

;******************************* End of '|-|St *kkkkkkkhk k% *kk%k ke 3o e 5 kkkkkkkk

Figure 2-11 CICS System definition

To define a CICS System for reporting, you only need to specify the APPLID. All other fields
are optional.

Notice the MVS Image (SMF ID) to which this CICS System (APPLID) belongs. The MVS
Image allows CICS PA to:

» Distinguish between multiple CICS systems that have the same APPLID but run on
different MVS Images.

» Share SMF files that contain data for more than one system. By defining the SMF files to
the MVS Image, you need only define your SMF files once.

» Request reporting by MVS Image. All CICS Systems (APPLIDs) belonging to that MVS
Image are selected.

Tips:

» You can specify a masked pattern for the name of your system. For example, you can
define APPLID SCSCP™. This allows all CICS systems matching this pattern
(SCSCPAA1, SCSCPTA1, and so on) to share the System definition, SMF files, and
groups specified once for SCSCP*.

» CICS systems that are not defined to CICS PA can still be reported, but only if their
Image is defined. For example, if CICSPFOR (your production file owning region) also
runs on Image SC66, then at run report time, you can request reporting for this system.
You specify a System Selection of CICSPFOR and SC66, even though CICSPFOR is
not defined to CICS PA.

These other fields may be important to you in the future:

» MCT: You must specify the monitoring control table (MCT) suffix and MCT load library if
you want to include CMF user fields in your reporting. Otherwise, CICS PA uses the
system default MCT for the version of CICS you are reporting.

» Dictionary DSN: You can build a data set to contain the CMF dictionary record for those
times when the SMF file does not contain one, so that CICS PA reporting can progress.
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CMF uses a dictionary record to map the fields in the CMF performance class records.
CICS writes a dictionary record when CMF starts, but not when SMF switches data sets.
You only need to build a dictionary record if you want to include your CMF user fields (from
user defined EMPs in the MCT) in your reporting. Otherwise, CICS PA uses the default
dictionary record for the version of CICS that you are reporting.

If you want CICS PA to generate the Dictionary record for this CICS system, follow these
steps:

a. Specify the Dictionary DSN.

b. Specify the SDFHLOAD Library so that CICS PA can use the DFHMNDUP utility to
generate the Dictionary record.

c. Select Dictionary in the action bar. CICS PA immediately populates the specified data
set with the Dictionary record for this CICS system. If the data set is not cataloged,
CICS PA allocates it before writing the record. If the data set is cataloged, CICS PA
overwrites its contents with the new Dictionary record.

At JCL generation time, CICS PA inserts the cataloged Dictionary DSN in the CPADICTR
DD statement.

Tip: If you are using an MCT to exclude CMF fields, you do not need to specify the MCT to
CICS PA for that reason alone. Check that you did not exclude fields that CICS PA requires
for your reporting. Refer to the CICS Performance Analyzer for z/OS Report Reference,
SC34-6308, for the list of required CMF fields for:

>

>
>
>
>

Cross-System Work report and extract
Transaction Group report

BTS report

Workload Activity report

DB2 report

2.6.6 Other system definitions: DB2, WebSphere MQ, System Logger

Other systems are identified by their type, such as DB2, MQ, or LOGGER. To define them to
CICS PA, the System Definitions facility is used in a similar way to CICS APPLIDs and MVS
Images.

The initial system definition is complete. You can now move on to requesting reports. Press
F3 until you return to the Primary Option Menu (Figure 2-4 on page 29).

2.7 Requesting reports and extracts

To
on

build report and extract requests, select option 2 on the Primary Option Menu (Figure 2-4
page 29).

2.7.1 Creating the Report Sets data set

You are prompted to create the Report Sets data set as shown in Figure 2-12. This is the data
set in which CICS PA saves your report and extract requests.
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The Report Sets Data Set is not cataloged.
XXXXXXXX.CICSPA.RSET

Press ENTER to create the data set using default
allocation characteristics.

Use EXIT or CANCEL to return without creating the
data set.

Figure 2-12 Creating the Report Sets data set

Press Enter to create the Report Sets data set. Otherwise, cancel and from the Primary
Options Menu (Figure 2-4 on page 29), select option 0.3 (option 0 and then option 3) to
specify the data set name of your choice.

Tip: You may find it useful to keep separate CICS PA data sets for production and test
environments.

2.7.2 Report Sets

The Report Sets facility defines, maintains, and runs report and extract requests. A Report
Set contains a set of report and extract requests to be submitted and run as a single job. You
can define as many Report Sets as you want. You can also define any number of reports and
extracts in a Report Set. Figure 2-13 shows the list of Report Sets, which initially is empty.

Report Sets

Command ===> NEW REDBOOK Scroll ===> PAGE
Report Sets Data Set . . . xxxxxxxx.CICSPA.RSET

/ Name Description Changed D
khkkkkhkhkkhkhkhhhhhhhdhhhhhhhdrhdrhhxk End of ]-Ist *kkkkkkkhk *kkkkkkkk k% *khkkkkhkkkkhkkkhhkk

Figure 2-13 Report Sets: Defining a new Report Set

Use the NEW command to create your first Report Set. A Report Set is a member in the
Report Sets data set.

2.7.3 Editing the Report Set
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You can now start editing your Report Set shown in Figure 2-14. The list of available reports
and extracts is presented as a tree structure where they are grouped by category. You can
use line action S to expand and collapse the categories to show or hide the items within it.
This is similar to the way some PC tools display folders and their contents. If your terminal
emulation allows, you can set your mouse as a lightpen and then click the + to expand or - to
collapse the category. Alternatively, you can use cursor selection. Position the cursor on the +
or - sign and press Enter.
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EDIT Report Set - REDBOOK Row 1 of 34
Command ===> Scroll ===> CSR_

Description . . . Demonstration Report Set

Enter "/" to select action.

_ ** Reports ** Active
- ___ Options No
S GTobal No L
- _W Selection Criteria No Global specifications
Performance No
__ Exception No
- Performance Reports No
S List No
_ List Extended No
___ Summary No
___ Totals No
__ Wait Analysis No
__ Cross-System Work No
____ Transaction Group No
____ BTS No
__ Workload Activity No
- ___ Exception Reports No
List No
Summary No

Transaction Resource Usage Reports No
File Usage Summary No

. Storage Usage Summary No
__ Transaction ReS ge list No To expand or collapse
g— S“bsy;;gm Reports mg categories, choose one of
: WebSphere MQ No these options:
- System Reports No » Enter line action S
—_System Logger Noo»  Point and click - or +
- Performance Graphs No 7
— ) with your mouse as a
Transaction Rate No .
___ Transaction Response Time No lightpen
- Extracts No » Click - or + to select it
Cross-System Work No
Export No
Record Selection No

** End of Reports **

Figure 2-14 Editing a Report Set

You can use line action S to select the reports and extracts that you want to edit, and the
global options and selection criteria that you want to apply to them. You can also issue line
actions on report categories and on ** Reports ** at the top of the tree. Enter the / line action
next to an item in the tree to see the list of possible actions.

The selection criteria enables you to filter the CMF data for your reports and extracts using
any field or combination of fields. For example, to include data only for a particular
transaction ID, user ID, or only for a specific period of time.

Select the global options and then select the Performance List report. Type S next to both
options and then press Enter.
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2.7.4 Global Options
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Figure 2-15 shows the Report Set Global Options. They define general control information
that applies to all the reports and extracts in the Report Set.

REDBOOK - Global Options
Command ===>

System Selection:

CICS APPLID . . + Image . . + Group . . +
pB2 sSip . . .+ Image . . + Group . . +
MQSSID . . . .+ Image . . + Group . . +
Logger . . . . + Image . . + Group . . +
Report Formatting Options:

Print Lines per Page . . 60_ (1-255)

Time Zone . . . . . .. ___ (Blank for system default or -12 to +12 hours)

Date Delimiter . . . . . /
Time Delimiter . . . . . :

Figure 2-15 Reviewing Global Options

Note the following points:
» To specify the systems (and inherently the files) on which you want to report, you can

specify:

— ACICS APPLID

— A DB2 subsystem ID

— A WebSphere MQ subsystem ID
— An MVS System Logger ID

— An MVS Image ID

— AGroup ID

You can type the IDs directly or use Prompt (F4) to select from a list of predefined systems
and groups.

You can specify System Selection in one or more of the following ways:
— As a global option on the Global Options screen.

— As alocal option on individual report or extract screens. Report-level specifications
take precedence over the global specification.

— As a global option on the Run Report Set screen. The run-time global option overrides
the Report Set global option and optionally the report-level specifications.

— By editing the JCL before submit.

Print Lines per Page is the maximum number of report lines to print on each page. The
default is 60. You can also specify this option for individual reports. Report-level
specifications take precedence over the global specification.

Date and Time delimiters specify the separator characters for the date and time-of-day in
the reports and extracts. A slash (/) and a colon (:) are the defaults.

The Time Zone specifies the number of hours east or west of Greenwich Mean Time
(GMT). For example, to synchronize the CMF and DB2 time stamps, specify Time Zone to
match the time zone of the SMF data. However, if you are correlating DB2 data between
CICS PA and DB2 PM reports, then you may want the CICS PA DB2 time stamps to be
reported in GMT so that they can be more easily matched. If Time Zone is not specified, or
it is set to zero, all times (CMF and DB2) are reported in GMT.
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In this case, accept the default global options. Now you can exit or cancel to continue.

2.7.5 Specifying report options

The Performance List report gives the details of every transaction that executed. Figure 2-16
shows the screen where the Performance List report options are specified.

The report runs without you specifying any additional options. However, you may want to tailor
it to help your analysis. If you want to specify a particular system that this report applies to,
under System Selection, enter the System name (and optionally Image, Group, or both).
Alternatively, you can select the required system from a list. To do this, position the cursor on
the APPLID field (highlighted in bold) and press F4 (Prompt).

REDBOOK - Performance List Report
Command ===>

System Selection: Report Qutput:

APPLID . . + DDname . . . . . . . .. LIST0001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Report Format:
Form . . . +
Title

Selection Criteria:
Performance

Figure 2-16 Specifying report options: Using F4 (Prompt) to select from a list of systems

A selection list of available systems is displayed as shown in Figure 2-17. Enter line action S
(as shown in bold) to select the system that you want.

Select a System Row 1 to 8 of 8
Command ===> Scroll ===> PAGE
Select a System then press Enter.
System Image Files Description
S SCSCPAA1 SC66 Yes System added by take-up
SCSCPTA1 SC66 Yes  System added by take-up
SCSCPFA1 SC66 Yes  System added by take-up
SCSCPJA3 SC66 Yes System added by take-up
SCSCPJA6 SC66 Yes System added by take-up
SCSCPJA7 SC66 Yes System added by take-up
SCSCPTA2 SC66 Yes System added by take-up
. SCSCPAA4 SC66 Yes System added by take-up
Khkkhhkkhhkhdhhhrhhhhhhhhrdrhhrhhrk End of 'I-Ist Kk hkkkkkkk *kkkkkhkk k% *khkkkkkhkk

Figure 2-17 Selecting a system

Then CICS PA sets the information under System Selection as shown in Figure 2-18.
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REDBOOK - Performance List Report
Command ===>

System Selection: Report Qutput:
APPLID . . SCSCPAA1 + DDname . . . . . . . .. LIST0001
Image . . SC66 + Print Lines per Page . . __ (1-255)

Group . . +

Report Format:
Form . . . +
Title

Selection Criteria:
Performance

Figure 2-18 Specifying report options: System Selection information complete

If you decide not to specify the System Selection here, then you can do so when you run your
Report Set and CICS PA prompts you.

Two important report options that we discuss later are the report format and selection criteria.
They allow you to tailor the fields that appear in your reports and filter the data that is
reported.

Exit to save your new report request.

2.7.6 Reports list

After you exit from the report, the Reports list is presented (Figure 2-19). You can define as
many reports of the same type in a Report Set as you want.

You can use line action | (Insert) to define a new Performance List report, D to delete a report,
or X to exclude it from reporting. When you finish defining your Performance List reports, exit
to save the reports and return to the main Report Set edit screen.

REDBOOK - Performance List Reports Row 1 from 1
Command ===> Scroll ===> PAGE
---- System Selection ---- Selection
/ Exc APPLID + Image + Group + Output Form + Criteria
_ SCSCPAA1  SC66 LIST0001 NO
kkhkkkkhkkkhkkkhhkkkhkkhkhkkhkhkkhkhkhkhkkkhkkhkkkx End of '|-|St kkkkkkhkkhkhkkhhkkhkkkhkkhkhkkhkhkkhkkkhkkhkkkx

Figure 2-19 Reports list

2.8 Running your reports

40

You must enter a SAVE command, select File->Save from the action bar, or press F3 (Exit) to
save your Report Set definition in the Report Set data and exit. However, you do not need to
save your Report Set before you run it.

To run the Report Set, enter the RUN command in the command line or select File->Run
from the action bar. Alternatively, you can run individual reports or report categories by
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entering the RUN line action next to the particular ones that you want to run. Figure 2-20
shows both methods.

EDIT Report Set - REDBOOK Row 1 of 21
Command ===> RUN - Scroll ===> CSR_
Description . . . Demonstration Report Set Running Report Set

Enter "/" to select action.

LTs No

___ Summary No
___ Totals No
—_ MWait Analysis Run report overriding
__ Cross-System Work No Acti
; ctive status
____ Transaction Group No
____ BTS No
__ Workload Activity No
+ __ Exception Reports No
+ __ Transaction Resource Usage Reports No
+ __ Subsystem Reports No
+ __ System Reports No
+ __ Performance Graphs No
+ Extracts No

** End of Reports **

_ ** Reports ** Active
- __ Options Yes
___ Global Yes g~ Global Options are
- Selection Criteria No automatically activated
Performance No
__ Exception No
- ___ Performance Reports Yes
RUN Ljst Yes

Figure 2-20 Using RUN

2.8.1 Active status

Looking at the Report Set in Figure 2-20, you can see that the Performance List report and

the Performance Reports category are active. Observe also that the Global Options are
automatically activated by CICS PA when there is at least one active report or extract.

The Active status controls which reports in the Report Set are run when you submit a RUN

request. When you enter RUN in the command line to run the Report Set, only active reports

within active categories are selected for JCL generation. You can temporarily override the
active status by typing the RUN line action next to any required reports and categories.

You can use line action D to deactivate or A to activate particular reports and categories.

2.8.2 Run Report Set

Before CICS PA generates the JCL, you are prompted to supply run-time options as shown in

Figure 2-21.
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Run Report Set REDBOOK
Command ===>
Specify run Report Set options then press Enter to continue submit.
System Selection:
CICS APPLID . . + Image . . + Group . . +
DB2 SSID . . . + Image . . + Group . . +
MQ SSID . . . . + Image . . + Group . . +
Logger . . . . + Image . . + Group . . +
Override System Selections specified in Report Set
----- Report Interval ------
Missing SMF Files Option: MM/DD/YYYY HH:MM:SS.TH
1 1. Issue error message From
2. Leave DSN unresolved in JCL To
3. Disregard offending reports Only process SMF records
4 with a time stamp within
Enter "/" to select option this date and time range or
/ Edit JCL before submit “time slot”

Figure 2-21 Run Report Set: Specifying run-time options

You can specify the following run-time options:

» The system or group of systems to be reported: CICS PA allows you to specify System
Selection both in the Report Set and here at run-time. An Override System Selections
option is provided to determine which specification takes precedence if both are specified:

— When the override option is not selected, the run-time System Selection overrides the
Report Set Global options only. It does not override any System Selections specified in
the individual reports within the Report Set.

— When the override option is selected, the run-time System Selection overrides all
System Selections in the Report Set (Global Options and individual reports).

» The date and time range or “time slot” of the SMF data that you want to process:
This reduces the volume of data and enables more efficient processing. If not specified,
then CICS PA processes the entire SMF file or files. Any report intervals specified under
Selection Criteria in your Report Set are then processed normally for this reduced period
of data.

» Missing SMF Files Option: This specifies the remedial action to take if you have not
defined SMF files for the systems to be reported (or they are all excluded).

» To edit the JCL before submit

Note: Because we specified System Selection on the Performance List Reports screen
(Figure 2-19 on page 40), specifying System Selection now at run-time has no effect on
that report unless we select the Override System Selections option.

From the Run Report Set screen, press Enter to generate the JCL.

2.8.3 JCL generation

Now you see an ISPF Edit session with the JCL as shown in Figure 2-22. You can store the
job stream in your JCL library to submit from there, or as part of a job automation process.
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Make any necessary changes. Then type SUBMIT (or SUB) on the command line and press
Enter to submit the job.

EDIT XXXXXXXX.SPFTEMP1.CNTL Columns 00001 00072
Command ===> SUB Scroll ===> PAGE
*kkkkk khkkkhkkkkkkk kkhkkkkkhkhkhkhkhkhkk*k Top of Data khhkhkhkhkhkhkhkhkhkhkhkhkhhkhkhkhhhkhkhhkhkhkhkhkxx
000001 //USERID JOB (ACCOWNT),'NAME'

000002 //* CICS PA VIR3 Report~NJCL

000003 //CICSPA EXEC PGM=CPAMAI
000004 //STEPLIB DD DSN=CICSPA.V1R3MO:
000005 //SYSPRINT DD SYSOUT=*

000006 //* SMF Input Files

000007 //SMFINOO1 DD DSN=CICSRS7.SMF110.TESTCASE,
000008 // DISP=SHR

000009 //* Command Input

000010 //SYSIN DD *

000011 * Report Set =REDBOOK

ALINK,DISP=SHR

Edit the JCL if required
and then enter SUB

000012 * Description=Demonstration Report Set

000013 * Reports for System=SCSCPAAL

000014 * Image =SC66

000015 * Description=Demonstration Report Set
000016 CICSPA IN(SMFINOO1),

000017 APPLID(SCSCPAAL),

000018 LINECNT(60),

000019 FORMAT(':','/"),

000020 LIST(OUTPUT(LISTO0001))

000021 /*

khhkkkk khhkkhkhhhkhkhkrhhkrhhrkhk *khkkkkhhkkk Bottom Of Data khkkhhkkhhkhkdkrhhkhhhkhdhhdhhdhrhhrd

Figure 2-22 Edit the Report Set JCL and submit the job

After you submit the job, exit until you return to the CICS PA Primary Option Menu (Figure 2-4
on page 29).

2.9 Viewing the report output

You can view the output using SDSF or ISPF option 3.8 Outlist Utility (from the Primary
Options Menu, option 3 and then option 8). The CICS PA screen automatically assigns each
report in the Report Set a unique DDname. In SDSF, you can each report separately by
entering the question mark (?) action character in the NP column (Figure 2-23).

SDSF STATUS DISPLAY ALL CLASSES

COMMAND INPUT ===> SCROLL ===> PAGE
NP JOBNAME JobID Owner Prty Queue C Pos SAff ASys Status PrtDest SecLabel TGNum TGPct OrigN
? CICSPAJ1 JOB29346 XXXXXXXX 1 PRINT A 3406 LOCAL 2 0.00 LOCAL

Figure 2-23 SDSF: Displaying the job output by DDname

Then enter the S action character to select your report output (Figure 2-24).
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SDSF JOB DATA SET DISPLAY

COMMAND INPUT ===> SCROLL ===> PAGE
NP DDNAME  StepName ProcStep DSID Owner C Dest Rec-Cnt Page-Cnt Byte-Cnt CC Rmt Node 0-Grp-N SeclLabel PrMod
JESMSGLG JES2 2 xxxxxxxx S LOCAL 20 1,372 1 11 LINE
JESJCL  JES2 3 xxxxxxxx S LOCAL 23 1,053 1 11 LINE
JESYSMSG JES2 4 xxxxxxxx S LOCAL 40 1,986 1 11 LINE
SYSPRINT CICSPA 102 xxxxxxxx S LOCAL 70 5,409 1 11 LINE
S LIST0001 CICSPA 103 xxxxxxxx S LOCAL 222 21,453 1 11 LINE
Figure 2-24 SDSF: Selecting the report output by DDname
Figure 2-25 shows what you may see when suitable input data is specified.
VIR3MO CICS Performance Analyzer
Performance List
LISTO001 Printed at 17:20:04 3/29/2002 Data from 10:07:43 3/28/2002 APPLID SCSCPAA1 Page 1
Tran SC Term Userid  RSID Program TaskNo Stop Response Dispatch User CPU Suspend DispWait FC Wait FCAMRq IR Wait
Time Time Time Time Time Time Time Time
CQRY S 0004 CICSUSER DFHQRY 26 10:09:37.011 .5971 L1371 .0341 .4600 .4553 .0000 0 .0000
CSGM S 0004 CICSUSER DFHGMM 27 10:09:37.506 .4864 .1624 .0245 .3239 .3234 .0000 0 .0000
CEDA TO 0004 CICSUSER DFHEDAP 28 10:10:04.867 22.3878 5.9004 1.0167 16.4873 .5643 .0674 1 .0000
CEDA TO 0004 CICSUSER DFHEDAP 29 10:11:21.675 75.8603 2.7834 .5313 73.0770 .0599 L1231 12 .0000
CEDA TO 0004 CICSUSER DFHEDAP 30 10:12:35.400 66.0356 1.8070 L4299 64.2286 .0160 .0650 12 .0000
CATR S CICSUSER DFHZATR 32 10:15:37.706 .4334 .1143 .0282 .3191 .3187 .0000 0 .0000
CEDA TO 0004 CICSUSER DFHEDAP 31 10:21:22.924 526.216 2.8898 .3436 523.326 .0217 .0154 1 .0000
CEDA TO 0004 CICSUSER DFHEDAP 33 10:22:15.994 39.9497  2.5449 .6930 37.4048 .0167 L1159 56 .0000
CEDA TO 0004 CICSUSER DFHEDAP 34 10:22:26.559 4.2486 1.7076 L7248  2.5411 .0275 .0198 26 .0000

Figure 2-25 Sample report output

2.10 Tailoring report formats

Report Forms allow you to design your own reports and extracts to fully exploit the wealth of
information contained in the CICS Transaction Server (TS) CMF performance records. For
example, if you suspect that there is a performance problem with transient data, you can
create a Report Form that focuses on that aspect of CICS performance.

To build Report Forms, select option 3 from the Primary Option Menu (Figure 2-4 on
page 29).

2.10.1 Creating the Report Forms data set

You are prompted to create the Report Forms data set. CICS PA saves your Report Forms in
this data set.

Press Enter to create the Report Forms data set. Otherwise, cancel and from the Primary
Option Menu (Figure 2-4 on page 29), select 0.4 (option 0 and then option 4)) to specify the
data set name of your choice.

2.10.2 Report Form types

There are three types of Report Forms: LIST, LISTX and SUMMARY. You can tailor your
reports and extracts using Report Forms of a compatible type:

» LIST: Specifies which fields are reported and the order of the columns. This type of form is
applicable to:

— Performance List report
— Cross-System Work (Extended) report
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— Export extract
— List HDB reports

» LISTX: Specifies which fields are reported, the order of the columns, up to three sort fields
(ascending or descending), and a processing limit on one of the sort fields. This type of
form is applicable to:

— Performance List Extended report
— Cross-System Work (Extended) report (sort sequence and limit ignored)
— Export extract (sort sequence and limit ignored)

» SUMMARY: Specifies which fields are reported, the order of the columns, up to three sort
fields (ascending), and numeric functions (average, standard deviation, total, minimum,
maximum). This type of form is applicable to:

— Performance Summary report
— Export extract
— Summary HDB reports

2.10.3 Report Forms list

The Report Forms list displays all the Report Forms in the Report Forms data set and shows
their type and description. The initial Report Forms list is empty as shown in Figure 2-26. You
can use the NEW command to create your own Report Form or you can select from the many
samples provided. We use the samples.

To display the list of Sample Report Forms, enter the SAMPLES command or select Samples in
the action bar as shown in Figure 2-26.

File Confirm Samples Options Help

Report Forms

Command ===> SAMPLES Scroll ===> PAGE
Report Forms Data Set . . . xxxxxxxx.CICSPA.FORM

/ Name Type Description Changed 1D
dhkkkkhkhkkhhkhkhhhkhhhdhhhhhhhdhhkdrhhxk End of ]-Ist *kkkkkkkhk *kkkkkkkk k% *khkkkkhkkkkhkkkhhkk

Figure 2-26 Report Forms list: Requesting Sample Report Forms

2.10.4 Sample Report Forms

On the Sample Report Forms screen (Figure 2-27), scroll down until you find the Sample
Report Forms that meet your requirements.

We selected two Report Forms for Transient Data Analysis:

» TDLST lists all transactions, showing their Transient Data usage
» TDSUM summarizes Transient Data usage for each transaction ID
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Row 72 to 87 of 90
Command ===> Scroll ===> CSR_

Select one or more Sample Report Forms then press EXIT.

Name Type Description
S TDLST LIST Transient Data Activity
S TDSUM SUMMARY Transient Data Activity
TRAPLSUM SUMMARY Transactions by Application Tran
TRARTSUM SUMMARY Transaction Routing Analysis (3)
TRATDSUM SUMMARY Transactions by Applid and TOD
TRRTESUM SUMMARY Transaction Routing Analysis (1)
TRTCLSUM SUMMARY Transactions by Tranclass Name
TRTESUM  SUMMARY Transaction Usage by Terminal ID
TRTODSUM SUMMARY Transactions by Time-of-Day
TRTRASUM SUMMARY Transaction Routing Analysis (4)
TSLST LIST Temporary Storage Activity
TSSUM SUMMARY Temporary Storage Activity
TSWTLST  LIST Temporary Storage Wait Analysis
TSWTSUM  SUMMARY Temporary Storage Wait Analysis
UOWLST LIST Transaction Network Unit-of-Work
USTORLST LIST User (Task) Storage Analysis

Figure 2-27 Selecting Sample Report Forms

Exit to add these Report Forms to your Report Forms data set. You can see them in the
Report Forms list in Figure 2-28. They are now available for report processing.

Before we finish, let’s look at Report Form TDSUM to familiarize ourselves with the format of
the report it will produce and introduce some of the features. Enter line action S to select

TDSUM.
File Confirm Samples Options Help
Report Forms 2 members added
Command ===> Scroll ===> CSR_
Report Forms Data Set . . . xxxxxxxx.CICSPA.FORM
/ Name Type Description Changed ID
_ TDLST LIST Transient Data Activity 2003/07/25 00:00 CICSPA
S TDSUM SUMMARY Transient Data Activity 2003/07/25 00:00 CICSPA
dhkkhhkhhhkhhhhdhhdhrhhhdhhdhhhdhrhdhxd End of '|-|st *hkkkkkkhk *kkkkkkk ok kK *khkkkkhkkhhkkhhkk

Figure 2-28 Report Forms list: Selecting a Report Form

2.10.5 Edit Report Form

You can now review or change the Report Form as shown in Figure 2-29.
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File Edit Confirm Upgrade Options Help
EDIT SUMMARY Report Form - TDSUM Row 1 of 11 More: >
Command ===> f response Scroll ===> CSR_
Description . . . . Transient Data Activity Version (VRM): 620
Selection Criteria:
_ Performance
Field
/  Name + S Type Fn  Description
__ TRAN A __ Transaction identifier
i_  TASKCNT_ ___ Total Task count
__ RESPONSE AVE Transaction response time
__ TDGET___ AVE Transient data GET requests
__ TDPURGE_ AVE Transient data PURGE requests
_ TDPUT___ AVE Transient data PUT requests
h_ TDTOTAL_ AVE Transient data Total requests
__ TDWAIT__ TIME___ AVE VSAM transient data I/0 wait time
__ TDWAIT__ COUNT__ AVE VSAM transient data I/0 wait time
__ EOR  mmmmmmmmmmmmeeeo End of Report ----------------
__ EOX  mmmmmmmmmmmmmee- End of Extract ---------------
khkkhkkkkhhkhkkhkkhkhkhhkdhkdhkkhxkkhxkx End of '|-|st *khkkhkkkkhkkA *kkhkkkkhkkkhkh% kkkhkkkhkhkkkhkkk

Figure 2-29 Editing a Report Form

Note the following points:

>

You can specify selection criteria in the Report Form. If a report that uses this form also
has selection criteria defined, then records are selected for reporting only if they satisfy
both criteria.

If the Report Form does not meet your reporting requirements, you can change it so that
only the fields you require in your report are above the EOR line (limited to a page width of
132), and only those you require in your extract are above the EOX line (no limit).

The line actions that you can use to edit the Form include | (Insert), D or DD (Delete), C or
CC (Copy), M or MM (Move), R or RR (Repeat).

To add another field to the Form, you can either replace an existing field by overtyping it,
or you can use line action I to insert a blank row to accept the new field. You can either
type the field name (or first part of it) directly, or you can enter line action S to select the
field name from a list of allowable fields.

We entered line action I (Insert) to add a new field named RESPONSE into the Form.

You can enter a FIND command to locate a character string in the display. Then press F5
or use the RFIND command to locate the next occurrence.

You can enter line action H (Help) to obtain a detailed description of a field.

More: > indicates that you can scroll Right (F11) to view more information. This includes
field length, Dictionary definition, User Field offset and length, and report title. The title
appears at the top of each page of the report immediately below the date and time. The
first line of the specified title appears on the left of the report, and the second line on the
right. You can also specify a Title for individual reports. This takes precedence over that in
the Report Form.
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Our form indicates that:
» The report is summarized by TRAN, the transaction ID.

» Nine fields are shown in the report, from TRAN in the left-most report column to TDWAIT
in the right-most column.

» Statistical averages for RESPONSE, TDGET, TDPURGE, and so on, are reported.

» TDWAIT is reported in two columns. TIME shows the average I/O Wait elapsed time.
COUNT shows the average number of times transactions waited for TD.

» EOR indicates where the report line ends. CICS PA automatically adjusts this for you to
ensure that the fields you specify fit across the page.

» EOX indicates where the extract record ends. There is no restriction on the record length.
You can move EOX to the bottom of the Report Form to include all available fields in the
extract.

Exit (F3) from the Report Form to save it.

2.10.6 New Report Form

From the Report Forms list, you can create a new Report Form by entering the NEW
command or selecting File->New from the action bar. The New Report Form screen is
displayed as shown in Figure 2-30.

New Report Form
Command ===>

Specify the name of the new Report Form and its options.
Specify the APPLID for user fields

Name . . . ... LIST2__ and EMPs. Otherwise specify VRM.

APPLID . . . . . SCSCPAAL  + Version (VRM) . . 620

MVS Image . . . . SC66 S Field Categories

Form Type or Model . . _ 1. List
2. List Extended (Sorted) Select field categories
3. Summary from a list
4. Model (specified below)

Model

Figure 2-30 New Report Form

Note: If you want to include user fields in your Report Form, you must specify the APPLID
so that CICS PA can obtain the associated dictionary entries. Otherwise, simply specify the
version (VRM) so that CICS PA can populate the form with the fields that are applicable to
that release of CICS.

Report Form field categories
When creating a Report Form, you can select fields from a// the CMF data fields or just from
specific field categories.

On the New Report Form screen, enter line action S next to Field Categories to display the list
of categories defined in CICS PA (Figure 2-31).
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Field Categories Row 1 to 14 of 25
Command ===> SELECT Scroll ===> PAGE

Select one or more Categories then press EXIT.

Category Description

AOR Application-owning region
FOR File-owning region

TOR Terminal-owning region
DB2 DB2 data-owning region

IMS DBCTL  IMS DBCTL data-owning region
CROSSSYS Cross-System User Fields
DFHAPPL Application naming

DFHCBTS Business Transaction Services
DFHCICS CICS related task information
DFHDATA Data processing

DFHDEST Transient Data

DFHDOCH Document Handler

DFHFEPI Front End Programming Interface
DFHFILE File Control

Figure 2-31 New Report Form: Selecting Field Categories

Enter the SELECT command to select all categories (the default), or line action S to select
particular categories. Then press F3 (Exit).

When all options on the New Report Form screen are specified, press Enter to proceed with
creating the Form. Edit the Report Form as required (see Figure 2-29 on page 47). Then exit
to save the form.

Exit Report Forms and return to the Primary Option Menu (Figure 2-4 on page 29).

2.10.7 Using the Report Form in your report

To use the Report Forms in your report requests, again select option 2 (Report Sets) from the
Primary Option Menu (Figure 2-4 on page 29). The list of Report Sets is displayed as shown
in Figure 2-32. Enter line action S to resume editing your Report Set.

Report Sets Row 1 to 1 of 1
Command ===> Scroll ===> PAGE

Report Sets Data Set . . . xxxxxxxx.CICSPA.RSET

/ Name Description Changed 1D
S__ REDBOOK Demonstration Report Set 2003/10/17 17:59 XXXXXXXX

R R e End of '|-|st *kkkkkkhk kkhkkkhkkkhkhk kkhkkkhkkhkkhkkx

Figure 2-32 Report Sets list: Selecting a Report Set

A Report Set can include more than one report of each type. For example, you can request
two List reports and three Summary reports.

Select the reports that you want to edit. Using the S line action as shown in Figure 2-33, we
select the Performance List and Summary reports so that we can use our Report Forms.
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EDIT Report Set - REDBOOK
Command ===>

Row 1 of 31
Scroll ===> CSR

Description . . . Demonstration Report Set

Enter "/" to select action.

_ ** Reports ** Active
+ __ Options Yes
+ _ Selection Criteria No
- __ Performance Reports Yes

S__ List Yes
_ List Extended No
S__ Summary No
___ Totals No
___ Wait Analysis No
___ Cross-System Work No

Transaction Group No

Figure 2-33 Report Set: Selecting multiple reports to edit

Since we previously defined one List report, CICS PA presents the list of reports for you to
review or update (Figure 2-34). You can add, delete, or exclude reports, or select reports to
modify their options.

You can modify some options directly on this screen. We specify the Report Form now. You
can either type the name, or press F4 (Prompt) to select a name from the list of available
Report Forms for this type of report.

REDBOOK - Performance List Reports Row 1 from 1

Command ===> Scroll ===> PAGE
---- System Selection ---- Selection

/ Exc APPLID + Image + Group + Output Form + Criteria

_ SCSCPAA1 SC66 LISTO001  TDLST__ NO

kkhkkkkhkkkhhkkkhhkkhkkhkhkkhhkkkhhkkkhhkkkkkhkxkx End of '| -I St *kkkk kkhkkkkhkkkkhkkkhkkhkkhkkkhkkkhkkkkk

Position the cursor and
press Prompt (F4)

Figure 2-34 Reports list: Specifying the report format
This is all we need to do for the Performance List report. Now press F3 (Exit).

CICS PA continues to the next selected report, in this case the Summary report. This is our
first Summary report, so we specify the report options (Figure 2-35).
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REDBOOK - Performance Summary Report
Command ===>

System Selection: Report OQutput:
APPLID . . + DDname . . . . . . . . . SUMM0001
Image . . + Print Lines per Page . . __ (1-255)
Group

Position the cursor and

Report Format: A/press Prompt (F4)
Form . . . TDSUM

Title
Processing Options: Reporting Options:
Time Interval . . . 00:01:00 (hh:mm:ss) _ Exclude Totals

Selection Criteria:
Performance

Figure 2-35 Specifying report options: Report format

As for the previous List report, the Report Form name is specified in the Form field. Again,
you can specify the name of the Report Form, or press F4 (Prompt) to select one from a list of
available Report Forms for this type of report.

Note the following points:

» Since we have not specified System Selection in this report, we are prompted at submit
time to specify the desired system.

» The time interval applies when you want to summarize transaction activity over time. It is
used when you specify a Summary Report Form that has one or both sort fields START or
STOP included.

Exit to save your report request. The Performance Summary Reports list is displayed. We
have completed specifying our Performance Summary reports, so press F3 (Exit) again. You
now see that both the Performance List and Summary reports are active (Active Yes).

2.11 Filtering the report

You can specify selection criteria to filter the input records so that your CICS PA reports and
extracts only include the data that you interested in. Exception selection criteria applies to the
Exception reports and specifies the filtering options for CMF exception class records.
performance selection criteria applies to all the other reports and extracts, except the System
Logger report. It specifies filtering options for CMF performance class and transaction
resource class records, and where applicable, DB2 and WebSphere MQ accounting records.

You can specify global selection criteria that applies to all the reports and extracts in a Report
Set, or local selection criteria that applies to an individual report or extract. You can also
specify selection criteria in Report Forms.
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Notes:
» Report-level specifications take precedence over the global specifications.

» If areport has selection criteria defined and uses a Report Form that also has selection
criteria defined, then records are selected for reporting only if they satisfy both criteria.

We select the global performance selection criteria as shown in Figure 2-36 so that we can
filter both of our reports to see only the transactions that we are interested in.

EDIT Report Set - REDBOOK Row 1 of 34
Command ===> Scroll ===> CSR_
Description . . . Demonstration Report Set

Enter "/" to select action.

_ ** Reports ** Active
- ___ Options Yes
___ Global Yes
- Selection Criteria No
S__ Performance No
Exception No

- __ Performance Reports Yes
_ lList Yes

___ List Extended No

___ Summary Yes
Totals No

Figure 2-36 Specifying global selection criteria

2.11.1 Selection criteria

Selection criteria enables you to specify report filtering options as shown in Figure 2-37.

REDBOOK - Performance Select Statement Row 1 of 2 More: >

Command ===> Scroll ===> CSR_
Active --------mmmmm- Report Interval -----------cu---
Inc Start -------- From ----=-----  —o-memmn To ---=------

Exc  Stop DD/MM/YYYY HH:MM:SS.TH DD/MM/YYYY HH:MM:SS.TH

Inc Field --- Value or Range --- Object
/ Exc Name + Type Value/From To List +
INC TRAN FIN*

S EXC TDWAIT__  COUNT_ 0

B R R R R R R R R R End of '|-|St B R R R T T S R

Figure 2-37 Selection criteria: Specifying a select statement

Note the following points:

» You can specify one or more report intervals. Transactions that either start, stop, or are
active during the report intervals can be included (INC) or excluded (EXC) from the report.
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» You can specify one or more fields and a single value, a masking pattern (for character
fields), a range of values (for numeric fields), or an Object List (see 2.12, “Maintaining
Object Lists” on page 56). Records with data fields that match the specified values can be
included (INC) or excluded (EXC) from the report.

For character fields, the masking characters % and * are allowed as well as the ability to
select null fields by specifying ’’ (two single quotes).

For numeric fields (Count, Time, or Clock), you can precede the From value with a
comparison operator. For example, specify >=1 for a comparison of greater than or equal
to 1. Allowed operators are:

= > >= < <=
Specify time values in seconds using a decimal point. Otherwise, milliseconds is
assumed. For example, specify 1.12 seconds or 1120 milliseconds.

» You can scroll right by pressing F11 to see more columns of information about the fields
such as length and dictionary definition.

You can specify most of the CMF fields in selection criteria. Enter line action S to select from a
list of available fields or press F4 (Prompt) on the Field Name. Figure 2-38 shows the field
selection list.

Select a Performance Field Row 208 of 236 More: >

Command ===> f 'transient d' Scroll ===> PAGE
Field
/  Name Description

TDGET Transient data GET requests
TDPURGE  Transient data PURGE requests

h  TDPUT Transient data PUT requests
TDTOTAL  Transient data Total requests

s  TDWAIT VSAM transient data I/0 wait time

_ TERM Terminal ID
_ TERMCNNM Terminal session Connection name
TRAN Transaction identifier

TRANPRTY Transaction priority
TSGET Temporary Storage GET requests
TSPUTAUX Auxiliary TS PUT requests

Figure 2-38 Selecting a performance field

Note the following points:

» You can enter a FIND command to locate a character string in the display. Then use F5 or
the RFIND command to locate the next occurrence.

» You can enter line action H (Help) to obtain a detailed description of a field.
» You can scroll right by pressing F11 to view more columns of information about the fields
(Dictionary definition).

We will the field TDWAIT, and then type line action S (Select) and press Enter to insert this
field into the select statement.

Complete the select statement to ensure that we only report our Finance transactions
(transaction IDs that start with FIN) that waited for at least one Transient Data request.

Press F3 (Exit) to save your select statement. Figure 2-39 shows the select statements (rows)
that define your selection criteria.
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REDBOOK - Performance Selection Criteria Row 1 from 1
Command ===> Scroll ===> CSR_

/ Exc Description
TRAN FIN*;Excl TDWAIT COUNT O0;

Figure 2-39 Select statements that define the selection criteria

Selection criteria is defined by one or more select statements. You can add (A), delete (D), or
exclude (X) select statements, or select (S) any to modify the specification.

Our specification is complete, so press F3 (exit) to save the selection criteria. Observe in
Figure 2-40 that the global performance selection criteria is now active. Enter the RUN
command to run the Report Set.

EDIT Report Set - REDBOOK Row 1 of 34
Command ===> RUN Scroll ===> CSR
Description . . . Demonstration Report Set

Enter "/" to select action.

- ** Reports ** Active
- ___ Options Yes
__ Global Yes

- ___ Selection Criteria Yes
Performance Yes

___ Exception No

- __ Performance Reports Yes
__ List Yes

_ List Extended No

__ Summary Yes
Totals No

Figure 2-40 Running the Report Set with two reports and global selection criteria

2.11.2 Run Report Set
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When the Run Report Set screen is displayed, review the run-time options and press Enter.
This time the message System not specified is displayed. Press Help (F1) to display the
long error message:

CPA1028E Report Set JCL generation failed. System or Group not specified
CPA1030E System=N/A, Report=Performance Summary, Output=SUMMO0O1.

This indicates that CICS PA needs to know on which system to run the Summary report.

CICS PA positions the cursor at the System Selection CICS APPLID field. You simply need to
press F4 (Prompt) to display the list of available Systems. Select the desired System
(SCSCPAA1/SC66) and press Enter to insert into your System Selection.

The Run Report Set specification is complete, so press Enter to proceed with JCL generation.
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2.11.3 JCL generation

The Report Set JCL is similar to the JCL in Figure 2-22 on page 43. The difference is that
additional commands are generated to honor the selection criteria and report forms that you
since specified. This is shown in Figure 2-41.

Make any necessary changes. Then type SUBMIT (or SUB) on the command line and press
Enter to submit the job.

===> SUB Scroll ===> PAGE

//* Command Input
//SYSIN DD *
* Report Set =REDBOOK
CICSPA IN(SMFINOO1),

SELECT (PERFORMANCE ( . o
INC(TRAN(FIN®)), :| Global selection criteria

EXC(TDWAIT(COUNT(0))))),
LIST(OUTPUT(LIST0001), Performance List report
FIELDS (TRAN, —
USERID,
TASKNO,
STOP(TIMET),
TDGET, Report Form TDLST
TDPURGE,
TDPUT,
TDTOTAL,
TDWAIT(TIME),
TDWAIT(COUNT)),
TITLEL(
'Transaction Transient Data Activity - Detail ),

SUMMARY (OUTPUT (SUMMOOOl) N Performance Summary report

BY (TRAN),
FIELDS (TRAN,
TASKCNT,
RESPONSE (AVE) ,
TDGET (AVE) , Report Form TDSUM
TDPURGE (AVE) ,
TDPUT (AVE) ,
TDTOTAL (AVE),
TDWAIT(TIME(AVE)),
TDWAIT(COUNT(AVE))),
TITLEL(

'Transaction Transient Data Activity - Summary "))
/* -

Figure 2-41 Report Set JCL: Showing the selection criteria and report forms

After you submit the job, press Exit until you return to the CICS PA Primary Option Menu
(Figure 2-4 on page 29).
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2.12 Maintaining Object Lists

Let us now extend our use of selection criteria by employing an Object List. Object Lists
enable you to define a group of related values once. Then you simply refer to the Object List
name when specifying the record selection criteria in your Report Sets.

To define Object Lists for use in selection criteria, select option 4 from the Primary Option
Menu (Figure 2-4 on page 29).

2.12.1 Creating the Object Lists data set

You are prompted to create the Object Lists data set. This is the data set in which CICS PA
saves your report and extract requests.

Press Enter to create the Object Lists data set. Otherwise, cancel and from the Primary
Option Menu (Figure 2-4 on page 29), select option 0.5 (option 0 and then option 5) to specify
the data set name of your choice.

2.12.2 Obiject Lists

The Object Lists facility is used to create, modify, and view Object Lists. An Object List defines
a list of field values that can be used when specifying record selection criteria, for example, to
define all the transaction IDs that belong to a particular application system.

Object Lists enable you to define a group of related values once. Then you simply refer to the
Object List name when specifying the record selection criteria in a Report Set. You can define
your Object Lists hierarchically to eliminate duplication and improve the integrity of lists.

The initial list of Object Lists is empty. Use the NEW command to create your first Object List.
An Object List is a member in the Object Lists data set.

2.12.3 Edit Object List
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You can now start editing your Object List. The example in Figure 2-42 shows a list of long
running CICS internal transactions that you may commonly want to exclude from your
reporting. For other examples of Object Lists, see Figure 13-44 on page 309 and Figure 18-6
on page 391.

In any row, you can specify:

» A single value

» A pattern using masking characters % and * (character fields only)
» A range (numeric fields only)

» An Object List (sublist)

You can specify any number of values in an Object List. You can also specify any number of
Object Lists as sublists.

The order of entries in the list is of no consequence to CICS PA reporting.
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EDIT Object List - CICSEXCL Row 1 to 16 of 16
Command ===> Scroll ===> CSR_

Description . . . . CICS/CPSM trans to be excluded
Specify the Object List values:

/ 1st Value 2nd Value Sublist
CFQR
CFQS
CSHQ
CSNC
CSNE
CSOL
CSSY
CSTP
CSz1
COIE
CoI10
CONL
CONM
COHT
CSKL
CKTI

kkhkhkhkkhkhhhkhkhhhkhhhhkhdhhrhkrhhrrhhdxx End of '|-|St *kkkkkkk *kkkkkkhkkkk *khkkhkkkkkkkkkkkx

Figure 2-42 Editing an Object List: CICS internal transactions

When your Object List is complete, exit to save it and return to the Primary Option Menu
(Figure 2-4 on page 29).

2.12.4 Using the Object List in your selection criteria
To use the Object List in your selection criteria, follow these steps:
1. From the Primary Option Menu, select option 2 (Report Sets).
2. From the Report Sets list, select the Report Set that you want to edit.

3. From the Edit Report Set screen, select the Global selection criteria. Or, instead you may
specify selection criteria for individual reports.

4. Specify the name of your Object List, which is highlighted in Figure 2-43. You can type the
name directly, or press F4 (Prompt) to select from a list of available Object Lists.

5. Exit to save your selection criteria.
6. Run the Report Set or report as appropriate.
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REDBOOK - Performance Select Statement Row 1 of 1 More: >

Command ===> Scroll ===> CSR_
Active -------mmmmmmo- Report Interval -------------u--
Inc  Start -------- From --------- —o-memmn To ---=------

Exc  Stop DD/MM/YYYY HH:MM:SS.TH DD/MM/YYYY HH:MM:SS.TH

Inc Field --- Value or Range --- Object
/ Exc  Name + Type Value/From To List +
EXC  TRAN CICSEXCL

R S T T e T T T e End Of 'I-Is-t B R S R T T S S L T L L Lt

Figure 2-43 Selection criteria: Specifying an Object List in a select statement
This completes the introduction to CICS PA. To learn about the many additional features of
CICS PA, refer to:

» Part 2, “CICS Performance Analyzer in action” on page 127, where the screen is used in
particular scenarios

» CICS Performance Analyzer for z/0S User's Guide, SC34-6307
» The CICS PA online Help and Tutorial
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Reports and extracts

CICS Performance Analyzer (PA) provides a comprehensive suite of reports and extracts to

help you analyze and tune the performance of your CICS systems. This chapter describes the
purpose of each report and extract, the options that you can specify to tailor the output, and

examples for you to see. For detailed descriptions of all the reports and extracts, refer to the

CICS Performance Analyzer for z/OS Report Reference, SC34-6308.

To see how to use different tools to analyze the extract data produced by the CICS PA Export
facility, refer to Chapter 4, “Processing extracts” on page 107.

Part 2 of this book draws it all together. It discusses a variety of scenarios that employ many
of the CICS PA reports and extracts. It also describes how to use the CICS PA Historical
Database (HDB) facility to maintain your CICS performance data.
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3.1 CICS PA Report Set

A Report Set contains your report and extract requests. The CICS PA screen presents the
Report Set in a tree structure, as shown in Figure 3-1, where the available reports and
extracts are grouped by category.

EDIT Report Set - REDBOOK Row 1 of 34
Command ===> Scroll ===> CSR
Description . . . CICS PA Report Set
Enter "/" to select action.
_ ** Reports ** Active
- ___ Options No
___ Global No
- Selection Criteria No
Performance No
_ Exception No
- __ Performance Reports No
_ lList No
___ List Extended No
___ Summary No
___ Totals No
___ Wait Analysis No
___ Cross-System Work No
___ Transaction Group No
___ BTS No
__ Workload Activity No
- ___ Exception Reports No
List No
Summary No
- __ Transaction Resource Usage Reports No
File Usage Summary No
Temporary Storage Usage Summary No
__ Transaction Resource Usage List No
- ___ Subsystem Reports No
____ DbB2 No
___ WebSphere MQ No
- ___ System Reports No
___ System Logger No
- __ Performance Graphs No
Transaction Rate No
__ Transaction Response Time No
- _ Extracts No
Cross-System Work No
Export No
___ Record Selection No
** End of Reports **

Figure 3-1 CICS PA Report Set showing available reports and extracts

This chapter discusses the reports and extracts in the same sequence as they are presented
in the screen.
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Performance reports

The Performance reports are produced from CICS Monitoring Facility (CMF) performance
class data. The reports in this category are:

» Performance List report
This is a detailed listing of the CMF performance class data.
» Performance List Extended report
This report provides a sorted, detailed listing of the CMF performance class data.
» Performance Summary report
This report summarizes the CMF performance class data.
» Performance Totals report
This report provides totals and averages of the CMF performance class data.
» Wait Analysis report

This report breaks down wait activity by transaction ID (or other ordering fields). You can

see at a glance which CICS resources are causing your transactions to be suspended.

This report can help you to quickly identify the possible source of a performance response

time problem.
» Cross-System Work report

This report is a detailed listing of segments of work performed by a single CICS system or
multiple CICS systems via transaction routing, function shipping, or distributed transaction
processing on behalf of a single network unit-of-work ID. It provides a consolidated report
that shows the complete transaction activity across connected systems. The format can

be tailored to produce the Cross-System Work Extended report.
» Transaction Group report

This report offers a detailed listing of segments of work performed by the same or different

CICS systems on behalf of a single transaction group ID.
» BTS report

This is a detailed listing that shows the correlation of the transactions performed by the

same or different CICS systems on behalf of a single CICS Business Transaction Services

(BTS) process.
» Workload Activity report

This report provides a transactions response time analysis by MVS Workload Manager

(WLM) service and report class. You can use this in conjunction with the z/OS Resource

Measurement Facility™ (RMF) workload activity reports to understand from a CICS

perspective how well your CICS transactions are meeting their response time goals. The

Workload Activity List report is a cross-system report that correlates CMF performance

class data from single or multiple CICS systems for each network unit of work. Importantly,
this report ties multiregion operation (MRO) and function shipping tasks to their originating

task so that their impact on response time can be assessed. The Workload Activity
Summary report summarizes response time by WLM service and report classes.

Exception reports

Exception reports are produced from CMF exception class data. The reports in this category

are:
» Exception List: A detailed listing of the CMF exception class data
» Exception Summary: A summary of the CMF exception class data

Chapter 3. Reports and extracts
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Transaction Resource Usage reports
The Transaction Resource Usage reports are produced from CMF performance class and
transaction resource class data. Currently, file and temporary storage usage are the only

types of transaction resource data available. The reports in this category are:

>

File Usage Summary report

This report provides a detailed analysis of CMF transaction resource class data for files.
The Transaction File Usage Summary report summarizes file usage by transaction ID. For
each transaction ID, it gives transaction identification and file control statistics followed by
a breakdown of file usage for each file used by the transaction. The File Usage Summary
report summarizes file activity. For each file, it gives a breakdown of file usage by
transaction ID.

Temporary Storage Usage Summary report

This report provides a detailed analysis of CMF transaction resource class data for
temporary storage queues. The Transaction Temporary Storage Usage Summary report
summarizes temporary storage usage by transaction ID. For each transaction ID, it gives
transaction identification and temporary storage control statistics followed by a breakdown
of temporary storage usage for each temporary storage queue used by the transaction.
The Temporary Storage Usage Summary report summarizes temporary storage activity.
For each temporary storage queue, it breaks down temporary storage usage by
transaction ID.

Transaction Resource Usage List report

This report provides a detailed list of CMF transaction resource class data. The records
are reported in the sequence that they appear in the system management facility (SMF)
file. The report gives transaction information together with statistics of file storage usage,
temporary storage usage, or both by the transaction.

Subsystem reports

The Subsystem reports are produced from subsystem accounting data stored in SMF files.
The reports in this category are:

» DB2 report

This report correlates CICS CMF records and DB2 Accounting (SMF 101) records by
network unit of work to produce a consolidated and detailed view of DB2 usage by your
CICS systems. The DB2 report enables you to view CICS and DB2 resource usage
statistics together in a single report. The DB2 List report shows detailed information of
DB2 activity for each transaction. The DB2 Summary reports summarize DB2 activity by
transaction.

The WebSphere MQ report

Processes WebSphere MQ SMF accounting (SMF 116) records to produce a detailed
view of WebSphere MQ usage by your CICS systems. The WebSphere MQ List reports
display, depending on the WebSphere MQ accounting traces that are active, details about
Transactions, WebSphere MQ Queues that were referenced, WebSphere MQ global (not
transaction-specific or queue-specific) statistics and WebSphere queue-specific
commands issued by transactions. These can be aggregated by transaction 1D, queue
name, or both.

System reports

The System reports are produced from system data stored in SMF files. The report in this
category is the System Logger report.
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The System Logger report processes MVS System Logger (SMF 88) records. It does not
process CMF data and the selection criteria does not apply. The report provides information
about the System Logger log streams and coupling facility structures that are used by CICS
Transaction Server (TS) for logging, recovery, and backout operations. The report can assist
with measuring the effects of tuning changes and identifying logstream or structure
performance problems. The System Logger List report shows information about logstream
writes, deletes, and events, as well as Structure Alter events for each SMF recording interval.

The System Logger Summary report summarizes logstream and structure statistics so you
can measure the System Logger performance over a longer period of time. These reports,
when used in conjunction with the CICS Logger reports produced from the standard CICS
statistics reporting utilities, provide a comprehensive analysis of the logstream activity for all
your CICS systems.

Performance Graph reports

Performance Graph reports are produced from CMF performance class data in graphical
format. The reports in this category are:

» Transaction Rate Graph report

This report is a set of two graphs that illustrate the average response time and the number
of transactions that completed in a specified time interval.

» Transaction Response Time Graph report

This report shows a set of two graphs that illustrate the average and maximum response
time for all transactions that completed in a specified time interval.

Extracts

Performance extracts produce extract data sets from CMF performance class data and create
extract data sets in a format that is appropriate to their function. A Recap report is always
produced to summarize the extract results. The extracts in this category are:

» Cross-System Work extract

This data set is useful for cross-system analysis. CICS PA allows you to merge CMF
performance class data from segments of work performed by the same or different CICS
systems via transaction routing, function shipping, or distributed transaction processing on
behalf of a single network unit-of-work ID. You can use this Cross-System Work data set
as input to CICS PA Performance reports such as the List, Summary, and Totals reports to
monitor the total amount of resources used by a transaction within a single or across
multiple CICS systems.

» Export extract

This data set is a subset of the CMF performance class data, extracted and formatted as a
delimited text file. This data file can then be imported into PC spreadsheet or database
tools such as Lotus 1-2-3 or Lotus Approach for further reporting and analysis. The extract
records have a default format that includes all the clock fields. Or you can tailor the format
like the Performance List or Performance Summary reports.

» Record Selection extract

This data set contains a small extract file with only the records that are of interest to you.
The Record Selection Extract filters large SMF files, which can then be used as input to
CICS PA. The reduced data volume enables more efficient reporting and analysis. The
following record types are processed by this extract:

— SMF 110 CMF performance records
— SMF 101 DB2 accounting records, if requested
— SMF 116 WebSphere MQ accounting records, if requested
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3.2 CICS PA commands

CICS PA provides both an Interactive System Productivity Facility (ISPF) screen and a
command interface. The CICS PA screen generates the batch job and commands to produce
reports and extracts. CICS PA allows you to edit the generated JCL and commands before
you submit a job.

The general format of the command as it appears in the SYSIN DD statement of your job is:

CICSPA operand(suboperand),...

3.2.1 Commands for reports and extracts

The operands to request the CICS PA reports and extracts are:

LIST Performance List report

LISTX Performance List Extended report
SUMMARY Performance Summary report

TOTAL Performance Totals report

WAITANAL Performance Wait Analysis report
CROSS Cross-System Work report and extract
TRANGROUP Transaction Group report

BTS CICS Business Transaction Services report
WORKLOAD Workload Activity report

LISTEXC Exception List report

SUMEXC Exception Summary report

RESUSAGE(FILESUM) File Usage Summary report
RESUSAGE(TSSUM) Temporary Storage Usage Summary report
RESUSAGE(TRANLIST) Transaction Resource Usage List report

DB2 DB2 report
MQ WebSphere MQ report
LOGGER System Logger report

GRAPH(TRANRATE) Transaction Rate Graph report
GRAPH(RESPONSE) Transaction Response Time Graph report
EXPORT Exported Performance Data extract
RECSEL Record Selection extract

You can specify global operands to apply to all reports and extracts. You can also specify
report-specific operands to tailor individual reports and extracts to your particular needs.

3.2.2 Commands for HDB processing
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The HDB facility is driven from the CICS PA screen. It has three associated batch processes.
The operands are:

» HDB(LOAD(hdbname)): Load HDB container data sets with selected SMF performance
data
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» HDB(REPORT(hdbname)): HDB report
» HDB(HKEEP): HDB Housekeeping

3.3 Performance reports

The reports in this category are:

Performance List report
Performance List Extended report
Performance Summary report
Performance Totals report

Wait Analysis report
Cross-System Work report
Transaction Group report

BTS report

Workload Activity report

YyVYyVYVYVYVYYVYYY

3.3.1 Performance List report

The Performance List report provides a detailed list of the CMF performance class records.
Figure 3-2 shows the options for this report.

REDBOOK - Performance List Report
Command ===>

System Selection: Report Qutput:
APPLID . . SCSCPAA5 + DDname . . . . . . . .. LIST0001
Image . . + Print Lines per Page . . _ (1-255)
Group . . +
Show File Control (FC) request counts
Report Format: and elapsed times
Form . . . FCLIST__
Title . . Transaction File Control Usage

Include only transaction IDs matching C* with

Selection Criteria: a response time greater than 0.5 seconds
S Performance *

Figure 3-2 Performance List report options

Default report format

Observe the columns of data in the Performance List report in Figure 3-3. This example
shows the default format of the report when a Report Form is not specified. It details
performance-related information for each transaction.
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VIR3MO CICS Performance Analyzer
_Performance List

LISTO001 Printed at 9:06:18 10/28/2002 Data from 11:10:51 10/27/2002 APPLID SCSCPAA5 Page 3

Tran SC Term Userid RSID Program TaskNo Stop Response Dispatch User CPU Suspend DispWait FC Wait FCAMRq IR Wait
Time Time Time Time Time Time Time Time

CSAC TO SAMA CICSLS1 DFHACP 36 11:11:17.120 .5150 .0011 .0011 .5139 .0001 .0000 0 .0000
CSTE U CICSLS1 DFHTACP 37 11:11:17.231 .1420 .1381 .0126 .0039 .0037 .0000 0 .0000
CATA U CICSLS1 DFHZATA 38 11:11:27.342 .0537 .0394 .0121 .0143 .0003 .0000 0 .0000
CQRY S S208 CICSLS1 DFHQRY 39 11:11:28.453 .3476 .0451 .0048 .3025 .0038 .0000 0 .0000
CQRY S S208 CICSLS1 DFHQRY 39 11:11:28.564 L4147 .0012 .0008 .4136 .0000 .0000 0 .0000
CESN S S208 CICSLS1 DFHSNP 40 11:11:28.675 .0806 .0770 .0102 .0036 .0036 .0000 0 .0000
CATA U CICSLS1 DFHZATA 41 11:11:28.786 .0309 .0048 .0045 .0261 .0003 .0000 0 .0000
CQRY S S23D CICSLS1 DFHQRY 42 11:11:29.897 .2951 .0013 .0008 .2938 .0000 .0000 0 .0000
CQRY S S23D CICSLS1 DFHQRY 42 11:11:29.908 .4037 .0012 .0008 .4024 .0000 .0000 0 .0000
CESN S S23D CICSLS1 DFHSNP 43 11:11:29.099 .0030 .0029 .0020 .0001 .0000 .0000 0 .0000
CESN TP S208 CICSLS1 DFHSNP 44 11:11:35.110 .0284 .0280 .0147 .0004 .0003 .0000 0 .0000
CESN TP S23D CICSLS1 DFHSNP 45 11:11:41.221 .0203 .0197 .0114 .0006 .0006 .0000 0 .000

Figure 3-3 Performance List default report

Report tailoring

You can easily change the format of the Performance List report by using a Report Form to
display the performance related data in which you are interested. Many sample Report Forms
of type LIST are provided with CICS PA for this purpose. The EOR marker in the Report Form
defines the end of the print line. It must not exceed the maximum page width of 132. For more
information about how to use Report Forms, see 2.10, “Tailoring report formats” on page 44.

Figure 3-4 shows how you can tailor the Performance List report using a Report Form. This
example shows File Request activity for each transaction. Notice the File Request counts on
the right side of the report.

VIR3MO CICS Performance Analyzer
Performance List

LISTO001 Printed at 10:32:09 10/28/2002 Data from 11:17:21 10/27/2002 APPLID SCSCPAA5 Page 3
Transaction File Control Usage
Tran Userid  Stop Response Dispatch User CPU FC Wait  FCAMRq FCADD FCBROWSE FCDELETE FCGET FCPUT FC Total

Time Time Time Time Time
TRUE EUGENED 11:17:23.394 2.0973 .0014 .0010 .0000 0 0 0 0 0 0 0
RED1 EUGENED 11:17:32.050 .5333 .0055 .0040 .0000 0 0 0 0 0 0 0
STOC EUGENED 11:17:32.053 .5145 .0033 .0030 .0000 0 0 0 0 0 0 0
SALE EUGENED 11:17:32.054 .5675 .0263 .0124 .0493 28 6 0 0 8 4 22
DEL1 EUGENED 11:17:33.286 1.2323 .0057 .0051 .0099 15 1 0 1 3 1 7
SALE EUGENED 11:17:33.309 1.2198 .0086 .0047 .0130 10 0 0 1 4 2 9
STAT CICSLS 11:17:35.081 1.8129 .0178 .0028 .0000 0 0 0 0 0 0 0

Figure 3-4 Performance List: Tailored report showing File Control requests
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Example 3-1 shows how you can use the FIELDS operand to tailor the Performance List
report.

Example 3-1 Using commands to tailor the Performance List report

CICSPA LIST(FIELDS(TRAN,DBCTL(PSBNAME),
RESPONSE, CPU, IMSREQCT , IMSWAIT (TIME,COUNT),
DBCTL(SCHTELAP,
POOLWAIT,
INTCWAIT,
DBIOELAP,
PILOCKEL,
THREDCPU,
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DLICALLS,
DBIOCALL)),
TITLEI('Analysis of Transaction IMS DBCTL Usage'))

Figure 3-5 shows the resulting report with transaction database control (DBCTL) usage.

V1R3MO CICS Performance Analyzer
Performance List

LIST0001 Printed at 11:33:27 9/11/2001 Data from 12:17:43 2/04/1999 APPLID 1YK2Z1V3 Page 9
Analysis of Transaction IMS DBCTL Usage
Tran PSB Response User CPU IMS Reqs IMS Wait IMS Wait SchedElp  PoolWt IC WT  DBIOET PILockEl ThredCPU DLI DBIO

Time Time Time Count Time Time Time Time Time Time Calls Calls
DLI1 PSB001 5.9288 1.5556 3 1.5556 5 1.0004 .0000 .0000 .0023 .0000 .0041 2 1
DLI2 PSB0O1 3.5302 .2359 3 .2359 5 .0010 .0000 .0000 .0017 .0000 .0289 2 1
DLI3 PSB001 3.4382 .5010 3 .5010 5 .0010 .0000 .0000 .0018 .0000 .0289 2 1
DLI4 PSB001 1.0711 .7553 2 .7553 4 .0024 .0000 .0000 .0000 .0000 .0299 1 0
DLI5 PSB001 .2516 .2319 2 .2319 4 .0010 .0000 .0000 .0000 .0000 .0318 1 0
DLI6 PSBOO1 .3658 .3658 2 .3478 4 .0011 .0000 .0000 .0000 .0000 .0327 1 0
DLI2 PSB001 91.8213 1.8717 2 14.8960 4 .0010 .0000 .0000 .0000 .0000 .0286 1 0
DLI3 PSB0O1 156.501  1.9866 2 18.3825 4 .0055 .0000 .0000 .0019 .0000 .0298 1 1
DLI5 PSB001 233.355 1.9771 2 21.3535 4 .0049 .0000 .0000 .0000 .0000 .0293 1 0
DLI1 PSB001 95.2870 1.9511 2 21.4463 4 .0050 .0000 .0000 .0018 .0000 .0288 1 1

Figure 3-5 Performance List report showing DBCTL activity

Tip: IMS DBCTL users can collect DBCTL statistics in CMF performance class records by
including the DFHSMCTD copy member in the monitoring control table (MCT) definition.

The DBCTL User Field is 256 bytes long and contains a wealth of IMS information that can be
requested in your reports. This information includes:

PSB name

Various IMS DBCTL internal elapsed times

Various IMS DBCTL CPU times

DLI and database call counts, including DEDB statistics
Enqueue statistics

vyvyyvyyvyy

List Export

You can also write your Performance List report to an extract data set. You do this by using
the Export facility with a LIST or LISTX Report Form to define the record layout. When you
use LISTX, the sort is ignored. The EOX marker in the Report Form defines the end of the
extract record. There is no limit on the record length, so you can export all available fields or a
selection. For more information, see 3.9.2, “Export extract” on page 101.

3.3.2 Performance List Extended report

The Performance List Extended report is similar to the Performance List report but allows you
to sort the data. For example, you can specify:

» The transactions that have the longest response time
» The transactions that use the most CPU time
» The transactions that performed the most File requests

Figure 3-6 shows the report options.
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REDBOOK - Performance List Extended Report
Command ===>

Specify report details and press Enter to perform validation.

System Selection: Report Qutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . . . LSTX0001
Image . . + Print Lines per Page . . _ (1-255)
Group . . +

Show the 20 worst response

Report Format: / - .
Form . . . BADDB2 - times for each transaction ID
Title

Selection Criteria:
Performance

Figure 3-6 Performance List Extended report options

Default report format

In Figure 3-7, observe the columns of data in the Performance List Extended report. This
shows the default format of the report when a Report Form is not specified. It details
performance-related information for each transaction, sorted by transaction ID.

VIR3MO

LSTX0001

CICS Performance Analyzer
Performance List Extended

Printed at 16:15:19 11/05/2002 Data from 11:10:29 11/04/2002 to 11:33:51 11/04/2002 Page 2
Userid  RSID Program TaskNo Stop Response Dispatch User CPU Suspend DispWait FC Wait  FCAMRq IR Wait
Time Time Time Time Time Time Time Time
EUGENED DFHSAALL 136 11:19:42.186 .0011 .0010 .0010 .0001 .0000 .0000 0 0000
EUGENED DFHSAALL 137 11:19:46.796 .0022 .0021 .0012 .0001 .0000 .0000 0 0000
EUGENED DFHSAALL 138 11:19:53.578 .0023 .0022 .0013 .0001 .0000 .0000 0 0000
EUGENED DFHSAALL 183 11:21:29.153 .0022 .0022 .0012 .0001 .0000 .0000 0 0000
EUGENED DFHSAALL 184 11:21:36.124 .0023 .0022 .0013 .0001 .0000 .0000 0 0000
CICSLS DFHSABRW 206 11:24:12.124 .0052 .0021 .0021 .0031 .0000 .0000 0 0030
EUGENED DFHSABRW 53 11:11:57.251 .5819 .0783 .0121 .5037 .0127 .0000 0 .4908
EUGENED DFHSABRW 59 11:12:55.460 .0070 .0034 .0029 .0036 .0000 .0000 0 .0036
EUGENED DFHSABRW 61 11:12:58.275 .0080 .0028 .0024 .0052 .0000 .0000 0 .0051
EUGENED DFHSABRW 62 11:12:59.332 .0064 .0027 .0023 .0036 .0000 .0000 0 .0036
EUGENED DFHSABRW 63 11:13:02.370 .0018 .0017 .0014 .0001 .0000 .0000 0 .0000
EUGENED DFHEABRW 109 11:19:22.883 .0071 .0040 .0027 .0030 .0000 .0000 0 .0030

Figure 3-7 Performance List Extended default report format

Report tailoring

You can easily change the format of the Performance List Extended report by using a Report
Form to include information to meet your specific reporting and analysis requirements. You
can also tailor the sorting criteria by specifying up to three sort fields (ascending or
descending) with (optionally) a limit on one. Many sample Report Forms of type LISTX are
provided with CICS PA for this purpose. For more information about how to use Report
Forms, see 2.10, “Tailoring report formats” on page 44.

Figure 3-8 shows how you can tailor the Performance List Extended report using a Report
Form like the example in Figure 3-9. This example highlights bad response times for
transactions that use DB2. This enables you to quickly analyze response time problems by
identifying:

» The worst performing transactions
» The CICS internal and external resource that may have caused the problem
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V1R3MO CICS Performance Analyzer
Performance List Extended
LSTX0001 Printed at 9:19:43 11/06/2002 Data from 12:10:51 11/04/2002 to 12:34:13 11/04/2002 Page 1
Bad DB2 transaction response time
Tran Response Userid  Program Stop Dispatch User CPU Suspend DispWait DB2ConWt DB2ThdWT  DB2 DB2SQLWt
Time Time Time Time Time Time Time Time Regs Time

CRD4
CRD4
CRD4
CRD4
CRD4
CRD4
CRD4
CRD4
CRD5
CRD5
CRD5
CRD5
CRD5

114.574 JOHN
95.2259 STEVE
94.8672 CHRIS

93.6422 SHIRLEY CORDO4P 12:26:01.425

81.5987 DAVID
81.2668 KATH
80.0224 MIKE
38.3645 JAMES

102.066 JOHN
36.3721 CHRIS
23.2860 DAVID

1.0671 SHIRLEY CORDO5P 11:49:21.077 L4447 .0405 .6223 .0037 .0000 .0000 1 .6192

.6346 MIKE

.6084 109.578
.6320 90.0730
.6390 89.7829
88.4988
.5885 76.6391
.5806 76.2901
6592 74.8158
6100 33.3319

.7039 .0000 90.2326 9178 19.3442
.0971 .0000 .0000 8436 90.0727
.0275 .0000 .0000 8574 89.7826
. . 8465 88.4984
.4075 .0000 .0000 8335 76.6388
.3358 .0000 .0000 9346 76.2898
.0739 .0000 .0000 8690 74.8154
.4501 .0000 .0000 9124 33.3315

CORDO4P 12:26:25.765
CORDO4P 12:26:04.243
CORDO4P 12:26:04.954

CORDO4P  12:22:22.820
CORDO4P 12:22:18.958
CORDO4P 12:16:12.420
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CORDO4P 12:22:21.938  4.9596
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CORDO5P 12:22:44.565 4.8183  4.4576 97.2478 4.4576 0000 76.4557 6573 20.7892
CORDO5P 12:16:22.814 5.0605 4.5812 31.3116  4.4883 0000 .0000 9102 31.3103
CORDO5P 12:12:04.661  5.4456  4.6209 17.8404 3.9595 0000 .0000 8221 17.7935

CORDO5P 11:43:43.859 L1315 .0443 .5032 .3209 .0000 .0000 1 .1821

Figure 3-8 Performance List Extended tailored report: The worst performing DB2 transactions

EDIT LISTX Report Form - BADDB2 Row 1 to 15 of 15
Command ===> Scroll ===> PAGE
Description . . . . Bad DB2 transaction response_ Version (VRM): 620
Selection Criteria:

Performance Sort the list by Tran ID,
then descending
Field response time

/ Name + S Type Description
__ TRAN A Transaction identifier
__ RESPONSE D 20 Transaction response time
__ USERID__ ¥ W For each Tran ID, show
__ PROGRAM_  _ Program name only the worst 20
__STOP___ * TIMET _ Task stop time
__ DISPATCH * TIME_ Dispatch time
__CPU * TIME__ CPU time
__ SUSPEND_  * TIME___ Suspend time Include DB2
__ DISPWAIT W monitoring fields
__ DB2CONWT = — DB2 Connection wait time
__DB2RDYQW _ TIME_ DB2 Thread wait time
__ DBZREQCT _ DB2 requests
__ DB2WAIT_ _ TIME___ DB2 SQL/IFI wait time
__EOR e End of Report ------------—--
__EOX e End of Extract -------------

Figure 3-9 Performance List Extended: LISTX Report Form

List Export

You can also write your Performance List Extended report (unsorted) to an extract data set.
You do this by using the Export facility with a LIST or LISTX Report Form to define the record
layout. When LISTX is used, the sort is ignored. The EOX marker in the Report Form defines
the end of the extract record. There is no limit on the record length, so you can export all
available fields or a selection. For more information, see 3.9.2, “Export extract” on page 101.
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3.3.3 Performance Summary report

The Performance Summary report provides a summary of the CMF performance class
records. Figure 3-10 shows the options for this report.

REDBOOK - Performance Summary Report
Command ===>

System Selection: Report Qutput:
APPLID . . SCSCPAA5 + DDname . . . . . . . . . SUMMOOOl
Image . . + Print Lines per Page . . __ (1-255)
Group . . +
Summarize by Application Tran ID

Report Format: within Tran ID by time of day

Form . . . SUMBYATD "+

Title .

Processing Options: Reporting Options:

Time Interval . . . 00:01:00% Exclude Totals
Selection Criteria: Specify time interval when

Performance summarizing by time of day
(Start or Stop time)

Figure 3-10 Performance Summary report options

Default report format

Observe the columns of data in the Performance Summary report in Figure 3-11. This shows
the default format of the report when a Report Form is not specified. It summarizes by
transaction ID. The Task Count (#Tasks) shows the number of performance class records
processed during the reporting period.

V1R3MO CICS Performance Analyzer
Performance Summary

SUMM0001 Printed at 7:06:59 10/28/2002 Data from 11:10:29 10/14/2002 to 08:10:06 10/26/2002 Page 1

Avg Max Avg Avg Avg Avg Avg Avg Avg Avg Avg
Tran #Tasks Response Response Dispatch User CPU Suspend DispWait FC Wait  FCAMRq IR Wait SC24UHWM SC31UHWM

Time Time Time Time Time Time Time Time
AADD 5 .0035 .0108 .0019 .0014 .0015 .0001 .0006 0 .0000 934 0
AADD 5 .0048 .0107 .0022 .0016 .0026 .0001 .0011 1 .0000 939 0
AADD 5 .0330 .0945 .0303 .0035 .0028 .0027 .0000 1 .0000 979 0
AADD 5 .0020 .0023 .0019 .0012 .0001 .0000 .0000 0 .0000 941 0
AADD 18 .0115 .0945 .0099 .0020 .0016 .0008 .0003 1 .0000 949 0
ABRW 10 .0717 .6982 .0690 .0051 .0027 .0011 .0005 5 .0000 1011 0
ABRW 424 .0504 10.3529 .0019 .0015 .0485 .0000 .0000 7 .0000 1007 1
ABRW 1 .0052 .0052 .0021 .0021 .0031 .0000 .0000 0 .0030 976 0
ABRW 284 .1928 36.6088 .0017 .0014 L1911 .0000 .0000 7 .0000 1008 0
ABRW 191 .0182  2.9981 .0017 .0014 .0165 .0000 .0000 7 .0000 1008 0
ABRW 5 .1210 .5819 .0178 .0042 .1032 .0026 .0000 0 .1006 1021 0
ABRW 57 .0070 .0156 .0033 .0022 .0037 .0000 .0000 0 .0036 1005 0
ABRW 61 .0030 .0120 .0029 .0016 .0001 .0000 .0000 7 .0000 1008 0
ABRW 1033 .0789 36.6088 .0027 .0015 .0762 .0000 .0000 6 .0007 1008 0

Figure 3-11 Performance Summary default report

Report tailoring

Using a Report Form, you can easily change the format of the Performance Summary report
to display the performance-related data in which you are interested. You can also tailor the
sorting criteria by specifying up to three sort fields (ascending). Clock and Count fields can be
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summarized statistically by requesting any of these functions: Average, Minimum, Maximum,
Standard Deviation, and Total. Many sample Report Forms of type SUMMARY are provided
with CICS PA for this purpose. For more information about how to use Report Forms, see
2.10, “Tailoring report formats” on page 44.

Figure 3-12 shows how you can tailor the Performance Summary report using a Report Form
as the one shown in Figure 3-13. This example shows the performance data summarized by
Application Naming transaction ID within transaction ID by time of day. Note the following
points:

>

Transaction activity is summarized for each one-minute interval. The time interval defaults
to one minute, but you can override this value and specify a time interval anywhere from
one second to 24 hours (rounded down by CICS PA to align to the hour or day). This is an
option on the report. It allows you to use the one Report Form for multiple reports with
different report intervals.

CICS Application Naming support allows you to monitor the performance of individual
application transaction IDs (or programs) selected from a menu and run under one menu
transaction ID. This is achieved by defining the field APPLTRAN (or APPLPROG) in the
Report Form. This data is available under certain circumstances. For more information,
see Chapter 14, “Application Naming support” on page 311.

VIR3MO

SUMMO001 Printed at 14:

Summary by Application

Stop
Interv
11:07
11:07

11:08:
11:08:
11:08:
11:08:
11:08:

11:09:
11:09:
11:09:
11:09:
11:09:
11:09:

al

:00
:00

00
00
00
00
00

00
00
00
00
00
00

Tran

MENU

MENU
MENU
MENU
MENU

Tran

NAME

PAYR
QPAY
TAXQ
uTxXC

NAME
PAYR
QPAY
TAXQ
UTXC

CICS Performance Analyzer

Performance Summary

31:26 10/30/2002 Data from 11:07:20 10/30/2002 to 11:09:37 10/30/2002 Page 1
Transaction ID within Transaction ID by Time-of-Day
Avg Max Avg Avg Avg Avg Avg Avg Max
#Tasks Response Response Dispatch User CPU Suspend Suspend DispWait IR Wait IR Wait
Time Time Time Time Time Count Time Time Time
1 .0246 .0246 .0243 .0035 .0003 3 .0003 .0000 .0000
1 .0246 .0246 .0243 .0035 .0003 3 .0003 .0000 .0000
4 .0007 .0007 .0007 .0006 .0000 1 .0000 .0000 .0000
6 .0007 .0008 .0007 .0005 .0000 1 .0000 .0000 .0000
12 .0008 .0010 .0008 .0006 .0000 1 .0000 .0000 .0000
1 .0007 .0007 .0007 .0006 .0000 1 .0000 .0000 .0000
23 .0008 .0010 .0007 .0006 .0000 1 .0000 .0000 .0000
1 .0008 .0008 .0008 .0005 .0000 1 .0000 .0000 .0000
11 .0007 .0009 .0007 .0006 .0000 1 .0000 .0000 .0000
5 .0009 .0013 .0009 .0006 .0000 1 .0000 .0000 .0000
2 .0007 .0007 .0006 .0006 .0000 1 .0000 .0000 .0000
6 .0007 .0008 .0007 .0006 .0000 1 .0000 .0000 .0000
25 .0008 .0013 .0007 .0006 .0000 1 .0000 .0000 .0000

Figure 3-12 Performance Summary report: Application Naming summarized by time of day
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EDIT SUMMARY Report Form - SUMBYATD Row 1 to 15 of 15
Command ===> Scroll ===> CSR_

Description . . . . Summary by Application Tran ID__ Version (VRM): 620

Selection Criteria:

Performance Summarize by Stop
time, Tran ID and
Field Application Tran ID

/ Name + S Scription
_ STOP____ A S Task stop time
_ TRAN____ A ___ Transaction identifier
_ APPLTRAN A ____ Application naming Tran ID
_ TASKCNT_ ____ Total Task count Five statistical
_ RESPONSE AVE Transaction respo functions are available
_ RESPONSE MAX a TON response time
_ DISPATCH TIME___ AVE Dispatch time
CPU TIME AVE CPU time

_ SUSPEND_ TIME AVE Suspend time

SUSPEND_  COUNT__ AVE Suspend time
DISPWAIT ~ TIME__ AVE Redispatch wait time

_ IRWAIT__ TIME___ AVE MRO link wait time

_ IRWAIT__ TIME___ MAX MRO link wait time

_ EOR e End of Report -----------c-un--
EOX e End of Extract ---------------

Figure 3-13 Performance Summary: SUMMARY Report Form

Summary Export

You can also write your Performance Summary report to an extract data set. You can do this
by using the Export facility with a SUMMARY Report Form to define the record layout and
summarization criteria. The EOX marker in the Report Form defines the end of the extract
record. There is no limit on the record length, so you can export all available fields or a
selection. For more information, see 3.9.2, “Export extract’” on page 101.

3.3.4 Performance Totals report

72

The Performance Totals report (Figure 3-14) provides a comprehensive analysis of the
resource usage of your CICS system. You can use this report to gain a system-wide
perspective of CICS system performance. Alternatively, you can use selection criteria to
narrow the scope of the report. For example, you can specify, “Show me the resource usage
for a particular group of transaction IDs or a single transaction ID or a single task number”.
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REDBOOK - Performance Totals Report
Command ===>

System Selection: Report Qutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . .. TOTLO001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Report Format:
Title

Selection Criteria:
Performance *

Figure 3-14 Performance Totals report options

Report format
Figure 3-15 shows the Performance Totals report, which has four parts:

» Overall CICS System Usage: Reports CMF data about the CICS system as a whole:
— CPU and dispatch times, broken down by TCB modes
— Performance record and task counts
» CPU and Dispatch statistics: Provides a breakdown of the CPU, dispatch and suspend
counts, and elapsed time. CPU time is broken down by each CICS Dispatcher TCB mode.
» Resource Utilization statistics: Each data field in the performance record is summarized
into Total, Avg/Task and Max/Task, showing:
— Count and time components for clock fields
— Count values for count fields
» User Field statistics: Reports the statistics for the user fields (from any user-defined
EMPs in the MCT) in the CMF performance class records.
VIR3MO CICS Performance Analyzer
Performance Totals
TOTLOOO1 Printed at 14:27:51 11/05/2002 Data from 11:10:29 11/04/2002 to 11:33:51 11/04/2002 Page 1

Total Elapsed Run Time

Dispatched Time CPU Time
DD HH:MM:SS Secs DD HH:MM:SS Secs

00:23:22 1402

From Selected Performance Records

QR Dispatch/CPU Time
MS Dispatch/CPU Time

TOTAL (QR + MS)

L8 CPU Time
J8 CPU Time
S8 CPU Time

TOTAL (L8 + J8 + S8)

Total CICS TCB Time

00:00:20 20 00:00:13 13
00:00:12 12 00:00:01 1
00:00:32 32 00:00:14 14
00:00:00 0
00:00:00 0
00:00:00 0
00:00:00 0 00:00:00 0
00:00:32 32 00:00:14 14

Figure 3-15 Performance Totals report (Part 1 of 3)
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Total Performance Records (Type C) 338
Total Performance Records (Type D) 36
Total Performance Records (Type F) 0
Total Performance Records (Type S) 0
Total Performance Records (Type T) 270
Total Performance Records (Selected) 644 Total Performance Records 644
VIR3MO CICS Performance Analyzer
Performance Totals

TOTLOOO1 Printed at 14:27:51 11/05/2002 Data from 11:10:29 11/04/2002 to 11:33:51 11/04/2002 Page

...... CO0OUNTS. ..ottt vevvveeeeee T ME ciiienene..
From Selected Performance Records Total Avg/Task Max/Task Total Avg/Task Max/Task
Dispatch Time 31294 48.6 3171 32 .049 9.349
CPU Time 14 .022 2.343
RLS CPU (SRB) Time 0 .000 .000
Suspend Time 30921 48.0 3170 6587 10.229 1385.297
Dispatch Wait Time 30650 47.6 3170 5 .008 1.165
Dispatch Wait Time (QR Mode) 30223 46.9 3170 4 .006 1.086
Response (-TCWait for Type C) 24 .070 2.139
Response (A11 Selected Tasks) 5124 7.956 1386.703
QR Dispatch Time 30831 47.9 3171 20 .030 3.705
MS Dispatch Time 307 .5 64 12 .019 5.643
RO Dispatch Time
QR CPU Time 13 .021 1.905
MS CPU Time 1 .002 .438
RO CPU TIME
L8 CPU Time 0 .000 .000
J8 CPU Time 0 .000 .000
S8 CPU Time 0 .000 .000
V1R3MO CICS Performance Analyzer

Performance Totals

TOTLO0OO1 Printed at 14:27:51 11/05/2002 Data from 11:10:29 11/04/2002 to 11:33:51 11/04/2002 Page

...... CO0OUNTS. ..ot vevvveeeeee T M E ciineeen...
From Selected Performance Records Total Avg/Task Max/Task Total Avg/Task Max/Task
FCWAIT ~ File I/0 wait time 293 5 214 1 002 952
RLSWAIT RLS File I/0 wait time 1 0 1 0 000 068
TSWAIT ~ VSAM TS I/0 wait time 0 .0 0 0 000 000
TSSHWAIT Asynchronous Shared TS wait time 0 .0 0 0 000 000
JCWAIT  Journal I/0 wait time 12 0 1 0 000 025
TDWAIT ~ VSAM transient data I/0 wait time 0 0 0 0 000 000
IRWAIT  MRO Tink wait time 429 .7 7 9 .013 3.734
CFDTWAIT CF Data Table access requests wait time 0 .0 0 0 .000 .000
CFDTSYNC CF Data Table syncpoint wait time 0 .0 0 0 .000 .000
TCMSGIN1 Messages received count 537 .8 2
TCCHRINL Terminal characters received count 6996 10.9 225
TCMSGOU1 Messages sent count 541 .8 2
TCCHROUL Terminal characters sent count 358311 556.4 1865
TCM62IN2 LU6.2 messages received count 0 .0 0
TCC62IN2 LU6.2 characters received count 0 .0 0
TCM620U2 LU6.2 messages sent count 0 .0 0
TCC620U2 LU6.2 characters sent count 0 .0 0
FCADD File ADD requests 0 .0 0
FCBROWSE File Browse requests 6556 10.2 1767
FCDELETE File DELETE requests 0 .0 0
FCGET File GET requests 177 .3 137
FCPUT File PUT requests 0 .0 0

Figure 3-16 Performance Totals report (Part 2 of 3)
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V1R3MO CICS Performance Analyzer

Performance Totals
TOTLO0OO1 Printed at 14:27:51 11/05/2002 Data from 11:10:29 11/04/2002 to 11:33:51 11/04/2002 Page 4
...... COo0OUuUNTS...... T
From Selected User Records Total Avg/Task Max/Task Total Avg/Task Max/Task
TEST TEST S001 54 .1 1 20 .032 1.329
TEST TEST S002 54 .1 1 0 .000 .002
RMITOTAL ECPRMI  A001 0 .0 0
RMIOTHER ECPRMI  A002 0 .0 0
RMIDB2 ECPRMI  A003 0 .0 0
RMIDBCTL ECPRMI  A004 0 .0 0
RMIEXDLI ECPRMI  A005 0 .0 0
RMIMQM ECPRMI  A006 0 .0 0
RMITCPIP ECPRMI  A007 0 .0 0
ICTOTAL IC A001 0 .0 0
ASKTIME IC A002 0 .0 0
CANCEL IC A003 0 .0 0
DELAY IC A004 0 .0 0
INTERVAL IC A005 0 .0 0
POST IC A006 0 .0 0
RETRIEVE IC A007 0 .0 0
START IC A008 0 .0 0

Figure 3-17 Performance Totals report (Part 3 of 3)

3.3.5 Wait Analysis report

The Wait Analysis report provides a breakdown of wait activity by transaction ID (or other
ordering fields). You can see at a glance which CICS resources are causing your transactions
to be suspended. This report can help you to quickly identify the possible source of a
performance response time problem. Figure 3-18 shows the options for this report.

REDBOOK - Wait Analysis Report
Command ===>

System Selection: Report Qutput:
APPLID . . SCSCPAA5 + DDname . . . . . . . . . WAIT0001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Order by:

1.. + 2. . + 3 .. +

Processing Options:
Time Interval . . . (hh:mm:ss)

Report Format:
Title

Selection Criteria:
Performance *

Figure 3-18 Wait Analysis report options
Report format

Figure 3-19 shows the Wait Analysis (Bottleneck) report. The Wait Analysis report has two
sections.
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The first section provides a summary of common performance metrics, including number of
Tasks, Response Time, Dispatch Time, CPU Time, Suspend Wait Time, Dispatch Wait Time,
RMI Elapsed Time, and RMI Suspend Time.

The ratio calculations on the right are particularly useful to see at a glance a possible
direction to look where the response/wait times are bad. In particular, observe that:

» CPU Time is shown as a percentage of Dispatch Time. This may indicate a possible lack
of CPU.

» Dispatch Wait Time is shown as a percentage of Suspend Time. This may also indicate a
lack of CPU or that another task is consuming the QR TCB. For example, if the Dispatch
Wait Time was a significant amount of the Suspend Time, that indicates that the task is
ready for dispatch but cannot for some reason.

The second section provides a detailed breakdown of suspend time by component, such as
dispatch wait, file wait, and so on. Components are reported in descending wait time order,
thereby ensuring that the primary cause of task wait is at the top of the list.

You can sort the report by up to three fields. The default is to summarize by transaction ID.

VIR3MO CICS Performance Analyzer
Wait Analysis Report
WAIT0001 Printed at 16:02:13 8/06/2003 Data from 08:06:06 8/05/2003 to 08:13:33 8/05/2003 Page 1

Tran=CATA Start=08:00:00 Program=CATAPROG Interval=08:00:00

Summary Data  emeeeee Time -==-==--o  —-ee-- Count -=-----  —----- Ratio ------
Total Average Total Average
# Tasks 1
Response Time 0.0038 0.0038
Dispatch Time 0.0022 0.0022 3 3.0 59.5% of Response
CPU Time 0.0016 0.0016 3 3.0 70.0% of Dispatch
Suspend Wait Time 0.0015 0.0015 3 3.0 40.0% of Response
Dispatch Wait Time 0.0000 0.0000 2 2.0 1.1% of Suspend
Resource Manager Interface (RMI) elapsed time 0.0001 0.0001 4 4.0 2.1% of Response
Resource Manager Interface (RMI) suspend time 0.0000 0.0000 0 0.0 0.0% of Suspend
Suspend Detail e Suspend Time -----------mmmmmmom oo Count -----
Total Average %age Graph Total Average
N/A Other Wait Time 0.0014 0.0014 92.6% |*¥wkrwkuskinkikinkk 2 2.0
DSPDELAY First dispatch wait time 0.0001 0.0001 7.4% |* 1 1.0
Tran=XV0J Start=08:00:00 Program=XVOJPROG Interval=08:00:00
Summary Data  emmeeee Time -==-=---o  —-ee-- Count -=-----  ------ Ratio ------
Total Average Total Average
# Tasks 261
Response Time 28.1101 0.1077
Dispatch Time 3.2940 0.0126 10578 40.5 11.7% of Response
CPU Time 2.4824 0.0095 10578 40.5 75.4% of Dispatch
Suspend Wait Time 24.8144 0.0951 10578 40.5 88.3% of Response
Dispatch Wait Time 2.9375 0.0113 10317 39.5 11.8% of Suspend
Resource Manager Interface (RMI) elapsed time 17.0496 0.0653 11365 43.5 60.7% of Response
Resource Manager Interface (RMI) suspend time 16.8430 0.0645 10255 39.3 67.9% of Suspend
Suspend Detail e Suspend Time -----------mmmmmmom —mmeo Count -----
Total Average %age Graph Total Average
IMSWAIT IMS (DBCTL) wait time 13.6869 0.0524 55.2% |*¥*rkrrkikix 9781 37.5
DSPDELAY First dispatch wait time 4.8588 0.0186 19.6% |*** 261 1.0
TCLDELAY > First dispatch TCLSNAME wait time 4.7523 0.0182 19.2% |*** 56 0.2
IRIOWTT MRO Tink wait time 3.0935 0.0119 12.5% |** 59 0.2
DB2WAIT DB2 SQL/IFI wait time 3.0747 0.0118 12.4% |** 389 1.5
N/A Other Wait Time 0.0828 0.0003  0.3% | 86 0.3
LMDELAY Lock Manager (LM) wait time 0.0177 0.0001 0.1% | 2 0.0

Figure 3-19 Wait Analysis report
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Recap report

The Wait Analysis report is always followed by the Wait Analysis Recap report to provide a
breakdown of the CMF input data. Figure 3-20 shows the Recap report. It provides an
overview of system-wide wait time. All CMF suspend components are reported in descending
wait time order, ensuring that the primary cause of system-wide task wait is at the top of the
list.

The Recap report shows all wait clocks, and even clocks that accumulated no wait time. This
allows you to see at a glance:

» All the individual suspend component clocks
» Clocks that may be missing

V1R3MO CICS Performance Analyzer
; lysis. f R
WAITO001 Printed at 16:02:13 8/06/2003 Data from 08:06:06 8/05/2003 to 08:13:33 8/05/2003 Page 1
--------- Time -------- ------ Ratio ------
Total Average
# Tasks 11768
Response Time 2156.6275 0.1833
Dispatch Time 136.3500 0.0116 6.3% of Response
CPU Time 76.7092 0.0065 56.3% of Dispatch
Suspend Wait Time 2020.1995 0.1717 93.7% of Response
Dispatch Wait Time 52.9988 0.0045 2.6% of Suspend
Resource Manager Interface (RMI) elapsed time 847.5371 0.0720 39.3% of Response
Resource Manager Interface (RMI) suspend time 842.6671 0.0716 41.7% of Suspend
------------------- Suspend Time ------------------- Field Availability
Total Average %age Graph Present Missing
IRIOWTT MRO Tink wait time 835.9785 0.0710 41.45 |xx*¥ssxx 11768 0
IMSWAIT IMS (DBCTL) wait time 477.9522 0.0406 23.7% |[**** 11768 0
WTEXWAIT External ECB wait time 292.1129 0.0248 14.5% |** 11768 0
ICDELAY Interval Control (IC) wait time 275.9447 0.0234 13.7% |** 11768 0
DB2WAIT DB2 SQL/IFI wait time 70.8436 0.0060 3.5% 11768 0
DSPDELAY First dispatch wait time 52.3120 0.0044 2.6% 11768 0
TCLDELAY > First dispatch TCLSNAME wait time 46.5026 0.0040 2.3% 11768 0
MXTDELAY > First dispatch MXT wait time 0.0000 N/C  0.0% 11768 0
FCIOWTT File I/0 wait time 8.1584 0.0007 0.4% 11768 0
N/A Other Wait Time 3.0880 0.0003 0.2%
LUB2WTT LU6.2 wait time 2.7382 0.0002 0.1% 11768 0
WTCEWAIT CICS ECB wait time 0.5165 0.0000 0.0% 11768 0
LMDELAY Lock Manager (LM) wait time 0.4619 0.0000 0.0% 11768 0
TDIOWTT VSAM transient data I/0 wait time 0.0530 0.0000 0.0% 11768 0
GVUPWAIT Give up control wait time 0.0396 0.0000 0.0% 11768 0
TCIOWTT Terminal wait for input time 0.0001 0.0000 0.0% 11768 0
RQRWAIT Request Receiver wait Time 0.0000 0.0000 0.0% 0 11768
TSIOWTT VSAM TS I/0 wait time 0.0000 N/C  0.0% 11768 0
ENQDELAY Local Enqueue wait time 0.0000 N/C  0.0% 11768 0
DB2CONWT DB2 Connection wait time 0.0000 N/C 0.0% 11768 0
DB2RDYQW DB2 Thread wait time 0.0000 N/C  0.0% 11768 0

Figure 3-20 Wait Analysis Recap report

3.3.6 Cross-System Work report

The Cross-System Work report correlates CMF performance class data by network unit of
work (UOW) ID for a single CICS system or multiple CICS systems. Figure 3-21 shows the
report options.

To run the report for multiple systems, define them to a Group. Groups enable you to connect
systems together for consolidated reporting. This is especially useful for MRO, advanced
program-to-program communication (APPC), or other systems that share workloads. For
information about how to do this, see “Groups this system belongs to” on page 33.
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REDBOOK - Cross-System Work Report
Command ===>

Specify report details and press Enter to perform validation.

System Selection: Report OQutput:
APPLID . . + DDname . . . . . . . . . CROS0001
Image . . + Print Lines per Page . .  (1-255)
Group . . MROPROD_
Processing Options: .
1 1. UOWs with more than one record Specify a group of systems

2. UOWs with a single record

3. A1l UOWs

Report Format:
Form . . . +
Title

Selection Criteria:
Performance *

Figure 3-21 Cross-System Work report options

Default report format

Observe the columns of data in the Cross-System Work report in Figure 3-22. This example
shows the default format of the report when a Report Form is not specified. The default report
includes only the performance class records that have the same network unit of work in
multiple records (processing option 1).

Each line in the report is printed from a single CMF performance class record. Records that
are part of the same network unit of work are printed sequentially in groups separated by a
blank line.

The transaction Request Types are:

» AP: Application program request, including Distributed Program Link (DPL)

» FS: Function shipping request:

— File Control (F)

— Interval Control (1)

— Transient Data (D)

— Temporary Storage (S)

» TR: Transaction routing request for Terminal-Owning Region (TOR)
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V1R3MO CICS Performance Analyzer
Cross-System Work
CROS0001 Printed at 12:09:28 10/27/2002 Data from 11:10:51 10/24/2002 to 08:10:28 10/26/2002 Page 3
Request Fcty Conn UOW R Response A
Tran Userid  SC TranType Term LUName Type Program T/Name Name NETName Seq APPLID Task T Stop Time Time B
ABRW EUGENED TP U S23D SCSC23D AP: DFHGABRW T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 61 T 11:13:20.275 .0080
CSMI CICSLS TO UM R11 SCSCPAA5 FS:F--- DFHMIRS T/R11 (CJB1 USIBMSC.SCSC23D 1 SCSCPAA5 57 T 11:13:20.274 .0044
ABRW EUGENED TP U S23D SCSC23D AP: DFHGABRW T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 62 T 11:13:21.332 .0064
CSMI CICSLS TO UM R11 SCSCPAA5 FS:F--- DFHMIRS T/R11 (CJB1 USIBMSC.SCSC23D 1 SCSCPAA5 58 T 11:13:21.331 .0039
CEDA EUGENED TO U S23D SCSC23D AP: DFHEDAP  T/S23D USIBMSC.SCSC23D 3 SCSCPAAS 72 T 11:16:28.284 1.1025
CEDA EUGENED TO U S23D SCSC23D AP: DFHEDAP T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 72 C 11:16:27.181  3.0046
CEDA EUGENED TO U S23D SCSC23D AP: DFHEDAP  T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 72 C 11:16:24.177  2.2127
CEDA EUGENED TO U S23D SCSC23D AP: DFHEDAP  T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 72 C 11:16:21.964 46.5125
CEDA EUGENED TO U S23D SCSC23D AP: DFHEDAP T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 72 C 11:15:35.451 6794
RMST EUGENED TO U S23D SCSC23D TR:CJB3 T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 178 T 11:22:38.447 48.9210
STAT CICSLS  TO U R11 SCSCPAAS AP: DFHOSTAT $/523D CJBL USIBMSC.SCSC23D 1 SCSCPAA5 349 T 11:22:38.433 66.7720
RMST EUGENED TO U S$23D SCSC23D TR:CJB3 T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 178 C 11:21:49.526 10.0524
RMST EUGENED TO U S23D SCSC23D TR:CJB3 T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 178 C 11:21:39.473  7.8027
RMST EUGENED TO U $23D SCSC23D TR:CJB3 T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 178 C 11:21:31.671 0110
STAT EUGENED TO U S23D SCSC23D AP: DFHOSTAT T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 195 T 11:22:52.663  2.0203
STAT EUGENED TO U S23D SCSC23D AP: DFHOSTAT T/S23D USIBMSC.SCSC23D 1 SCSCPAA5 195 C 11:22:50.642  8.9745
Figure 3-22 Cross-System Work default report
Report tailoring (Cross-System Work Extended report)
Using a Report Form, you can easily change the format of the report to produce the
Cross-System Work Extended report showing only the performance-related data in which you
are interested. Many sample Report Forms of type LIST or LISTX are provided with CICS PA
for this purpose. For this report, a LISTX Form is used in the same way as a LIST Form. That
is, the fields and the order of the columns are used, but the sort sequence is ignored. For
more information about how to use Report Forms, see 2.10, “Tailoring report formats” on
page 44.
Figure 3-23 shows the Cross-System Work Extended report, produced by specifying a LIST
or LISTX Report Form including dispatch statistics. The records are sorted by:
» Network unit-of-work prefix (ascending)
» Network unit-of-work suffix (ascending)
» Syncpoint count concatenated with the task stop time (descending)
» Generic APPLID (ascending)
V1R3MO CICS Performance Analyzer
Cross-System Work Extended
CROS0001 Printed at 0:56:39 10/23/2002 Data from 15:41:19 10/12/2002 to 16:19:15 10/12/2002 Page 1
Tran Response Userid TaskNo Stop Response Dispatch Dispatch User CPU Suspend Suspend DispWait DispWait IR Wait
Time Time Time Time Count Time Time Count Time Count Time
CPLT  .3939 CICSUSER 6 15:41:19.419  .3939  .0782 3 .0325  .3158 3 .3149 2 .0000
CSSY 71.4053 CICSUSER I1I 15:42:30.828 71.4053 46.9670 401 17.6543 24.4382 401  9.9254 400 .0000
CSSY  4.9137 CICSUSER 12 15:41:24.346  4.9137 .4928 66 .0476  4.4209 66 2.5618 65 .0000
CSSY  5.3932 CICSUSER 10 15:41:24.822  5.3932  .8932 59 L2172 4.4999 59 2.7531 58 .0000
CSSY  5.6419 CICSUSER 9 15:41:25.069 5.6419 1.6045 75 L1472 4.0374 75 2.9273 74 .0000
CSSY  5.9801 CICSUSER 13 15:41:25.434 5.9801  .7826 87  .1627 5.1975 87  3.3082 86 .0000
CSSY  2.9653 CICSUSER 14 15:41:22.420  2.9653  1.2597 14 .0555 1.7056 14 .0393 13 .0000
CSSY .4372 CICSUSER 15 15:41:19.898 L4372 .0037 1 .0034 .4335 1 .0000 0 .0000
CSSY  .5093 CICSUSER 16 15:41:19.977  .5093  .0065 3 .0084  .5028 3 .0103 2 .0000
CGRP  5.4980 CICSUSER 11 15:41:24.928  5.4980  .7931 69  .0613 4.7049 69 3.7141 68 .0000

Figure 3-23 Cross-System Work Extended tailored to shows dispatch statistics
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Cross-System Work extract

You can also request a Cross-System Work extract. This extract combines CMF performance
class records that belong to the same network unit of work into a single CMF-format record to
provide a complete view of a transaction’s CICS resource usage. You can then use the extract
as input to CICS PA to produce any of the reports and extracts. For more information, see
3.9.1, “Cross-System Work extract” on page 99.

3.3.7 Transaction Group report

The Transaction Group report is used to help you understand the correlation of the
performance class records that are attached in a CICS assigned transaction group.

The Transaction Group ID (TRNGRPID) is assigned internally by CICS at transaction attach
time. CICS PA uses this ID to correlate the transactions belonging to the same work request,
such as the CWXN (Web Attach) and CWBA (Alias transaction). Figure 3-24 shows the report
options.

REDBOOK - Transaction Group Report
Command ===>

System Selection: Report OQutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . . . TRGP00O01
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Processing Options:
1 1. Groups of more than one record
2. Groups of a single record
3. ATl Groups

Report Format:
Title

Selection Criteria:
Performance

Figure 3-24 Transaction Group report options

Report format

Figure 3-25 shows the format of the Transaction Group report. The Origin field can help you
understand the flow of transactions through a CICS system when applied to transaction
requests that originate through:

CICS Web Support (CWS)

Internet Inter-ORB Protocol (IIOP)
External Call Interface (ECI) over TCP/IP
3270 Bridge “two-task model”

vVvyyy

The detailed report is followed by a Summary report that summarizes and groups the
transactions by their origin.
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V1R3MO CICS Performance Analyzer
Iransaction Group
TRGPO0O1 Printed at 11:46:14 10/24/2002 Data from 11:10:29 10/14/2002 to 08:10:06 10/16/2002 Page 14
Brdg Client Request Fcty Conn R Response

Tran Userid SC Origin Tran IP Address Type Program Term LUName T/Name Name APPLID Task T Stop Time Time
CWBA CICSLS U WEB 9.20.45.17 AP: DFHWBTTA SCSCPAA5 618 T 11:30:11.51 .0385
CWXN CICSLS U SOCKET 9.20.45.17 AP: DFHWBXN SCSCPAA5 617 T 11:30:11.47 .2545
CWBA CICSLS U WEB 9.20.45.17 AP: DFHWBTTA SCSCPAA5 620 T 11:30:21.67 .0289
CWXN CICSLS U SOCKET 9.20.45.17 AP: DFHWBXN SCSCPAAS 619 T 11:30:21.65 .3538
CWBA CICSLS U WEB 9.20.45.17 AP: DFHWBTTA SCSCPAA5 622 T 11:30:29.44  1.4267
CWXN CICSLS U SOCKET 9.20.45.17 AP: DFHWBXN SCSCPAAS 621 T 11:30:28.02 .3097
CWBA CICSLS U WEB 9.20.45.17 AP: DFHWBTTA SCSCPAA5 624 T 11:30:34.63 1.1731
CWXN CICSLS U SOCKET 9.20.45.17 AP: DFHWBXN SCSCPAA5 623 T 11:30:33.46 .2828
CEDA CICSLS TO BRIDGE CWBA AP: DFHEDAP  }AAJ }AAJ B/}AAJ SCSCPAA5 627 T 11:31:26.83 43.9778
CWBA CICSLS U WEB 9.20.45.17 AP: DFHWBTTA SCSCPAA5 626 T 11:30:43.18 .3228
CWXN CICSLS U SOCKET 9.20.45.17 AP: DFHWBXN SCSCPAA5 625 T 11:30:42.85 .0023
V1R3MO CICS Performance Analyzer
TRGPO0O1 Printed at 11:46:14 10/24/2002 Data from 11:10:29 10/14/2002 to 08:10:06 10/16/2002 Page 16
Origin Average Average Average Average Average Average Average Average Average

Type Transactions  Response Dispatch CPU Time Suspend  DispWait IR Wait  RMI Susp FC Wait SO Wait
BRIDGE 17 10.140 .000 .000 .010 .000 .000 .000 .000 .000
MRO SESS 163 .634 .000 .000 .001 .000 .001 .000 .000 .000
NONE 69 362.022 .301 .000 .061 .000 .000 .000 .000 .000
SCHEDULE 62 .280 .000 .000 .000 .000 .000 .000 .000 .000
SOCKET 50 44.630 .000 .000 .045 .000 .000 .000 .000 .045
START 28 .261 .000 .000 .000 .000 .000 .000 .000 .000
TDQUEUE 23 .012 .000 .000 .000 .000 .000 .000 .000 .000
TERM START 17 .011 .000 .000 .000 .000 .000 .000 .000 .000
TERMINAL 1818 2.468 .000 .000 .002 .000 .000 .000 .000 .000
WEB 60 .154 .000 .000 .000 .000 .000 .000 .000 .000
XM RUN 16 424 .000 .000 .000 .000 .000 .000 .000 .000
TOTAL 2323 13.781 .009 .000 .005 .000 .000 .000 .000 .001

Figure 3-25 Transaction Group report

3.3.8 BTS report

The BTS report provides a detailed report of the transactions performed by the same or
different CICS systems on behalf of a single CICS BTS process. Figure 3-26 shows the report

options.

===>

Command

REDBOOK - BTS Report

System Selection:

APPLID SCSCPAAS  +
Image +
Group +

Report Format:
Title . .

Report Qutput:

DDname

Print Lines per Page

CBTS0001
. (1-255)

Selection Criteria:
Performance

Figure 3-26 BTS report options
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Report format

Figure 3-27 shows the format of the BTS report. The BTS report is similar to the
Cross-System Work and Transaction Group reports in that it is a detailed report. However,
this report shows the correlation of the transactions performed by the same or different CICS
systems on behalf of a single CICS BTS process (root activity ID).

The records are sorted by:

» BTS Process ID (Root Activity ID)
» Transaction Sequence Number
» Transaction Stop Time (ascending order)

V1R3MO CICS Performance Analyzer
CICS Busi I ion Servi (BTS)

CBTS0001 Printed at 11:43:56 10/24/2002 Data from 11:10:29 10/14/2002 to 08:10:06 10/16/2002 Page 1

Process Pro/Act Cont'er Event R Response
Tran SC TranType Process Name Type Activity Name Regs Regs Reqs Task T Stop Time Time
SALL TP U 2 2 0 211 T 11:18:25.27 .1222
SALL TP U 2 2 0 239 T 11:19:18.33 .1835
PAY1 TP U 2 0 0 294 T 11:19:42.20 .1390
PAY1 TP U 2 0 0 305 T 11:19:57.64 .0747
REDI U U R SALES111111 ORDER CREDIT-CHECK 0 2 1 176 T 11:17:32.05 .5333
sToc U U R SALES111111 ORDER STOCK-CHECK 0 2 1 177 T 11:17:32.05 .5145
SALEU U R SALES111111 ORDER DFHROOT 10 5 4 175 T 11:17:32.05 .5675
INNI U U SALES111111 ORDER INVOICE-BUILD 0 1 1 178 T 11:17:32.09 .0359
DELI U U SALES111111 ORDER DELIV-NOTE 0 1 1 179 T 11:17:33.29 1.2323
SALEU U SALES111111 ORDER DFHROOT 0 0 0 180 T 11:17:33.31 1.2198
SALEU U SALES111111 ORDER DFHROOT 1 3 2 183 T 11:17:33.37 0800
SALEU U SALES111111 ORDER DFHROOT 1 3 5 184 T 11:17:33.42 0519
SALEU U SALES111111 ORDER DFHROOT 2 2 1 186 T 11:17:38.65 0566
REMI U U SALES111111 ORDER SEND-REMINDER 0 1 1 187 T 11:17:38.68 0243

Figure 3-27 BTS report

3.3.9 Workload Activity report

The Workload Activity report provides a detailed list, summary, or list and summary of the
segments of work (transactions) performed by the same or different CICS systems through
transaction routing, function shipping, or distributed transaction processing on behalf of a
single network unit of work. Figure 3-28 shows the report options.
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Command ===>

REDBOOK - Workload Activity Report

System Selection: Report Qutput:
APPLID . . SCSCPAA5 + DDname .
Image . . +
Group . . +

Reports Required:
/ Summary _  Include EXE Y tasks

Report Format:
Title

Print Lines per Page .

Processing Options:
List Peak Percentile .

. WKLD0001
. (1-255)

. 90_ (50-100)

Selection Criteria:
Performance

Figure 3-28 Workload Activity report options

Report format

Figure 3-29 shows the Workload Activity report. This report highlights the MVS Workload

Manager (WLM) service class and report class, and WLM reporting and completion phase

(BTE or EXE) used for each transaction.

The Workload Activity Summary report summarizes response time by WLM service and
report classes. The statistics it provides are Average, Standard Deviation, nn% Peak, and

Maximum.

V1R3MO

WKLDOO0O01 Pr

Tran Userid

WROS CICSLS
WROS CICSLS

TPME CICSLS

WRNO CICSLS

WRNO CICSLS

VIR3MO

WKLDOOO1 Pr

Service
Class

*Other*

inted

SC

TP
TP

TP

TP
TP

inted

CICS Performance Analyzer

Workload Manager Activity List
at 12:33:47 10/25/2002 Data from 13:31:17 10/24/2002 to 13:32:08 10/24/2002

Request Fcty Conn Service Report
TranType Term LUName Type Program T/Name Name Class Class APPLID
U 0081 LE000081 TR:IRAlL T/0081 STM4IRT1
u <ADQ STM4IRT1 AP: CRWWPPOS S/0081 IRT1 STM4IRAL
U 0081 LE000081 AP: CRWWPAMU T/0081 STM4IRT1
U 0081 LE000081 TR:IRAL T/0081 STM4IRT1
U <ACY STMAIRT1 AP: CRWWPPNO S/0081 IRT1 STM4IRA1

CICS Performance Analyzer
] Activity S Service (1
at 14:09:35 10/21/2002 Data from 10:49:57 10/20/2002 to 10:57:47 10/20/2002

-------------- Response Time --------------

APPLID Phase #Tasks Average Std Dev 90% Peak Maximum
STM4IRAL BTE 105 .0009 .0007 .0018 .0072
STM41RA2 BTE 174 .0008 .0002 .0010 .0019
STMAIRTO BTE 589 1.1839 8.8946 12.5868 135.009
STMAIRT1 BTE 551 1.7020 9.7902 14.2531 133.831
STM4IRT2 BTE 570 2.1656 13.4634 19.4257 176.251
STMAIRT3 BTE 570 1.4052 9.6969 13.8366 149.703
STMAIRT4 BTE 570 1.4656 8.0848 11.8303 135.889
STM4IRTS BTE 570 2.3631 14.1819 20.5443 179.756

Task

69693
34695

70004

70078
34869

el

T

T
T

T

T
T

Page

Response
P C Stop Time Time

BTE  13:31:34.99 13.4729
EXE Y 13:31:34.34 11.2956

BTE  13:31:36.90 1.5024

BTE  13:31:46.15 7.3057
EXE Y 13:31:45.87 7.0220

Page

1

A
B
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Figure 3-29 Workload Activity report
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3.4 Exception reports

The Exception reports are:

» Exception List
» Exception Summary

3.4.1 Exception List report

The Exception List report provides detailed analysis of the exception class records collected
by the CICS Monitoring Facility (CMF). Figure 3-30 shows the report options.

REDBOOK - Exception List Report
Command ===>

System Selection: Report OQutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . . . XLST0001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Report Format:
Title . .

Selection Criteria:
Exception *

Figure 3-30 Exception List report options

Report format

Figure 3-31 shows an example of the Exception List report. The Exception List report
provides two types of information:

» The cause of the exception condition

» The information necessary to relate this record to the performance class record on the
Performance List report

VIR3MO CICS Performance Analyzer
E X ;
XLST0001 Printed at 9:51:50 10/22/2002 Data from 08:08:15 10/16/2002 APPLID SCSCPAA5 Page 1
Tran Service Report Exp ..... Time ..... Current Resource Exception

Tran Term LUName Userid SC Class Class Class Taskno Seq Start Elapsed Program Type  Resource ID Type
ABRW P045 SCSCP045 CICSLS TP 834 1 08:08:15 10.189 DFHGABRW FILE FILEA STRING
ABRW S205 SCSC205 EUGENED TP 835 1 08:08:25 7.245 DFHGABRW FILE FILEA STRING
ABRW S220 SCSC220 EUGENED TP 837 1 08:08:30 2.996 DFHGABRW FILE FILEA STRING
CECI S220 SCSC220 EUGENED TO 1151 1 08:11:48 .005 DFHECID TEMPSTOR CACA BUFFER
CECI S220 SCSC220 EUGENED TO 1151 2 08:11:48 .002 DFHECID TEMPSTOR CACA BUFFER
CECI S220 SCSC220 EUGENED TO 1151 3 08:11:48 .002 DFHECID TEMPSTOR CACA BUFFER
CECI P045 SCSCP045 CICSLS TO 1149 1 08:11:48 .004 DFHECID TEMPSTOR LONGTSNAME BUFFER
CECI P045 SCSCP045 CICSLS TO 1149 2 08:11:48 .004 DFHECID TEMPSTOR LONGTSNAME BUFFER
CECI P045 SCSCP045 CICSLS TO 1149 3 08:11:48 .002 DFHECID TEMPSTOR LONGTSNAME BUFFER
CECI S220 SCSC220 EUGENED TO 1151 6 08:11:49 .003 DFHECID TEMPSTOR CACA BUFFER
CECI S220 SCSC220 EUGENED TO 1151 7 08:11:49 .003 DFHECID TEMPSTOR CACA BUFFER

Figure 3-31 Exception List report
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3.4.2 Exception Summary report

The Exception Summary report summarizes the exception class records collected by the
CICS Monitoring Facility (CMF). Figure 3-32 shows the report options.

REDBOOK - Exception Summary Report
Command ===>

Report Format:
Title

System Selection: Report Qutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . . . XSUM0001
Image . . + Print Lines per Page . . _ (1-255)
Group . . +

Selection Criteria:
Exception

Figure 3-32 Exception Summary report options

Report format

Figure 3-33 shows the Exception Summary report. The exception class records are
summarized by transaction ID. The report provides the total number of exceptions for each

transaction, according to:

» Auxiliary temporary storage Virtual Storage Access Method (VSAM) buffer and string wait

conditions

VSAM LSRPOOL buffer and string wait conditions
VSAM file string wait conditions

Temporary storage wait conditions

Main storage wait conditions

Coupling facility data table pool wait conditions

vyvyyvyyvyy

V1R3MO CICS Performance Analyzer
Exception Summary

XSUMO001 Printed at 9:57:34 10/22/2002 Data from 08:08:15 10/16/1999 to 08:12:14 10/16/1999

Tran  Total TS-Buffer-Wait  TS-String-Wait Pool-Buffr-Wait Pool-Strng-Wait File-Strng-Wait
ID  Excepts Average Count Average Count Average Count Average Count Average Count

ABRW 3 6.810 3
CEBR 16 .003 16
CECI 257 .006 256 .003 1
TOTAL 276 .006 256 .003 17 6.810 3

Page 1

..Temp Storage. ..Main Storage.
Average Count Average Count

Figure 3-33 Exception Summary report

3.5 Transaction Resource Usage reports

The Transaction Resource Usage reports are:

» File Usage Summary report
» The Temporary Storage Usage Summary report
» The Transaction Resource Usage List report
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3.5.1 File Usage Summary report

The Transaction File Usage Summary report summarizes file usage by transaction ID. For
each transaction ID, it gives transaction information and file control statistics followed by a
breakdown of file usage for each file used. Figure 3-34 shows the report options.

REDBOOK - File Usage Summary Report
Command ===>

System Selection: Report OQutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . . . FILEOOOl
Image . . + Print Lines per Page . . _ (1-255)
Group . . +

Summary Reports Required:

/ Transaction File Usage

/ File Usage
/ Break down by Transaction ID
/ Include Transaction Totals

Report Format:
Title

Selection Criteria:
Performance

Figure 3-34 Transaction Resource Usage: File Usage Summary report options

Report format

Figure 3-35 shows an example of the File Usage Summary report. This report summarizes
file activity. For each file, it gives a breakdown of file usage by transaction ID.

V1R3MO CICS Performance Analyzer
File Usage Summary
FILEOOO1 Printed at 11:00:52 7/26/2003 Data from 07:30:47 5/29/2003 to 08:35:48 5/29/2003 APPLID CICSPA1 Page 2
FC Calls I/0 Waits ******* AccMeth
File Tran #Tasks Get Put Browse Add Delete  Total File RLS CFDT  Requests
STOCK1 STOK 9 Elapse Avg .1907 .0045 .0170 .0154 .0094 2544 .2452 .0000 .0000
Max  1.4601 .0110 .1195 .0458 .0358 1.6370 1.5718 .0000 .0000
Count Avg 48 0 506 2 1 568 65 0 0 595
Max 369 7 4354 9 4 4739 426 0 0 4925
ORDR 4 Elapse Avg .6174 .0000 10139.51 .0000 .0000 10140.44 1.2854 .0000 .0000
Max .8421 .0000 40557.78 .0000 .0000 40557.78 1.3365 .0000 .0000
Count Avg 162 0 3273 0 0 3600 356 0 0 3754
Max 217 0 3273 0 0 3710 356 0 0 3754
Totl 13 Elapse Avg .3220 .0031 3119.862 .0107 .0065 3120.313 .5653 .0000 .0000
Max  2.4697 .0401 40558.06 .1390 .0842 40561.78 5.1415 .0000 .0000
Count Avg 83 0 1357 1 0 1501 154 0 0 1567
Max 651 7 13092 23 12 14403 1424 0 0 15016

Figure 3-35 Transaction Resource Usage: File Usage Summary report
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3.5.2 Temporary Storage Usage Summary report

The Transaction Temporary Storage Usage Summary report summarizes temporary storage
queue usage by transaction ID. For each transaction ID, it gives transaction information and
temporary storage statistics followed by a breakdown of Tsgname usage for each temporary
storage queue used.

The Temporary Storage Usage Summary report summarizes Tsqueue activity. For each
Tsqueue, it gives a breakdown of Temporary Storage Queue usage by transaction ID.
Figure 3-36 shows the report options.

REDBOOK - Temporary Storage Summary Report
Command ===>

System Selection: Report Qutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . . . FILEOOOl
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Summary Reports Required:
/ Transaction Temporary Storage Usage
/ Temporary Storage Usage

/ Break down by Transaction ID

/ Include Transaction Totals

Report Format:
Title

Selection Criteria:
Performance

Figure 3-36 Transaction Resource Usage: Temporary Storage Summary report options

Report format
Figure 3-37 shows the Temporary Storage Usage Summary report.

VIR3MO CICS Performance Analyzer
Temporary Storage Usage Summary
TEMP00O1 Printed at 11:00:52 7/26/2003 Data from 07:30:47 5/29/2003 to 08:35:48 5/29/2003 APPLID CICSPA1 Page 1
kkkkkkhkkhkkhhkhkkkkx TS Ca'l'ls *kkkkkkhkkhkkhkhkkk *kk I/O wa-its *k%k TS Item
TSQueue Tran #Tasks Get Put_Aux Put_Main Total IN Shr_TS Get  Put_Aux Put_Main
TS_QUEUEL CEDA 9 Elapse Avg .0104 .0000 .0002 .0106 .0000 .0139
Max .0104 .0000 .0002 .0104 .0000 .0139
Count Avg 2 0 6 8 0 10 56 44 378
Max 3 0 12 12 0 17 Length 112 88 756
CSSY 4 Elapse Avg .0104 .0000 .0002 .0000 .0000 .0139
Max .0104 .0000 .0002 .0000 .0000 .0139
Count Avg 2 0 6 8 0 10 56 44 378
Max 3 0 12 12 0 17 Length 112 88 756
Totl 13 Elapse Avg .0104 .0000 .0002 .0000 .0000 .0139
Max .0104 .0000 .0002 .0000 .0000 .0139
Count Avg 2 0 6 8 0 10 56 44 378
Max 3 0 12 12 0 17 Length 112 88 756

Figure 3-37 Transaction Resource Usage: Temporary Storage Summary report
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3.5.3 Transaction Resource Usage List report

88

The Transaction Resource Usage List report provides a list of all transaction resource class
records in the sequence that they appear in the SMF file. It gives transaction information,
detailing their individual file and temporary storage queue usage. Figure 3-38 shows the

report options.

REDBOOK - Transaction Resource Usage Report
Command ===>

Detailed List Reports Required:
/ File Usage
/ Temporary Storage

Report Format:
Title

System Selection: Report Qutput:

APPLID . . + DDname . . . . . . . .

Image . . + Print Lines per Page . .
Group . . +

RESU0001
(1-255)

Selection Criteria:
Performance

Figure 3-38 Transaction Resource Usage List report options

Report format

Figure 3-39 shows an example of the Transaction Resource Usage List report.
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V1R3MO CICS Performance Analyzer
1 ion B .
RESU0001 Printed at 11:00:52 7/26/2003 Data from 07:30:47 5/29/2003 Page 1
Request Fcty Conn UoW R Response
Tran Userid SC TranType Term LUName Type Program T/Name Name NETName APPLID Task Seq T Stop Time Time

CEDA CBAKER  TO U 0015 1G2Z0015 AP: DFHEDAP  T/0015 GBIBMIYA.IG2Z0015 IYK2Z1V1 68 1T 8:23:18.514 86.2698
FC Calls I/0 Waits ******x* AccMeth
File Get Put Browse Add Delete  Total File RLS CFDT  Requests
DFHCSD Elapse  1.4601 .0062 .1195 .0239 .0122  1.6370 1.5718 .0000 .0000
Count 369 1 4354 4 2 4739 426 0 0 4925
hkkkkkkkkkkkk TS Ca'l'ls *hkkkkkkhkhkkk kkhk I/O wa-its *kk TS Item
TSQueue Get Put_Aux Put_Main Total IN Shr_TS Get Put_Aux Put_Main
TS_QUEUEL Elapse .0104 .0000 .0002 .0000 .0000 .0139
Count 3 0 12 0 0 17 Length 112 88 756
CEDA CBAKER  TO U 0015 1G2Z0015 AP: DFHECIP T/0015 GBIBMIYA.IG2Z0015 IYK2Z1V1 83 1T 8:27:58.141 103.0988
FC Calls I/0 Waits ******x* AccMeth
File Get Put Browse Add Delete  Total File RLS CFDT  Requests
CBFILEA Elapse 0000 0000 .0000 .0000 0000 0000 .0000 .0000 .0000
Count 0 0 0 0 0 1 0 0 0 2
CBFILEB Elapse 0000 0000 .0000 .0000 0000 0000 .0000 .0000 .0000
Count 0 0 0 0 0 1 0 0 0 2
CBFILEC Elapse .0000 .0000 .0000 .0000 .0000 0000 .0000 .0000 .0000
Count 0 0 1 0 0 2 0 0 0 3
Total Elapse .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000
Count 0 0 1 0 0 4 0 0 0 7
hhkkkkkkkhkkkk TS Ca'l'ls *kkkkkkkkhkkk kkhk I/O wa-its *kk TS Item
TSQueue Get Put_Aux Put_Main Total IN Shr_TS Get Put_Aux Put_Main
TS_QUEUE2 Elapse 0104 0000 0002 0000 0000 0139
Count 3 0 12 0 0 17 Length 112 88 756
TS_QUEUE3 Elapse 0104 0000 .0002 0000 0000 0139
Count 3 0 12 0 0 17 Length 100 10 700
Total Elapse 0208 0000 .0004 0000 0000 0278
Count 6 0 24 0 0 34 Length 212 98 1456

Figure 3-39 Transaction Resource Usage: List report

3.6 Subsystem reports

The Subsystem reports are:

» DB2 report
» The WebSphere MQ report

3.6.1 DB2 report

The CICS PA DB2 report combines the CICS CMF performance class records (SMF 110)
with the DB2 Accounting records (SMF 101) that belong to the same network unit of work,
including some DB2 activity. It can provide a detailed, summary, or detailed summary report
showing DB2 usage for your CICS systems.
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The DB2 reports are:

» List
» Summary (short or long)
» Recap (record processing statistics)

To produce the DB2 reports, you need to accumulate DB2 accounting statistics (SMF 101
records) and define your CICS-DB2 resources with ACCOUNTREC(TASK) or
ACCOUNTREC(UOW). CICS PA V1R3 supports the DB2 accounting statistics data from DB2
Version 5, Version 6, and Version 7.

You can use the information provided in the CICS PA DB2 reports to assist in further analysis
using DB2 performance reporting tools such as the DB2 Performance Monitor (DB2 PM).

The CICS PA DB2 List report is most effective when used in conjunction with the CICS PA
Cross-System Work report. Figure 3-40 shows the report options.

REDBOOK - DB2 Report
Command ===>

CICS System Selection: Report Qutput:
APPLID . . SCSCPAA5 + DDname . . . . . . . . . DB2R0001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +
DB2 System Selection: Report Options:
SSID . . . DB2P + / Process DB2 Accounting records
Image . . + _ List records with no DB2 activity
Group . . + / Long Summary with DB2 maximums
Reports ~ ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
List / / _ / / _ _
Long Summary / / _ / / _ _

7 Short Summary

Report Format:
Title

Selection Criteria:
Performance

Figure 3-40 DB2 report options

Report format

Figure 3-41 shows the DB2 List report. This report provides a detailed list by transaction of all
network units of work with DB2 activity. Records that are part of the same network unit of
work are printed sequentially in groups with a blank line separator. A data line (column
format) is presented for each CMF performance class record. A block of data lines (row
format) is presented for each associated DB2 Accounting record.

The DB2 Long Summary report summarizes DB2 activity by transaction and program (CMF
performance records), and SSID and Plan name (DB2 accounting records) within APPLID.
Average and maximum values are reported for each. This report represents a subset of the
total data presented in the DB2 List report. It includes DB2 data that can be matched within
network unit of work to a single task, or to multiple tasks for the same transaction and
program.

CICS Performance Analyzer



The DB2 Short Summary report is an abridged version of the Long Summary report. It
provides averages only (no maximums). Both the CMF performance and DB2 accounting
record details are presented in column format.

The DB2 Recap report is always produced at the end to provide an analysis of the CICS CMF
performance class (SMF 110) and the DB2 Accounting (SMF 101) records processed.

VIR3MO CICS Performance Analyzer

DB2 - list
DB2R0001 Printed at 10:14:46 10/23/2002 Data from 13:31:17 10/22/2002 to 13:32:08 10/22/2002 Page 1
Tran/ Userid/ Program/ UOW R ..DB2 Wait Time.. DB2 User CPU Response A

SSID Authid Planname APPLID Task Seq T Term LUName Connect Thread ReqCnt Time Start Time Stop Time Time B
WROS CICSLS  CRWWPPOS STMAIRAl 34695 1 T <ADQ STM4IRT1 .0000 .0000 18 .3112  13:31:23.053 13:31:34.349 11.2956

CH1G STM4IRA1 CRWWPPOS STM4IRALl 34695 Thread Identification ID=ENTRWR0S0037 NETName=USIBMSY.LE000081 UOWID=16372A6C7E14
Begin Time: 13:31:23.056 1/24/02 End Time: 13:31:35.378 1/24/02
Classl: Thread Time Elapsed= 12.3218 CPU= .310480
Class2: In-DB2 Time Elapsed= 11.2359 CPU= .309914

Class3: Suspend Time Total = 6.5988 1I/0= 2.3726 Lock/Latch= 4.2262

Buffer Manager Summary GtPgRg= 8120 SyPgUp= 8

Locking Summary Suspnd= 11 DeadLk= 0 TmeOut= 0 MxPgLk= 1

SQL DML Query/Update Sel= 2 Ins= 0 Upd= 0 Del= 0

SQL DML 'Other' Des= 0 Pre= 0 Ope= 3 Fet= 13 Clo= 0
WRNO CICSLS  CRWWPPNO STMAIRAl 34869 1 T <ACY STM4IRT1 .0000 .0000 67 .0114 13:31:38.853 13:31:45.875 7.0220

CH1G STM4IRA1 CRWWPPNO STM4IRALl 34869 Thread Identification ID=ENTRWRNO0051 NETName=USIBMSY.LE000081  UOWID=1637397E8927
Begin Time: 13:31:38.854 1/24/02 End Time: 13:31:45.808 1/24/02
Classl: Thread Time Elapsed= 6.9534 CPU= .010208
Class2: In-DB2 Time Elapsed= 6.8909 CPU= .008283
Class3: Suspend Time Total = 6.3783 1/0= .0000 Lock/Latch= 6.3783

Buffer Manager Summary GtPgRg= 173 SyPgUp= 36

Locking Summary Suspnd= 2 DeadLk= 0 TmeOut= 0 MxPgLk= 15
SQL DML Query/Update Sel= 1 Ins= 12 Upd= 11 Del= 0

SQL DML 'Other'’ Des= 0 Pre= 0 Ope= 12 Fet= 21 Clo= 10

Figure 3-41 DB2 List report

3.6.2 WebSphere MQ report

The CICS PA MQ reports use the WebSphere MQ accounting data (SMF 116 records) to
provide a detailed performance analysis of the CICS transactions that access an MQ queue
manager. CICS PA Version 1 Release 3 supports the WebSphere MQ accounting statistics
data from MQSeries for OS/390 Version 5.2, IBM WebSphere MQ for z/OS Version 5.3, and
IBM WebSphere MQ for z/OS Version 5.3.1.

The CICS PA MQ List reports provide a detailed trace of the WebSphere MQ accounting
records, reporting the comprehensive performance data contained in the Class 1 and Class 3
records:

» Class 1 (Subtype 0): Message manager accounting records, record how much CPU was
spent processing WebSphere MQ API calls and the number of MQGET and MQPUT calls.

» Class 3 (Subtypes 1 and 2): Accounting data for each task, at thread and queue level.

The MQ Summary reports provide, summarized by either CICS transaction ID, MQ queue
name, or both, an analysis of the MQ system and queue resources used and the transactions
they service.
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Figure 3-42 shows the WebSphere MQ report options.

REDBOOK - WebSphere MQ Report
Command ===>

More: +

MQ System Selection: Report Qutput:

sSID . ..+ DDname . . . . . . . .. DB2R0001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Reports Required: Process Accounting Class Records:

List report 1 1. Class 1
/ Summary report 2. Class 3

Sort Summary by:
1 1. Transaction 2. Queue 3. Transaction/Queue 4. Queue/Transaction

Report Filter:
Queue Name

Report Format:
Title

Selection Criteria:
Performance

Figure 3-42 WebSphere MQ report options

Report format

The WebSphere MQ SupportPac MP1B: MQSeries for OS/390 V5.2 - Interpreting accounting
and statistics data provides information about the use and interpretation of the accounting
and statistics available in MQSeries for OS/390 Version 5.2 (and later). It also provides
information about the layout of the SMF records and suggests ways to analyze the data.

Figure 3-43 shows the WebSphere MQ Class 1 List report.

V1R3MO CICS Performance Analyzer
WebSphere MQ Class 1 List
MQ0O00001 Printed at 14:42:16 8/13/2003 Data from 14:50:34 07/13/2003 Page 1
SSID APPLID Tran Time Task CPU  —---mmmmmmmm o GET Counts -------mmmmmm oo PUTx Counts -------------
<=99 <=999 <=9999  >=10000 <=99 <=999 <=9999  >=10000
MQMD CICS53A1 CKCN 14:50:34.88 35 0.000747 0 0 0 0 0 0 0 0
MQMD CICS53A1 MQA1l 14:51:13.27 41 0.064342 0 0 0 0 60 0 0 0
MQMD CICS53A1 CKTI 14:51:24.52 37 0.001541 0 0 0 0 0 0 0 0

Figure 3-43 WebSphere MQ Class 1 List report
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Figure 3-44 shows the WebSphere MQ Class 1 Summary report.

VIR3MO CICS Performance Analyzer
WebSphere MQ Class 1 Summary

MQ000003 Printed at 14:42:16 8/13/2003 Data from 14:50:34 07/13/2003 to 14:51:24 07/13/2003

Page

----- Average ----- --------- Average GET Counts ---------  -------- Average PUTx Counts ---------
SSID APPLID TRAN Count CPU Calls <=99 <=999 <=9999  >=10000 <=99 <=999 <=9999  >=10000
MQMD CICS53A1 CKCN 1 0.000747 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MQMD CICS53A1 CKTI 1 0.001541 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
MQMD CICS53A1 MQAL 1 0.064342 60.0 0.0 0.0 0.0 0.0 60.0 0.0 0.0 0.0
Figure 3-44 WebSphere MQ Class 1 Summary report
Figure 3-45 shows the WebSphere MQ Class 3 List report.
V1R3MO CICS Performance Analyzer
MQ000002 Printed at 14:42:16 8/13/2003 Data from 14:51:13 07/13/2003 Page 1
SSID: MQMD APPLID: CICS53A1 Tran: MQA1 Task: 41 UserID: CICSUSER NetName: N/A UOWID: N/A
Channel: Channel Connection: Start: 07/13/2003 14:51:13.12
Other Total Calls 1 Avg Elapsed 0.018721 Avg CPU 0.000258
#01d Pages 120 #New Pages 0
Queue: CPPX.MQS520.TEST.TEMPQUEUE.060
QType: LOCAL IType: NONE GDisp: Q_MGR Date: 07/13/2003 Time: 14:51:13 P/Set No: 4 BufferPool No: 3
First Opened: 07/13/2003 14:51:13.25 Last Closed: 07/13/2003 14:51:13.25 CF Structure Name:
Count Elapsed CPU Susp Elp JnlWrt Elp PS Req's PS Rd Elp Expired Page Skip Msgs Skip
OPEN 1 0.000332 0.000327
CLOSE 1 0.000113 0.000112
PUT 1 0.000567 0.000560 0.000000 0.000000 0.0  0.000000
PUT Total Bytes 10 #PUT w/Data 1 Min Msg Size 10 Max Msg Siz 10
Queue: CPPX.MQS520.TEST.TEMPQUEUE.059
QType: LOCAL IType: NONE GDisp: Q_MGR Date: 07/13/2003 Time: 14:51:13 P/Set No: 4 BufferPool No: 3
First Opened: 07/13/2003 14:51:13.25 Last Closed: 07/13/2003 14:51:13.25 CF Structure Name:
Count Elapsed CPU Susp Elp JnlWrt Elp PS Req's PS Rd Elp Expired Page Skip Msgs Skip
OPEN 1 0.000271 0.000267
CLOSE 1 0.000113 0.000112
PUT 1 0.000507 0.000500 0.000000 0.000000 0.0  0.000000
PUT Total Bytes 10 #PUT w/Data 1 Min Msg Size 10 Max Msg Siz 10

Figure 3-45 WebSphere MQ Class 3 List report
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Figure 3-46 shows the WebSphere MQ Class 3 Summary report sorted by TRAN and

QUEUE.
VIR3MO CICS Performance Analyzer
WebSphere MQ Class 3 Summary (By TRAN,QUEUE)
MQO00006 Printed at 14:42:16 8/13/2003 Data from 14:50:34 07/13/2003 to 14:51:24 07/13/2003 Page 1
SSID: MQMD APPLID: CICS53A1 Tran: CKTI Threads: 1
Other Avg Count 1.0 Avg Elapsed 0.000895 Avg CPU 0.000370
SSID: MQMD APPLID: CICS53A1 Tran: MQAl Threads: 1
Other Avg Count 1.0 Avg Elapsed 0.018721 Avg CPU 0.000258
Avg #01d Pages 120.0 Avg #New Pages 0.0
Queue: CPPX.MQS520.TEST.TEMPQUEUE.001
QType: LOCAL IType: NONE GDisp: Q_MGR QCount: 1
Count Elapsed CPU Susp Elp JnlWrt Elp PS Req's PS Rd Elp Expired Page Skip Msgs Skip
OPEN 1.0 0.000480 0.000472
CLOSE 1.0 0.000122 0.000121
PUT 1.0 0.000657 0.000562 0.000000 0.000000 0.0 0.000000 0.0 0.0 0.0
PUT Avg Bytes 10.0 Avg #PUT w/Data 1.0 Min Msg Size 10 Max Msg Size 10

Figure 3-46 WebSphere MQ Class 3 Summary report (by TRAN,QUEUE)

3.7 System reports

The System report category includes the System Logger report.

3.7.1 System Logger report

The System Logger reports process the System Logger (SMF 88) records to provide
information about the System Logger log streams and coupling facility structures that are
used by CICS Transaction Server for logging, recovery and backout operations.

The CICS PA System Logger reports, when used in conjunction with the CICS Logger reports
produced by the standard CICS statistics reporting utilities, provide a comprehensive analysis
of the logstream activity for all your CICS systems. They also provide a more extensive and
flexible performance reporting solution than the IXGRPT1 sample program.

Figure 3-47 shows the report options.
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REDBOOK - System Logger Report
Command ===>

System Selection: Report OQutput:
Logger . . SCSCPAA5 + DDname . . . . . . . .. LOGR0001
Image . . MVS1___  +
Group . . +
Reports Required: Report Options:
/  Summary 1 1. Sort by Logstream Name
List _ Include ALTER records 2. Sort by Structure Name

_ Sort by Time
Report Filter:

Logstream Name . . . *.*.JOBS*
Structure Name . . . —_ The masking characters

% and * are allowed

Report Format:
Title

Figure 3-47 System Logger report options

You can request a List report, a Summary report, or both. The System Logger List report
shows information about logstream writes, deletes, and events (Subtype 1), as well as
structure alter events (Subtype 11) for each SMF recording interval. Structure alter events
apply to structures, not individual log streams. They are reported with a logstream name of
*ALTER*. The report is sorted either on logstream name or structure name.

The System Logger (SMF 88) records can be filtered by logstream, structure, or both name
patterns. The masking characters % and * are also supported.

The System Logger Summary report summarizes logstream and structure statistics so that
you can measure logger performance over a longer period of time.
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Report format
Figure 3-48 shows the System Logger - Logstream Summary report.

VIR3MO CICS Performance Analyzer
System Logger - Logstream Summary
LOGRO001 Printed at 16:10:07 10/23/2002 Data from 22:55:00:00 10/22/2002 to 23:55:00:00 10/22/2002
Logstream name MVSID Structure name First interval start Last interval stop
IYOT1.DFHLOG SYSD  LOG_JG_20M 23:00:00.00 1/05/2002 23:46:22.38 1/05/2002
----------- IXGWRITES ---------- ~--------—--—-—- DELETIONS =--=---=mmemmemm-
Bytes Count Count Bytes Bytes
Writn to With Without After Int Stor
Total Average Interim DASD DASD 0ffload w/o DASD
Count Bytes Bytes Storage Write Write w. DASD Write
Total 628147 172706K 275 301535K 216244 467717 59484K 128572K
Rate(/Sec) 225 62080 108388 77 168 21382 46216
Minimum 4 4292 4864 0 0 0 0
Maximum 94200 25898K 45218K 32740 71810 9004730 19739K
------------------------------------------ EVENTS === mm s s m s s s s s s e e
Demand Demand
Staging DASD Block Staging Entry Struct Init'd
0ffloads Threshld Shifts Length Full Full Full 0ffloads
Total 314 0 78 0 0 0 0
Rate(/Sec) 0 0 0 0 0 0 0
Minimum 0 0 0 116 0 0 0 0
Maximum 48 0 12 1427 0 0 0 0
----------------------- EVENTS ==-mmmmmmmmmm e -=------------- DASD Writes -------
Struct Struct
Rebuilds Rebuilds Total
Typel Type2 Type3 Init'd Complt'd Count Bytes Average
Total 612865 15277 5 0 0 551 68133K 0
Rate(/Sec) 220 5 0 0 0 0 24491
Minimum 4 0 0 0 0 0 0
Maximum 91995 2458 5 0 0 84 10314K

Total Interval
0000:46:22

Page 61

Figure 3-48 System Logger - Logstream Summary report
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Figure 3-49 shows the System Logger - Structure Summary report.

VIR3MO CICS Performance Analyzer

LOGR0O001 Printed at 16:10:07 10/23/2002 Data from 22:55:00:00 10/22/2002 to 23:55:00:00 10/22/2002 Page 67

Structure name MVSID First interval start Last interval stop Total Interval
LOG_JG_20M SYSD 23:00:00.00 1/05/2002 23:46:45.67 1/05/2002 0000:46:45

----------- IXGWRITES ---------- ---=------------ DELETIONS -----=mmmmmmmmann

Bytes Count Count Bytes Bytes

Writn to With Without After Int Stor

Total Average Interim DASD DASD 0ffload w/o DASD

Count Bytes Bytes Storage Write Write w. DASD Write

Total 1895819 521260K 275 910084K 650666 1412682 179002K 388332K

Rate(/Sec) 675 185832 324450 231 503 63815 138443

Minimum 0 0 0 0 0 0 0

Maximum 95743 26322K 45959K 32740 71811 9004730 19740K

------------------------------------------ EVENTS == mmmm e e e e e

Demand Demand

Staging DASD Block Staging Entry Struct Init'd

0ffloads Threshld Shifts Length Full Full Full 0ffloads

Total 948 0 235 0 0 0 0

Rate(/Sec) 0 0 0 0 0 0 0

Minimum 0 0 0 116 0 0 0 0

Maximum 48 0 12 1427 0 0 0 0
----------------------- EVENTS -----mmmmmmmmmmmmmmmmee -==------------ DASD Writes -----------mun--

Struct Struct
Rebuilds Rebuilds Total

Typel Type2 Type3 Init'd Complt'd Count Bytes Average Waits
Total 1850214 45600 5 0 0 1651 205029K 0 942
Rate(/Sec) 659 16 0 0 0 0 73094 0
Minimum 0 0 0 0 0 0 0 0
Maximum 93387 2508 5 0 0 84 10314K 48

Figure 3-49 System Logger - Structure Summary report

3.8 Performance Graph reports

The Performance Graph reports are:

» Transaction Rate Graph report
» Transaction Response Time Graph report

3.8.1 Transaction Rate Graph report

The Transaction Rate Graph report shows, over the requested time interval, the average
response time and the number of completed transactions. Figure 3-50 shows the report
options.
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REDBOOK - Transaction Rate Graph
Command ===>

System Selection: Report Qutput:

APPLID . . SCSCPAA5 + DDname . . . . . . . .. GRTE0001
Image . . + Print Lines per Page . . __ (1-255)
Group . . +

Graph Options:

Time Interval . . . . . . . .. .. 5  (minutes)

Average Response Time . . . . . .. (seconds)

Number of Transactions Completed . .

Report Format:
Title

Selection Criteria:
Performance

Figure 3-50 Transaction Rate Graph report options

Report format
Figure 3-51 shows the Transaction Rate Graph report.

V1R3MO CICS Performance Analyzer
Iransaction Rate
GRTE0001 Printed at 9:16:07 10/22/2002 Data from 11:10:29 10/21/2002 to 11:34:00 10/21/2002 Page 1
10/21/2002

Time Value | Average Response Time in Secs | Value | Number of Transactions completed |
HH.MM. SS | 8 16 24 32 40 48 56 64 72 80 | 8 16 24 32 40 48 5 64 72 80
11:10:30 Rt Bt R B B B R B e Bl Rl il it I el St ievmal Eetal Bl et
11:15:00 4.2 |+ 52 |
11:20:00 2.8 |** 70 |
11:25:00 4.0 |*x* 76 |
11:30:00 3.6 |** 37 |
11:34:00  75.0 | 35 |

Figure 3-51 Transaction Rate Graph report
3.8.2 Transaction Response Time Graph report

The Transaction Response Time Graph report shows the average and maximum response
time. Figure 3-52 shows the report options.
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Command ===>

REDBOOK - Transaction Response Time Graph

System Selection:

APPLID . . SCSCPAA5 +
Image . . +
Group . . +

Graph Options:

Report Format:
Title

Report Qutput:
DDname

Time Interval . . . . . . 5 (minutes)
Average Response Time . . (seconds)
Maximum Response Time . . (seconds)

Print Lines per Page .

GRSP0001
. (1-255)

Selection Criteria:
Performance

Figure 3-52 Transaction Response Time Graph report options

Report format

Figure 3-53 shows the Transaction Response Time Graph report.

V1R3MO CICS Performance Analyzer
GRSP0001 Printed at 9:16:07 10/22/2002 Data from 11:10:29 10/21/2002 to 11:34:00 10/21/2002 Page
10/21/2002
Time Value | Average Response Time in Secs | Value | Maximum Response Time in Secs
HH.MM. SS | 8 16 24 32 40 48 56 64 72 80 | 140 280 420 560 700 840 980 1120 1260 1400
11110:30 [ e e [ e S ey e e e B
11:15:00 4.2 |** 81.3 |*x
11:20:00 2.8 |** 95.1 | %
11:25:00 4.0 |*x* 308.9 |rwrwwnskinkk
11:30:00 3.6 |** 61.0 |**
11:34:00  75.0 | 1,386.7 |

Figure 3-53 Transaction Response Time Graph report

3.9 Performance extracts

The Performance extracts are:

» Cross-System Work extract
» Export extract
» Record Selection extract

3.9.1 Cross-System Work extract

The Cross-System Work extract consolidates the CMF performance class records that belong
to the same network unit of work into a single record in CMF performance record format. You

can then use the extract data set as input to other CICS PA reports or extracts such as a

Performance List report or a Performance Data extract. Figure 3-54 shows the extract

options.
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All CMF fields are available for inclusion in the extract. In addition, you can specify which user
fields you want to include.

To run the report for multiple systems, define them to a group. For information about how to
do this, see “Groups this system belongs to” on page 33.

REDBOOK - Cross-System Work Extract
Command ===>
System Selection: Extract Recap:
APPLID . . + DDname . . . CROX0001
Image . . + S if f t
Group . . MROPROD_ + g pecity a group or systems
Qutput Data Set . . 'MROPROD.CROSSWK'
Disposition . . . 1 1. OLD 2. MOD (If cataloged)
Processing Options: Record Formatting Options:
1 1. UOWs with more than one record APPLID . . MULTIPLE
2. UOWs with a single record MVS ID . . CICS
3. AT1 UOWs
Selection Criteria: Additional User Fields:
S Performance * S User Fields *
~ Specify criteria to filter the data " Select User Fields from a list

Figure 3-54 Cross-System Work extract options

Extract record format
Figure 3-55 shows an example of the Cross-System Work extract record:

» The extract records are written for the specified APPLID/MVS ID. The default is
MULTIPLE/CICS.

» Transactions are identified by the originating task.

» Counters and elapsed times are combined to provide a complete view of a transaction’s
CICS resource usage.
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CICS Field CICS CMF
Owner-Type-Id Length  Informal Name
DFHTASK €001 4
DFHTERM €002 4 TERM
DFHCICS (€089 8 USERID
DFHTASK C004 4  TTYPE
DFHCICS TOO5 8  START Standard CICS monitoring fields
8

DFHCICS TO006 STOP

DFHTASK  S273

8 JVMITIME
DFHTASK S275 8  JVMRTIME
DFHTASK 5285 8 PTPWAIT "— Special count fields added by
CICSPA  AQ01 4  TOTRECS CICS PA. Thev indicate th
CICSPA  A002 4  APPLRECS 2 Ulaisline e Usiints
CICSPA  A0O3 4 TRANROUT number of input records of each
CICSPA  A004 4 FUNCSHIP type that were combined to
CICSPA  A0O5 4  DPLRECS __| produce the extract record.

Any requested user fields
are added here

Figure 3-55 Cross-System Work extract record format

Recap report
A Recap report is always produced to provide the total record count in the extract data set.

Using CICS PA to process the extract

You can input the Cross-System Work extract data set into CICS PA for further analysis.
Figure 3-56 shows an example of the System Definitions screen after you define the
Cross-System Work APPLID (MULTIPLE) and MVS ID (CICS) to CICS PA and associate the
extract file with the APPLID. Then you can define report forms and report sets to run on this
APPLID.

System Definitions Row 1 from 2
Command ===> Scroll ===> DATA

Select a System to edit its definition, SMF Files and Groups.

SMF Files
System  Type Image Description System
MULTIPLE CICS CICS Cross-System Work Extract System MULTIPLE

CICS Image Image inserted by System MULTIPLE

EE R R R R R R R R R e R End of '|-|St B R R T S T

Figure 3-56 Cross-System Work extract replaying through CICS PA

3.9.2 Export extract

The Export extract is created as a delimited text file for the purpose of importing the CMF
performance class data into PC spreadsheet or database tools for further analysis and
reporting. CICS PA supplies the column headings (if requested). The fields are separated by
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a delimiter character of your choosing (the default is the semi-colon (;)). Figure 3-57 shows
the extract options.

REDBOOK - Export
Command ===>

System Selection: Extract Recap:

APPLID . . SCSCPAA5 + DDname . . . EXPT0001
Image . . +

Group . . +
Qutput Data Set . . . 'SCSCPAA5.EXPORT'
Disposition . . . 1 1. 0LD 2. MOD (If cataloged)

Extract Format: Enter "/" to select option
Form + / Include Field Labels

Delimiter . . ; Numeric Fields in Float format

B

Selection Criteria: Summary Processing Options:
Performance * LIST, LISTX or Time Interval 00:01:00 (hh:mm:ss)
SUMMARY
Report Form

Figure 3-57 Export: extract options

Default extract record format
When a Report Form is not specified, the default Export record format contains these fields:

APPLID: Generic APPLID

Tran: Transaction ID

Term: Terminal ID

Userid: User ID

Taskno: Transaction sequence number

Stop Date: Transaction stop date (yyyy-mm-dd)

Stop Time: Transaction stop time (hh:mm:ss.thm)

Response: Transaction response time

Clocks: All 65 clocks as defined by CICS Transaction Server for z/OS, Version 2.2

YyVVyVYVYVYVYVYYVYY

Figure 3-58 shows an example of the first part of the default record layout. Note that the field
labels (column headings) are included in this extract. Field labels are optional.
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APPLID ;TRAN;TERM;USERID
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CGRP; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5;CPLT; ;CICSLS
SCSCPAA5;CSSY; ;CICSLS
SCSCPAA5; CWBG; ;CICSLS
SCSCPAA5;CRSQ; ;CICSLS
SCSCPAA5; CXRE; ;CICSLS
SCSCPAA5;CLR2;R11 ;CICSLS
SCSCPAA5;CSFU; ;CICSLS

SCSCPAA5;CSAC; SAMA; CICSLS

SCSCPAA5;CLQ2;

;CICSLS

SCSCPAA5; CEMT; SAMA; CICSLS
SCSCPAA5 ; CEMT; SAMA; CICSLS
SCSCPAA5; CEMT; SAMA; CICSLS

TASKNO; STOP DATE;
16;1999-02-04;11:
1751999-02-04;11:
18;1999-02-04;11:
12;1999-02-04;11:
1551999-02-04;11:
13;1999-02-04;11:
10;1999-02-04;11:
1451999-02-04;11:
11;1999-02-04;11:

7;1999-02-04;11:
111;1999-02-04;11:
24;1999-02-04;11:
253;1999-02-04;11:
27;1999-02-04;11:
29;1999-02-04;11:
263;1999-02-04;11:
31;1999-02-04;11:
28;1999-02-04;11:
32;1999-02-04;11:
33;1999-02-04;11:
34;1999-02-04;11:

STOP TIME ;RESPONSE;DISPATCH;CPU

—

3 15.
; 16.

—_

—_

.0007;
.0010;
.0196;
.0420;
.0568;

N

5 SUSPEND ;DISPWAIT;QRDISPT ;QRCPU  ;MSDISPT
00063 0133;  .0000; .0007;  .0006; 0000
0014;  .0175;  .0001;  .0010;  .0014; 0000
0027;  .0479;  .0269;  .0047;  .0019; 0149
0074; 37025  .3223;  .0177; 0037;  .0243
0100;  .3636;  .1744;  .0177; 0064;  .0391
0134;  .6015; 4000; 0215; 0029;  .0512
0228;  .5588; 19973 0673; 0089; 1237
0378; 1.0142;  .2626; 1978;  .0282; 1224
0313; 1.2794;  .3461; 0595;  .0216; 0903
0369; 15.6532; 01553 0143; 0108; 3240
3435; 6.7273; 1.1645; 3.7054; 1.9054; 5.6434
0041;  .0013; .0012;  .0016;  .0010;  .0232
0040;  .0369; 0367;  .0012;  .0008; 0438
.0049;  .2011; 2009;  .0037;  .0016; 0206
.0020;  .0232; 0000;  .0030;  .0020; 0000
.1136; 10693 0294;  .2971;  .0253; 1.2928
.0011;  .5189; 0002;  .0028;  .0011; 0000
.0068; 3.7441; 0035;  .0034;  .0025; .0784
.0264;  .0035;  .0030;  .0041; 0028;  .1801
.0026;  .0023;  .0001;  .0068; 0026; 0000
.0025;  .0024;  .0000; 0068; 0025; 0000

Figure 3-58 Export: Default extract record format

Extract record tailoring (LIST, LISTX)

You can specify a LIST or LISTX Report Form to create an Export record in the same format
as the corresponding Performance List report (see Figure 3-4 on page 66) or Performance

List Extended report (see Figure 3-8 on page 69). Many sample Report Forms of type LIST or
LISTX are provided with CICS PA for this purpose. Note that when you use a LISTX Form for
the Export, it is used like a LIST Form. That is, the fields and the order of the columns are

used, but the sort sequence is ignored. For more information about how to use Report Forms,
see 2.10, “Tailoring report formats” on page 44.

Extract record tailoring (SUMMARY)

You can specify a SUMMARY Report Form to create an Export record in the same format as
the corresponding Performance Summary report (see Figure 3-12 on page 71). Many sample
Report Forms of type SUMMARY are provided with CICS PA for this purpose. For more

information about how to use Report Forms, see 2.10, “Tailoring report formats” on page 44.

Recap report
A Recap report is always produced to give the total record count in the extract data set.

Processing the extract using different tools
The Export data set is a delimited text file. You can analyze this file further by using a
program, such as DB2, or PC tools, such as Lotus 1-2-3 or Lotus Approach. Figure 3-59 is an
example of a graph produced from the Summary Export data.

For more examples and descriptions of how to produce such graphs, see Chapter 4,
“Processing extracts” on page 107.
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Data from Spreadsheet

60
50
40 Bl RESPONSE
3 | DISPATCH
C
S 30 B cPu
& B SUSPEND
20 | DISPWAIT
10 | . | ‘ H‘ | ‘I

710 7:14 7:17 719 7:20 7:22 7:23 7:23 7:25 7:29 7:30
711 716 7:18 7:19 7:21 7:23 7:23 7:24 7:27 7:29 7:34

Time of Day

Figure 3-59 Export: Processing the extract data set using PC graphing tools

3.9.3 Record Selection extract

The Record Selection extract is a facility that allows you to create a smaller extract file
containing only the CMF performance records (and optionally, the DB2 and WebSphere MQ
accounting records) that are of interest to you. It is used to filter large SMF files. You can then
use these files as input to CICS PA, for more efficient reporting and analysis. Figure 3-60
shows the extract options.

REDBOOK - Record Selection Extract
Command ===>

System Selection:

CICS APPLID . . SCSCPAA5 + 1Image . . + Group . . +
DB2 SSID . . . DB2P + Image . . + Group . . +
MQ SSID . . . . + Image . . + Group . . +

Extract Recap:
DDname . . . RSELO001

Qutput Data Set:
Data Set Name . . 'SCSCPAA5.DB2P.RECSEL'
Disposition . . . _ 1. 0LD 2. MOD (If cataloged)

Selection Criteria:
Performance

Figure 3-60 Record Selection Extract options
Extract record format

The extract file contains CMF performance records (SMF 110) and, if requested, DB2
Accounting records (SMF 101).
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Recap report
A Recap report is always produced at the end of extract processing. Figure 3-61 shows how
the Recap report summarizes the results of the extract processing.

VIR3MO

RSEL0001 Printed at 12:51:10 11/08/2002 Data from 10:21:56 11/07/2002 to 11:12:40 11/07/2002 Page 1

CPAORSO1 Extract has completed successfully
Data Set Name
Record Counts:

Performance Dictionary . 2
Performance Class .. 3,908
DB2 Accounting . . . . . 0

SMF Records

CICS Performance Analyzer
Record Selection Extract

..... CICSLS5.RECSEL.EXTRACT

....... 208

Figure 3-61 Record Selection extract (Recap report)

3.10 Popular mix

Do not be daunted. You will soon learn what mix of reports works best for you for your
ongoing monitoring and tuning efforts and for your management reporting.

A suggestion for monthly reporting and beyond is to use the Historical Database facility to
maintain a history of CMF performance data for reporting or export to DB2 tables. See
Chapter 19, “Historical Database” on page 415.

For daily reporting, we recommend:

»

>

Performance Summary (1): Use a SUMMARY Report Form to show transaction count,
response time, CPU, and so on, summarized by transaction within APPLID.

Performance Summary (2): The same as Performance Summary (1), but summarized by
transaction within a group (production, test, etc).

Performance List Extended: Showing the top 20 poor response times, and so on, by
transaction within APPLID.

Wait Analysis.

Exception Summary.

DB2 or WebSphere MQ Summary.

Logstream Summary.

Performance Export: Process the extract using PC tools to produce graphs.

For weekly reporting, we recommend:

>

>
>
>
>

Performance Summary: As for daily reporting; summarized by transaction within a group.
Performance Totals: By Group.

DB2 or WebSphere MQ Summary.

Logstream Summary.

Performance Export. Process the extract using DB2 or PC tools to produce graphs.

For monthly reporting, we recommend:

>
>
>

Performance Summary: As for daily reporting; summarized by transaction within a group
Performance Totals: By Group
DB2 or WebSphere MQ Summary
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Processing extracts

The CICS Performance Analyzer (PA) Export facility produces delimited text files of CICS
Monitoring Facility (CMF) Performance and Transaction Resource Class data extracted from
SMF data sets. The extract files are suitable for analysis by external programs such as DB2,
or PC spreadsheet and graphing tools such as Lotus 1-2-3, Microsoft® Excel and Microsoft
Access.

This chapter explains, by example, how to:

» Use the CICS PA Export facility to produce extract data sets in various formats
» Use the following programs and tools to process the extract data sets:

- DB2

Lotus 1-2-3
Microsoft Excel
Microsoft Access

Methods such as these can enhance your understanding and interpretation of the data,
facilitate comparisons, assist your analysis of trends, peaks and throughputs, help to isolate
problems, and generally support your decision-making about the ongoing tuning and
management of your CICS systems.
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4.1 Processing extracts with DB2

CICS Performance Analyzer 1.3 introduced an easy way to generate data from SMF records
in a form that it is suitable to be used as input for a DB2 load utility and to be imported into a
DB2 table. Furthermore CICS PA generates the Data Definition Language (DDL) statements
to create the required DB2 database, tablespace, table, and an index. Also the load job is
generated by CICS PA.

This function is part of the Historical Database and is demonstrated in 19.4.5, “Export HDB
data sets to DB2” on page 441.

4.2 Processing extracts with Lotus 1-2-3

A chart is an effective way to illustrate your performance data after it is placed in a
spreadsheet. It can make relationships among numbers easy to see because it turns
numbers into shapes. This section shows how to create a chart based on performance data
that was extracted using the CICS Performance Analyzer.

4.2.1 Exporting performance extracts
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From the Primary Option Menu, select option 2 (Report Sets). The Report Sets screen shows
a list of Report Sets that were already created. Refer to 2.7.2, “Report Sets” on page 36, for a
description of how to create a Report Set.

We typed line action S next to Report Set VSAMSUM. This displays the Edit Report Set
screen. Report Set VSAMSUM was created when we ran the VSAM performance scenario
described in Chapter 6, “VSAM application performance analysis and Transaction Resource
Monitoring support” on page 139.

On the Edit Report Set screen, we checked that no active reports were selected. Active
reports are indicated by a yes after the report name. You can use line action D to deactivate
the report. After that, we selected the item Export form the Extracts group. The Exports
screen appears and displays a list of selections from our previous extract exports. Figure 4-1
shows the Export screen containing a list of systems to select from.

VSAMSUM - Exports Row 1 from 3

Command ===> Scroll ===> CSR_

---- System Selection ----- Selection
/ Exc APPLID + Image + Group + Recap Form + Criteria

SCSCPAA1  SC66 EXPTO001  VSAMEL YES

Qutput Data Set . . LOTUS123

SCSCPAA1  SC66 EXPTO0O01  VSAMSUM YES

Qutput Data Set . . MSACCESS

SCSCPAA1  SC66 EXPT0001  VSAM YES

Qutput Data Set . . MSEXCEL

Figure 4-1 Performance extract export
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We selected system SCSCPAAT1 using output data set LOTUS123. This opens an Export
screen that allows you to edit export detail information. If you do not see a screen like the one
shown in Figure 4-1, then this may be the first performance extract export that bypasses the
list of previous exports and displays the screen shown in Figure 4-2 directly.

We updated the following information on the Export detail screen:

» CICS APPLID SCSCPAA1
» Extract data set LOTUS123
» Report form VSAMSUM

VSAMSUM - Export
Command ===>

System Selection: Extract Recap:

APPLID . . SCSCPAAl + DDname . . . EXPT0001
Image . . SC66 +

Group . . +

Qutput Data Set:

Data Set Name . . LOTUS123
Disposition . . .2 1. 0LD 2. MOD (If cataloged)
Extract Format: Enter "/" to select option
Form . . . . VSAMSUM + / Include Field Labels
Delimiter . . ; Numeric Fields in Float Format
Selection Criteria: Summary Processing Options:
Performance Time Interval 00:01:00 (hh:mm:ss)

Figure 4-2 Extract details

CICS system definition SCSCPAA1 must specify a valid SMF data set name that contains
some SMF records to produce a performance extract. Refer to “SMF Files for this system” on
page 33 for a description about how to define SMF data sets on system definitions.

We used Report Form VSAMSUM. It was created during the VSAM performance scenario
project described in Chapter 6, “VSAM application performance analysis and Transaction
Resource Monitoring support” on page 139. To demonstrate how to create charts, you can
use any Report Form that has time or count fields.
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We pressed F3 until we returned to the Report Set screen. We typed RUN to create and submit
the JCL to process the performance extract export. When the job has completed, the
extracted data was stored to data set CICSLS4.LOTUS123 (Figure 4-3).

Menu Utilities Compilers Help
BROWSE CICSLS4.Lotus123 Line 00000000 Col 001 132
Command ===> Scroll ===> PAGE
Top of Data

Tran;Response Avg;Response Max;Dispatch Time Avg;User CPU Time Avg;Suspend Time Avg;FC Total Avg;RLS Wait Time Avg;FC Wait Time Avg;
HX1 H .0878; .4659; .0027; .0018; .0851; 2 .0000; .0093; 03 03 03 1; 1

IX1 3 .0100; .1757;  .0041;  .0025;  .0058; 0; .0000; .0000; 0 0 0 03 0

IX2 5 .9831; 2.9364; .0054; .0040; L9777 17; .0000; .0937; 03 03 03 17; 0

IX8 ; 1.8818; 6.6992; .0055; .0038; 1.8763; 14; .0000; .1745; 33 03 03 9; 2

PX2 3 1.0209; 3.2356; .0063;  .0040; 1.0146; 18;  .0000;  .0422; 0; 03 0; 18; 0

PX3 5 2.3924; 9.5941;  .0070;  .0050; 2.3853; 34;  .0000; .0220; 0; 0; 03 34; 0

SX2 5 .6419; 2.2321; .0055; .0042; .6364; 18; .0000; .0675; 03 03 03 9; 9

SX4 5 .7818; 2.7859;  .0043; .0034; .7775; 9; .0000; .0364; 9; 03 0; 03 0

SX6 5 .2384; 1.4432; .0030; .0021; .2353; 4; .0000; .0190; 1; 0; 1; 23 0
X1 5 .0030; .1027; .0015; .0011; .0015; 03 .0000; .0000; 03 03 03 03 0

Bottom of Data

Figure 4-3 Performance extract

We used file transfer to download the performance extract to a Windows 2000 workstation.
The file was stored to directory c:\reports\lotus1-2-3\lotus_chart.txt. Note that the title line of
the extracted data is not aligned with the columns. Lotus 1-2-3 aligns the delimiters during the
import process.

4.2.2 Importing extracted data to Lotus 1-2-3
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To import the extracted performance data to Lotus 1-2-3, we clicked Start->Lotus Smart
Suite->Lotus 1-2-3. When the Lotus 1-2-3 main window opened, we clicked File->Open. A
window opens that allows the navigation to the directory which contains our text file. We
double-clicked our file, lotus_chart.txt.

The Text File Options window (Figure 4-4) opens. We selected the Start a new column at
each radio button and selected Semicolon from the list in the text box. We had to do that
since we used a semicolon as delimiter character when we exported the performance extract.
We clicked OK to continue.

Farzing options

& Start a new colurn at each | | 5emicolon |

" Parze az C5Y [comma separated valug] file Cancel

= Automatically parse bazed on file layout
Help

FEE,

= Put everything in one column

Character set; | Windows =l

Figure 4-4 Text File Options window

Lotus 1-2-3 imported our performance data and displayed a data sheet (Figure 4-5) that
corresponds with the columns of our performance extract. We create a chart that visually
illustrates a comparison of average response time and maximum response time per
transaction of our VSAM workload.
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¥E [Dous|EWEETHE 1-2-3 - [Untitled] - O] x|
@ File Edit View Create FRange Sheet Window Help -|5’|5|
| AAT =|@| |'Tran |
aaﬁwﬁl\ﬁiﬁﬁ o o Chah 8D
A\ PR

A A B | C SRR s |

[ ran |Fesponse Awg Fesponse bax Dispatch Titldser CRU TSuspend Ti

2 |H= 0.0578 04659 n.00z7 0.0018 0.0851

3 = 0.0 01757 n.0041 0.0025 0.0058

4 |2 049831 24364 0.0054 n.004 048777

=B 1.86818 bEY42 0.0055 0.0034 1.8763

B |P=E 1.0209 3.2356 0.0063 n.0o4 1.0148

7 Px3 2.3924 9.5941 n.007? n.00s 23853

g |5x2 n.5419 2.2321 0.0055 0.0042 06364

g [5x4 0.7618 2746584 0.0043 0.0034 07775

10 |5~k 0.2384 1.4432 n.003 0.0021 02353

11 1T=1 0.003 01027 n.001s 0.0011 n.0015
12 .

a
hilid [ *
Arial - 12 | &y Bl I U Maostyle General | o] =

Figure 4-5 Lotus 1-2-3 data sheet

Lotus 1-2-3 provides a convenient way to create basic charts. You can set up a range so that
it contains all the elements you need to create a basic chart.

The range that we wanted to use has text and numbers arranged as in A1-C11 as illustrated

in Figure 4-5. Lotus 1-2-3 plots the chart based on range A1-C11 by column. Lotus 1-2-3
-C11 are selected as the data range.

automatically creates a bar chart if columns A1

It is also possible to insert two additional rows, containing the title and subtitle of the chart, in

front of the data sheet. The new data range is then A1-C13. We decided that it is more

convenient to alter the chart afterward rather than to modify the data sheet. Figure 4-6 shows
how we selected the data range from which we wanted to create the chart.

o =101 x|
@ File Edit Wew | Create Range Sheet ‘Window Help -5 x|
AALACT  Sheet... Tran |
=l Een e
08 e = e S Tal-"
F\ Database |£ »Wl
Tek D | E |
S 4Dispatch Titllser CPU TSuspend Til
s g 00027 0.0015 0.0851
0.0041 0.00z5 0.0055
@Functian. .. 0.0054 0.004 048777
: 0.0055 0.0035 1.6763
rlypetlni, 0.0063 0004  1.0146
Object... 0.007 0.00% 23853
0.0055 n.0o04z2 06364
n.0043 0.0034 07775
0.003 0.0021 0.2353
n.001% 0.001 n.001%
4
Arial - 12 | &y Bl I Y Mostle | General | [P = ¢

Figure 4-6 Creating a chart
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The data range comprises A1 to C11, so we have more rows than columns. This influences
the way the chart is built automatically. Lotus 1-2-3 builds charts automatically in the following

ways:

»

More columns than rows: By interpreting each row of values as a separate series, Lotus

1-2-3 uses the leftmost entry in each row as a legend label and the top entry in each

column as an axis label.

More rows than columns: By interpreting each column of values as a separate series,

Lotus 1-2-3 uses the top entry in each column as a legend label and the leftmost entry in

each row as an axis label.

more rows than columns.

Equal rows and columns: This situation is handled in the same way as when there are

We clicked Create->Chart and dropped the chart icon into the selected data range. The chart
was built automatically as shown in Figure 4-7. The layout of the chart is still very basic, but
can easily be improved. So far, we have not specified a specific chart type, axes and grids,
chart style, or chart options. For simplicity, we only showed the basic technique to create

charts using Lotus 1-2-3.

L= |G 1-2-3 - [Untitled] =10l x|
@ File Edit ‘iew Create Chark Sheet ‘Window Help =
| Chart 1 =@ |
& - . ke S e R 1| 3
L EP L E SN E T T L IS o)
A\ [ PR
A A B | 5 e e
1 [Tran Fesponse Avyg Response Max Dispatch Tirldser CPU TSuspend Tii
2 |Hx1 i i18 0.0851
3 I Tran N5 00058
q4 <2 12 n04 0.9777
I8 10 _ N385 1.8763
B P2 . n04 1.0146
7P .m _ B Response mug PO2 2.3853
5 |owxz nioe O Fesponse bax W42 06364
§ |54 4 034 0.7775
10 |S=E 2 021 0.2353
CIT= o Iljfl 011 0.0015
12 Hit 12 PH2 S¥2  5¥E
13 #1148 PH3 5%4 T
14 ! WP = !
15 -
] 4 »
I | 1| | | e S ] 52| = —w| G 7| |Ready |

Figure 4-7 Lotus 1-2-3 chart

4.3 Processing extracts with Microsoft Excel

Microsoft Excel allows the creation of charts by using a chart wizard. You can use any existing
data sheet to start the chart wizard to create charts from selected columns.

4.3.1 Exporting a performance extract

Refer to 4.2.1, “Exporting performance extracts” on page 108, for a description of how to
export performance extracts from which to create a chart. After exporting the extract, we used
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file transfer to store the extracted data as a text file. We created directory c:\reports\msexcel
to store all files that belong to Microsoft Excel chart project.

4.3.2 Importing extracted data into Microsoft Excel

To start Microsoft Excel, we clicked Start->Microsoft Excel. We wanted to import the text file
that contains our delimited data to Microsoft Excel. To import the file, we clicked File->Open.
The open window displays. We navigated to the directory that contains the file that we are
going to open. The file is named excel_chart.txt.

We clicked Open. The Text Import Wizard window (Figure 4-8) opens.

Text Import Wizard - Step 1 of 3 2x]

The Text Wizard has determined that wour data is Fixed \Width.,
If this is correct, choose Mext, or choose the data type that best describes wour data.

riginal data type
Choose the file kype that best describes wour data:
i d: - Characters such as commas or tabs separate each Field,
i ~|'=|xed @ch - Fields are aligned in columns with spaces between each Figld.

Skart import &t pow: |1 5‘ File arigin: IWindu:uws [BMSI) j

Prewview of file ChreporkshEXCEL\EXCEL CHART.bxt,

|1 Tran;PResponse Awg;Response Max:Dispatch Time Awg:User CPO Time ﬂ
|2 1 5 .0g7e; 4853, .00z7; .0ols; .02El; Z;
|2 [TH1 ; .01oo; 17E7: .0041; 00zE; -ooEs; o
|4 [[HZ 8 .9831; E£.9364; .0054; .0040; _9T; 17;
| & [ ; l.ggls; &.693E; .005E; .00zg; 1.8763; ld;| o
l | 3

Cancel I = Back | Mext = I Einish I

Figure 4-8 Text Import Wizard (Part 1 of 3)

Since our extracted performance data is delimited by semicolon, we chose Delimited by
selecting the radio button as shown in Figure 4-8. We wanted to start from row 1, which is
specified by default. We clicked Next to continue.

The next Text Import Wizard window (Figure 4-9) opens. We selected the check box
Semicolon and deselected the rest of the check boxes. When we selected check box
Semicolon, the title line was aligned automatically by Microsoft Excel.
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Text Import Wizard - Step 2 of 3 2xl
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Figure 4-9 Text Import Wizard (Part 2 of 3)

We checked that the data of the imported columns appeared as expected. After that, we
clicked Next. Then the third Text Import Wizard window (not shown) opens. It allows you to
select each column and set the data format. The default is fine. Therefore, we clicked Finish
to continue and create our chart. Microsoft Excel displays the excel_chart data sheet as
shown in Figure 4-10.
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Figure 4-10 Data sheet EXCEL_CHART

As shown in Figure 4-10, column B displays the average response time per transaction while
column C displays the maximum response time per transaction. To create a visual
comparison of average response time to maximum response time per transaction, we
selected the area that is to be used as input data for the chart.
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When we selected the area, we clicked the chart wizard icon as shown in Figure 4-11.

Microsoft Excel provides a chart wizard that guides you to create charts in four steps:

1. On the first window, you select the chart type. Each chart type has a number of sub types
that you can select. You can also immediately see how your chart will look by clicking a

sample button.

2. Specify the columns and labels you want to appear in your chart. If you already selected
your columns and labels before you start the chart wizard, the preview of your chart may

be correct so that you may not need to change anything.

3. Set standard option for your chart. You can check the effect of setting the options by

looking at a preview chart.

4. Decide whether to place the newly created chart in a new sheet or as an object in a data

sheet.

We clicked the chart wizard icon in the tool bar.
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Figure 4-11 Starting the chart wizard

When the Chart Wizard window (Figure 4-12) opened, we selected a chart sub-type of
clustered column with 3-D visual effect. You can select different chart types as well. We
clicked Press and Hold to View Sample to check if the sub-type that we chose looks as

expected. We clicked Next to continue.
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Figure 4-12 Chart Wizard (step 1 of 4)

When we started to work with the chart wizard, we already selected the data range of
average response time and maximum response time. Therefore, the preview chart shown in
Figure 4-13 looks correct. The preview chart shows a comparison of the selected cells. If the

preview chart did not look as expected, you can click the Data Range tab to select cells that
contain the input data required.

We clicked the Series tab and modified the names of our series cells. To change the Series
name, we clicked in the name box and cleared its contents. After that, we typed a new name,
resp ave, for series one. The name changes when you click the item that you are about to

change in Series pane. We repeated these steps to rename series 2 to resp max. We clicked
Next to continue.
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Figure 4-13 Chart Wizard (step 2 of 4)

The Chart Wizard window, step 3 of 4, opens. Step 3 of the chart wizard allows the setting of

standard options for the chart that you created. For simplicity, we did not change anything

during the process of step 3. The chart is therefore created as shown in the preview section of

the Chart Wizard window in Figure 4-14.
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Figure 4-14 Chart wizard (step 3 of 4)
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We clicked Next to continue. Chart Wizard window (step 4 of 4) opens. During the process of
step 4, we had to decide whether we wanted to place the chart as a new sheet or as an object
on an existing data sheet. We kept the default and placed the chart as an object in the
excel_chart data sheet. We clicked Finish to finally create our chart.

Figure 4-15 shows the chart that we created. The appearance of the chart can still be
improved. You can change the way the data is shown, color, chart options, and chart type.
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Figure 4-15 Microsoft Excel chart

4.4 Processing extracts with Microsoft Access

Microsoft Access provides a chart wizard that you can use to create charts based on the data
specified in a form or report. CICS Performance Analyzer allows you to export performance
extracts that can be imported to Microsoft Access. To use the chart wizard, you must have
Microsoft Graph 2000 installed. The following sections describe step-by-step how to:

v

Export performance extract

Import extracted data to Microsoft Access
Create a form based on the extracted data

Use the chart wizard to create a chart in a form

vyy

4.4.1 Exporting performance extract

Refer to 4.2.1, “Exporting performance extracts” on page 108, for a description about how to
export performance extracts. After exporting the extract, we used file transfer to store the
performance extract as a text file. We created directory c:\reports\msaccess for that.

4.4.2 Importing extracted data into Microsoft Access
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We clicked Start->Programs->Microsoft Access. When the main Create a New Database
window opened, we clicked Cancel. To open our text file, we clicked File->Open and
navigated to the directory that contains the c:\reports\msacces/acces_chart file. We clicked
Open.
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Figure 4-16 shows the Link Text Wizard window that opened. We made sure that radio button
Delimited was selected since our test file is delimited by semicolons. We clicked Next, which

opened another page of the link text wizard.
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Figure 4-16 Link Text Wizard.

On the second page of the Link Text Wizard (Figure 4-17), we clicked the Semicolon radio
button to specify which type of delimiter we used. It is important to select that the first row of
our table contains field names. Otherwise Microsoft Access inserts a title line with generated
field names. Therefore, we selected the First Row Contains Field Names option to avoid
generating a second line of field names. We clicked Next.
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Figure 4-17 Link text wizard 2
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The next Link Text Wizard window allows the specification of information about the fields you
are importing. You can associate field types, eliminate columns of the table, or do both. We
kept the defaults and clicked Next.

On the last Link Text Wizard window we specified a name for the linked table and clicked
Finish.

The Database window opened. On the left Object pane, we clicked Forms and then
double-clicked Create form by using wizard.

The Form Wizard window (Figure 4-18) opened. We moved the fields we wanted in the form
to the selected fields pane on the right in the window. All the fields can be moved, or only the
ones that you want to use for the chart. We clicked Next.
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Figure 4-18 Form Wizard

The second page of the Form Wizard appears. It allows the selection of a layout for the form.
We selected the Data sheet radio button and clicked Next.

The third page of the Form wizard displays. We kept the standard style and clicked Next.
On the next Form Wizard window, we typed the name of the form and clicked Finish.

The Database window opens again (Figure 4-19). We double-clicked the form name that we
created. Our form name was Access_chart.
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Figure 4-19 Data sheet of Access_chart form

A data sheet window of form Access_chart opens. We can only use the chart wizard if the

form will be displayed in design view mode. Therefore, while the form was still open, we

clicked the Design View icon in the tool bar. The view of the form changed to design view.

Figure 4-20 shows the Access_chart form in design view mode. We clicked Insert->Chart

while the form was displayed in design view.
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Figure 4-20 Chart wizard invoked while in design view mode

The Chart Wizard window opened. We needed to specify which table or query we want to use
to create the chart. Access_chart, the name of our table, is already selected. The radio
button Tables is also selected. We made no further changes and clicked Next.

The second Chart Wizard window opened. Here, we selected which fields of the table
contained the data for the chart. We moved the fields from which we wanted to create the
chart to the right pane. We selected Tran, response time, and suspend time, which should
allow a visual comparison of response time and suspend time per transaction. We selected
the fields in the left pane and moved them to the right pane by clicking the button with the right
arrow. When we finished moving the required fields to right pane, we clicked Next.

The third Chart Wizard window (Figure 4-21) opened. We selected a 3-D column chart. This
allowed the comparison of data points along two axes and the comparison between items,
dispatch time, and response time. When we chose the type of chart we wanted, we clicked
Next.
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Figure 4-21 Chart Wizard: Third window
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The next chart wizard window was displayed. We used drag and drop to move field buttons,
response time, and dispatch time, from the right to the data pane on the left of the chart.
When both field buttons were moved, we double-clicked the Response time field button and
selected Average from the list of options. Then we double-clicked the Dispatch time field
button in the data pane and selected Average.

Next, we used drag and drop to move the Tran field button from the right to the Axis pane on
the left of the chart wizard window. No further customization needed to be done to the Tran
field button. We clicked the Preview Chart button in the upper left corner of the Chart Wizard
window to check if the basic layout of the chart is displayed correctly. Then we clicked Next to
continue creating our chart.

The next Chart Wizard window (Figure 4-22) opens. We did not want the chart to change
from record to record, so we clicked Next.
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Figure 4-22 Chart Wizard: Fourth window
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The next Chart Wizard window that opened allowed the changing of the name of the chart
title. We kept the name that was displayed, which is Access_chart. We clicked Finish to
complete the Chart Wizard process.

We returned to the Form Design View window, which displayed the chart. The chart indeed
shows sample data rather than what we expected. We discovered that if you are in a form
design view when you first create a chart, you have to switch to form view to see current data.
Therefore, we clicked View->Form View which displays the Access_chart form view window
including the chart that we created.

Figure 4-23 shows the form view of our chart. The chart is displayed based on a single
record. You can move from record to record and you see a chart that represents only the data
in the current record. Based on the data you specify, the chart wizard determines whether it
should display data from all fields in one global chart, or whether it is more appropriate to
show a record-bound chart. We actually wanted a global chart. Therefore we switched the
form view back to design view by clicking View->Design View.
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Figure 4-23 Form view of a chart

The chart was displayed in design view mode (Figure 4-24). We selected the chart and
clicked the Properties icon in the tool bar. You can also right-click the selected chart and then
choose Properties.

When we clicked the Properties icon, the Properties window opened. We clicked data (only if
it is not already open) and located the property boxes, LinkChildFields and LinkMasterFields.
Both fields are linked to the Tran field of our table.

To create global chart, we unlinked the Tran field from the chart. To unlink the field, we clicked
the Properties box for LinkChildFields. When a small pop-up box opened, we clicked it as
well, which cleared the Properties box.
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After that we unlinked the LinkMasterfields properties box in the same way. We closed the

Properties window and verified that the chart layout changed from a record-bound chart to a
global chart.
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Figure 4-24 Design view of Access_chart

We changed the view back to form view by clicking View->Form View. You can customize the
appearance of the chart by double-clicking the chart. The border of the chart changes to a

bold light gray color. We then clicked Chart in the tool bar to see a list of options to choose
from. After that, we saved the form containing the chart.
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Part 2

CICS Performance
Analyzer in action

This part goes through a sequence of scenarios that show how CICS Performance Analyzer
(PA) reports and extracts can help you to analyze the behavior of your system or performance
characteristics of specific applications. The scenarios we discuss cover traditional application
workloads (Cobol, VSAM, DB2, MQ) as well as new Web-initiated or Java workloads.

This part also explains how you can use:

» CICS PA to evaluate the overall system performance

» A series of CICS PA reports to drill down on particular problems

» The Historical Database to maintain, report and export to DB2 CICS Monitoring Facility
(CMF) performance data
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System setup and scenario
overview

This chapter describe the ITSO CICSplex environment that we used to run our sample
scenarios and generate performance data. To generate transaction workloads, we combined
several applications that were used in the course of several residency projects and described
in other Redbooks. Consequently, our CICSPlex configuration in this project is a combination
of configurations used in other ITSO projects.

This chapter also introduces a set of scenarios that were used to demonstrate how you can
use CICS Performance Analyzer (PA) to improve application performance, to verify
application design, or to improve overall performance of a complex CICS system.
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5.1 CICS region setup

We decided to build a configuration that would support a mixture of traditional (COBOL,
VSAM, DB2) and new (Java, Enterprise JavaBean (EJB)) workloads. To simplify the
CICSPIex System Manager (SM) setup, we built our CICSPlex using only one z/OS image,
SC66, of the ITSO Parallel Sysplex®.

By convention, the APPLIDs of CICS regions are composed of an SCSC string concatenated
with a SYSID. For example, our CICSPlex SM address space (CMAS) region has a SYSID of
CMAS and the APPLID of SCSCCMAS. All CICS regions described in this chapter are
connected and defined to our CMAS and run under its control.

5.1.1 Configuration for traditional workloads

To run traditional 3270 workloads, we defined two CICS Terminal Owning Regions (TORs)
with SYSIDs of PTA1 and PTA2. The workload was generated using the Teleprocessing
Network Simulator (TPNS) running on another z/OS image of our Parallel Sysplex, SC47.
Both TORs registered with the VTAM Generic Resource facility, so the 3270 workload was
balanced between the two TORs. All transactions can also be run manually from 3270
emulation screens. The CICS level of the TOR regions was CICS Transaction Server 1.3.

Each TOR had MRO connectivity to four Application Owning Regions (AORs). AOR regions
PAA1 and PAA4 were at CICS Transaction Server (TS) 2.2 level and were used to run VSAM
workload. The VSAM data sets used by the workload can be opened in Record Level Sharing
(RLS) mode to be accessible with update integrity from both AORs at the same time. They
can also be opened in Local Shared Resource (LSR) mode. However, if one of the two AORs
opened them for update, another can only open them for read and browse operations.
Dynamic transaction routing under control of CICSPlex SM was used to forward the VSAM
workload to AORs.

In the problem determination scenario described in Chapter 18, “Using CICS Performance
Analyzer reports for problem determination” on page 385, we had TPNS create a workload as
though users were signing on to PAA1 directly, and PTA1 was used as an FOR to function
ship file requests, and tuned for file 10 appropriately.

AOR regions PJA6 and PJA7 were at CICS TS 2.2 level, and they were used to run DB2,
Java, and EJB workloads. The DB2 and Java simulated workloads were also generated by
TPNS using the same 3270 network definitions as those used for the VSAM workload. We
used static transaction routing definitions to forward transactions that access DB2 tables from
PTA1 to PJA7 and from PTA2 to PJAG (see Chapter 7, “Tuning the CICS DB2 attachment
facility” on page 171). The Java transaction was routed in a similar way (see Chapter 12,
“Java applications in CICS” on page 267).

5.1.2 Configuration for Enterprise JavaBean workloads
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To run EJB workloads, we built a logical EJB server composed of two Internet Inter-ORB
Protocol (IIOP) listener regions, PLA1 and PLA2, and two Java AORs, PJA6 and PJA7. The
workload was generated using a set of batch script files running on a workstation. All
applications can also be run manually from a browser through a menu provided by a servlet
that could be invoked in a WebSphere Application Server on a Windows 2000 workstation. In
both cases, the client (command line client or servlet) invokes an Enterprise JavaBean
running in CICS Java AORs. The CICS level of the IIOP listener regions and Java AORs was
CICS TS 2.2.

CICS Performance Analyzer



To enable CICS to publish references to the home interfaces of enterprise beans and to
enable enterprise bean clients to obtain these references using the Java Naming and
Directory Interface (JNDI) API, we set up a name server using a z/OS Lightweight Directory
Access Protocol (LDAP) server. This LDAP server can run on any MVS image, but we used it
to start on the same image where our CICS regions ran.

Each of the listener regions had MRO connectivity to each of the Java AORs. There is also
MRO connectivity between PJA6 and PJA7 because one of our enterprise bean applications
required access to a partner AOR.

The listener regions used TCP/IP port sharing, so the IIOP inbound requests could be
balanced between the listener regions. The distributed routing mechanism, implemented by
CICSPlex SM provided EYU9XLOP program, was used to balance method requests across
AORs PJA6 and PJA7.

The Java AORs are connected to a DB2 subsystem D7Q2 and they also share a set of VSAM
data sets opened in RLS mode used by our enterprise bean application. There are two
versions of an application that use VSAM RLS files and two versions using DB2 data (JDBC
and SQLJ).

For a complete description of how to set up a CICS logical EJB server, refer to CICS
Transaction Server for z/OS Java Applications in CICS, SC34-6000, and Chapter 5 in the IBM
Redbooks publication Enterprise JavaBeans for z/0OS and OS/390 CICS Transaction Server
V2.2, SG24-6284. You can also refer to Chapters 10, 11, and 12 in the SG24-6284 book for a
description of the ITSO enterprise bean Trader application.

5.1.3 CICS Web Support and 3270 Bridge setup

To demonstrate use of CICS PA in conjunction with CICS Web Support and 3270 Bridge, we
used a stand-alone CICS TS V1.3 region PAA6 and the CICS TS V2.2 region PJAB.
Applications were run manually from a browser window. Refer to Chapter 11, “CICS Web
Support and 3270 Bridge” on page 257, for more details.

5.1.4 CICS Transaction Gateway setup

We also included two CICS Transaction Gateways in our configuration: one running on z/OS
and another running on a Windows 2000 workstation. With the z/OS version of the gateway,
an application can only use External CICS Interface (EXCI) to access CICS programs. With
the distributed (Windows, for example) version of the gateway, an application can use
External Call Interface (ECI) to access CICS programs or External Presentation Interface
(EPI) to access CICS 3270 transactions. One of our applications running in WebSphere
Application Server used ECI calls (not EPI) to invoke a CICS program. When the z/OS
gateway is used, the ECI calls are mapped to EXCI calls that provide the same functionality,
so our application could access CICS through either one of the gateways.

Both varieties of the CICS Transaction Gateway allow limited workload management
between CICS regions to which the gateway is connected. We decided to define one
upstream connection for each of the gateways. We connected the z/OS gateway to region
PJA6 and the distributed gateway to region PJA7. The distributed gateway was connected
using the new ECI over TCP/IP communication mechanism introduced in CICS TS V2.2.

As was the case with the IIOP workload, the workload through gateways was generated
using a set of batch script files running on a workstation. The application can also be run
manually from a browser through a menu provided by a servlet that can be invoked in a
WebSphere Application Server on a Windows 2000 workstation. In both cases, an Enterprise
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JavaBean running in WebSphere Application Server on Windows 2000 invokes a CICS

program through the gateway.

For a description of how to set up the CICS Transaction Gateway on various platforms, refer
to CICS Transaction Gateway V5: The WebSphere Connector for CICS, SG24-6133. For a

description of the ECIRequest version of the ITSO Trader application, refer
Enterprise JavaBeans for z/0OS and OS/390 CICS Transaction Server V2.2,

to Chapter 10 of
SG24-6284.

Figure 5-1 shows our connectivity setup. MRO connections from all the CICS regions to the
CMAS, as well as IP connections between Java AORs (PJA6 and PJA7) and the LDAP

server, are not shown on the chart.
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ECIRequest
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Figure 5-1 CICS region setup

Figure 5-2 shows how our AORs accessed VSAM and DB2 data.
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Figure 5-2 VSAM and DB2 data access

Table 5-1 summarizes the functions of different CICS regions in our setup.

Table 5-1 CICS region summary

CICS APPLID CICS SYSID Function and CICS TS level
SCSCCMAS CMAS CICSPlex SM CMAS (2.2)
SCSCPTA1 PTA1 Terminal Owning Region (1.3)
SCSCPTA2 PTA2 Terminal Owning Region (1.3)
SCSCPLA1 PLA1 IIOP Listener Region (2.2)
SCSCPLA2 PLA2 IIOP Listener Region (2.2)
SCSCPAA1 PAA1 Application Owning Region (1.3)
SCSCPAA4 PAA4 Application Owning Region (1.3)
SCSCPAA6 PAAG Application Owning Region (1.3)
SCSCPJA6 PJAB Application Owning Region (2.2)
SCSCPJA7 PJA7 Application Owning Region (2.2)

5.2 Scenarios

This section provide a brief description of scenarios that we used to demonstrate how you
can use CICS PA to improve performance of a given application or analyze performance of a
complex CICS system.

Note: The scenarios were used to provide situations that allow us to demonstrate the use
of CICS Performance Analyzer reports and extracts. The CICS regions were not
necessarily tuned for peak performance. And in some cases, a high level of tracing was
active. Therefore, these scenarios and the results are provided for demonstration purposes
only. They do not provide definitive results for a customer environment.
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5.2.1 VSAM application performance analysis and Transaction Resource
Monitoring support

In this scenario (refer to Chapter 6, “VSAM application performance analysis and Transaction
Resource Monitoring support” on page 139), we generate the following CICS PA reports:

Performance Summary report
Performance List report

Performance List Extended report
Transaction Resource Usage report
Transaction File Usage Summary report

vyvyyvyyy

We use them to compare execution characteristics of an application that is composed of a set
of nine transactions that access nine VSAM data sets. You can access the VSAM data sets in
either Local Shared Resources (LSR) or Record Level Sharing (RLS) mode.

This approach can be useful if you want to determine whether LSR or RLS access will provide
better response time in a case of a specific application in your environment. We also show
how the CICS PA reports can help you tune your LSR pool.

5.2.2 Tuning the CICS-DB2 attachment facility

In this scenario (refer to Chapter 7, “Tuning the CICS DB2 attachment facility” on page 171),
we generate the following CICS PA reports:

» DB2 Short Summary report
DB2 Long Summary report
DB2 Recap report

DB2 List report

vyvyy

We use them to adjust values of parameters that influence performance of the CICS DB2
attachment facility. We also show the difference in usage of system resources between a
threadsafe and a non-threadsafe environment.

5.2.3 WebSphere MQ

In this scenario (refer to Chapter 8, “WebSphere MQ” on page 205), we focused on the
following WebSphere MQ reports:

» Class 1 List and Summary reports
» Class 3 List and Summary reports

We use these report to determine which kind of the MQ API requests are issued in CICS
applications. We relate the WebSphere MQ reports to a CICS performance report and show
the Transaction Temporary Storage Usage Summary report.

5.2.4 CICS use of MVS System Logger
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In this scenario (refer to Chapter 9, “CICS and MVS System Logger” on page 223), we
generate the following CICS PA reports:

» System Logger Logstream Summary report
» System Logger List report

We use these reports to identify possible areas of improvement with regards to allocation of a
direct access storage device (DASD)-only log stream for use by the CICS logger component.
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5.2.5 CICS access through CICS Transaction Gateway

In this scenario (refer to Chapter 10, “Scenarios with CICS Transaction Gateway” on
page 241), we generate the following CICS PA reports:

» Performance Summary report
» Performance List report

We use them to compare internal CICS response times and consumption of system
resources by a CICS application that is invoked from the WebSphere Application Server
environment in two cases:

» CICS Transaction Gateway for z/OS

» CICS Transaction Gateway for Windows 2000 accessing CICS through ECI over TCP/IP

We also show how CICS PA can help us to determine how a CICS client application uses the
ECI interface and suggest a possible improvement.

5.2.6 CICS Web Support and 3270 Bridge

In this scenario (refer to Chapter 11, “CICS Web Support and 3270 Bridge” on page 257), we
generate the following CICS PA reports:

» Transaction Group report
» Transaction Group Summary report

We use these reports to tune our CWS environment for better performance.

5.2.7 Java applications in CICS

In this scenario (refer to Chapter 12, “Java applications in CICS” on page 267), we generate
the following CICS PA reports:

» Performance Summary report
» Performance List report
We use these reports to:

» Compare behavior of a CICS Java application in the environment of a resettable Java
Virtual Machine (JVM) to the behavior in the environment of a non-resettable JVM.

» Show the advantage of using shared application classpaths.

5.2.8 Enterprise JavaBeans in CICS

In this scenario (refer to Chapter 13, “Enterprise JavaBeans in CICS” on page 285), we
generate the following CICS PA reports:

» Performance List report
» Performance Summary report

We use these reports to determine the optimum number of JVMs to be run in our CICS
regions. We also use these reports to compare consumption of system resources by the
same CICS enterprise bean application in three different data access cases:

» Access to VSAM data sets through JCICS classes
» Access to DB2 data through JDBC interface
» Access to DB2 data through SQLJ interface
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5.2.9 Application Naming support

In this scenario (refer to Chapter 14, “Application Naming support” on page 311), we show
how to implement the new Application Naming support introduced by CICS TS V2.2
authorized program analysis report (APAR) PQ63143 and CICS TS V1.3 APAR PQ63141.
We use the CICS PA Performance List report.

5.2.10 CALL and LINK performance

In this scenario (refer to Chapter 15, “CALL and LINK performance” on page 319), we
compare CPU consumption of an EXEC CICS LINK command to that of a CALL command
when used in a COBOL language program in LE/370 environment. We also show how to use
event monitoring points to add user fields to CMF performance records and how to handle
these fields with CICS PA. We use the CICS PA Performance List report.

5.2.11 Exception reporting

In this scenario (refer to Chapter 16, “Exception reporting” on page 343), we show how to
generate CICS PA exception reports:

» Exception List report
» Exception Summary report

5.2.12 Analyzing overall CICS system performance

In this scenario (refer to Chapter 17, “Analyzing overall system performance” on page 355),
we use various CICS PA reports to analyze overall performance of a complex CICS system
that runs a mix of transactions that have different execution characteristics. We generate the

following CICS PA reports:
» Performance List report

» Cross-System Work report
» Workload Activity report

5.2.13 Using CICS Performance Analyzer reports for problem determination
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In this scenario (refer to Chapter 18, “Using CICS Performance Analyzer reports for problem
determination” on page 385), we use various CICS PA reports to analyze the impact that an
application change makes to our CICS system. We identify problems introduced by the
change, and through a series of reports, can identify the program changes responsible for the
problem. We generate the following CICS PA reports:

» Performance Summary report

Wait Analysis report

Cross-System report

Transaction Resource Usage List report

>
>
>
» Performance List report
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5.2.14 Historical Database (HDB)

In this scenario (refer to Chapter 19, “Historical Database” on page 415), we show how to use
all options from the Historical Database. A Summary HDB is used to demonstrate:

Template
Define

Load

Report
Maintenance
Housekeeping

vyVyVYyVvYYvYyyYy

A List HDB is used to show the new export function for loading CICS performance data from
SMF records into a DB2 table.
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VSAM application performance
analysis and Transaction
Resource Monitoring support

This chapter demonstrates how we used the capabilities of CICS Performance Analyzer (PA)
to measure the achieved performance objectives of a 3270 VSAM RLS/LSR application
scenario. The various CICS Performance Analyzer tasks that are necessary to measure the
performance data are described in detail.

It also discusses and uses the new Transaction Resource Monitoring feature introduced by
CICS Transaction Server (TS) V2.2 authorized program analysis report (APAR) PQ63143.

The equivalent CICS TS V1.3 APAR is PQ63141. For a description of Application Naming

support, refer to Chapter 14, “Application Naming support” on page 311.

When the Transaction Resource Monitoring feature was introduced by APARs PQ63143 and
PQ63141, the default for the DFHMCT TYPE=INITIAL FILE parameter was 0. The default
value is now 8. This new default is introduced by CICS TS V2.2 APAR PQ76701. The
equivalent CICS TS V1.3 APAR is PQ76695.

Transaction Resource monitoring is enhanced further with APARs PQ76703 and PQ76698 for
CICS TS V2.2 and CICS TS V1.3 respectively. These APARs permit writing monitoring
resource class records for resource managers such as DB2 and DBCTL used by
transactions.

Refer to Table 2-1 on page 26 for a concise list of the enabling program temporary fixes
(PTFs).

Note: These scenarios were used to provide situations that allow us to demonstrate the
use of CICS Performance Analyzer reports when running with various VSAM workloads.
The CICS regions were not necessarily tuned for peak performance. In some cases, they
had a high level of tracing active. Therefore, these scenarios and the results provided for
demonstration only. They do not provide definitive results for a customer environment.
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6.1 CICS VSAM interface

CICS file control supports three VSAM access modes:

» Local shared resources (LSR): These files share a common pool of buffers as well as a
common pool of strings.

» Nonshared resources (NSR): CICS files that are defined as nonshared have their own
buffers and strings.

» VSAM Record Level Sharing (RLS): Unlike LSR or NSR access modes, VSAM RLS
allows multiple CICS TS regions to access VSAM files for update with full data integrity.

In a traditional CICSplex system setup consisting of Terminal Owning Regions (TORs),
Application Owning Regions (AORs), and File Owning Regions (FORs), CICS LSR files and
NSR files can be shared by using function shipping of file control requests to the FOR region.
Function shipping to FOR regions can be processed with data integrity.

Using a single FOR in your CICSplex had some disadvantages. When you use an FOR, there
is a single point of failure. If the FOR region is lost for whatever reason, you have no access to
your VSAM data sets. FORs cannot help if you need to share data sets between CICS and
batch regions.

RLS support was introduced by DFSMS 1.3, and CICS supports RLS access from CICS TS
V1.1. VSAM RLS allows one to share VSAM files sysplex-wide among multiple CICS TS AOR
regions with full update integrity. Nonrecoverable files can be read and updated by CICS and
batch jobs concurrently.

We used the CICS Performance Analyzer to investigate the performance behavior of a set of
CICS transactions that access VSAM data sets in LSR or RLS mode.

Important: A new function, Transaction Resource Monitoring, allows collection of
information about individual files, and can give a breakdown of file usage by transaction ID.
For more information about this new function and Application Naming support, refer to
Chapter 14, “Application Naming support” on page 311, which describes these new
functions in greater detail.

6.2 CICS VSAM RLS scenario description
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To produce useful and realistic performance data for the VSAM performance scenario project,
we used a traditional 3270 COBOL VSAM application that was used previously in other
Redbooks projects. The application is using nine VSAM files which can be opened in either
RLS or LSR mode. Therefore, we investigated both an RLS and an LSR VSAM performance
scenario. The 3270 VSAM application can be invoked using another complete set of
definitions and resources. Therefore, each function of the application exists twice. All the
resource definition names of the alternative set of definitions have an X character in their
names. When we use both sets of definitions to invoke the VSAM application, we use
eighteen VSAM files for the entire application.

We used the Teleprocessing Network Simulator (TPNS) to simulate a realistic 3270 workload
environment.

The 3270 VSAM application workload consists of four business applications:

» Hotelres: This is a simple 3270 hotel reservation application using two VSAM data sets.
There are four transactions available which drive the application: HR1, HR2, HX1, and
HX2.
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» Inventor: This is an inventory tracking application. It is mainly using four transactions to
manage the inventory. Transactions IT8/IX8 update the inventory, and transactions IT2/1X2
are used to inquire about part locations within the inventory.

» Specification: This is a bill of material management application. It is using four
transactions (PS2/PX2 and PS3/PX3) to inquire information about part lists.

» Stock: This is a stock control application. Transactions SC2/SX2 are used to update any
inventory, transactions SC4/SX4 allow you to insert new vendors, and transaction
SC6/SX6 is used to delete parts from the stock.

Figure 6-1 illustrates the VSAM RLS/LSR file usage of the entire workload. We do not
describe non-VSAM-related aspects of the workload, such as program and map design, since
they are not relevant to our VSAM performance scenario.

Refer to Chapter 5, “System setup and scenario overview” on page 129, for a full description
of the CICS environment setup we used to run the workload in RLS or LSR mode.

M o o o
A \
\ \/ \/
HR1 PS2 sc2
I8 Scé
HR2 T2 PS3 sc4
HX1 PX2 SX2
HX2 X2 Ix8 Px3 SX4 SX6
C O D C O o) | ’

Figure 6-1 3270 VSAM application workload

6.2.1 RLS workload generation

We used Teleprocessing Network Simulator (TPNS) to generate an appropriate 3270 VSAM
workload. TPNS is a terminal and network simulation tool. Apart from a number of other
functions, it can be used to simulate 3270 terminal operator input. This is done by arranging a
TPNS script. A TPNS script consists of a message generation deck and a network definition.
There is one message generation deck available for each transaction. It controls the
messages from the simulated device to the subsystem. The network definition describes the
terminal characteristics for each terminal that is to be simulated.

We arranged a message generation deck for each transaction as well as a network definition
for two hundred 3270 terminals. This allows us to simulate two hundred 3270 terminals that
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can invoke transactions that compose our VSAM application. To run some transactions more
often than others, we used the PATH statement to define a sequence of transactions for each
terminal to process. For each transaction in the path, we specified a number in a DIST
statement that corresponds to the entry in the path.

Example 6-1 shows how we specified the probability of distribution for our workload scenario.
TPNS adds all the numbers in the DIST statement. After that, it generates a random number
between 1 and the sum. TPNS then chooses the deck that has the number in its range.

Example 6-1 Probability of distribution

1 PATH PS3,PS2,IT8,IT1,IT2,HR1,
SC6,5C2,5C4,TS1,
PX3,PX2,IX8,IX1,IX2,HX1,
SX6,5X2,5X4,TX1

1 pIST 90,100,80,30,60,30,
100,30,20,40,
90,100,80,30,60,30,
100,30,20,40

6.2.2 Performance objectives
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The performance objectives and priorities depend very much on user expectations. From our
previous experiences with the application, we know what average response times we can
expect for different transactions. From the point of view of a terminal user, this is the most
important characteristic. Another priority we have is that the application run without any
resource constraints to avoid deadlocks, waits, or abends. We expect the workload we
generate with TPNS to run smoothly and hope to achieve maximum throughput.

Figure 6-1 summarizes our performance objectives.

Table 6-1 VSAM scenario performance objectives

Application Transaction Response ave Response max

HOTEL HR1 HX1 < 0,05 0,1

INVENTOR IT8, IX8 <0,15 0,2

INVENTOR IT2, IX2 <0,015 0,02

SPECIFIC PS2,PS3, <0,015 0,05
PX2,PX3

STOCK SC2,SC4,SCs6, <0,04 0,06
SX2,5X4,SX6

We are ready now to start the VSAM workload using TPNS. We gather the necessary
performance data and analyze the results using a CICS Performance Analyzer summary
report.
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6.3 Running the VSAM RLS scenario

This section describe the tasks that we performed to collect the performance data for our
VSAM application. First we used CICS Performance Analyzer functionality to provide an
overview of the performance behavior of the application. We performed the following steps:

1. Start TPNS and run the entire application for about 15 minutes. The application runs
through TORs PTA1,PTA2 and AORs PAA1,PAA4.

2. Switch storage management subsystem (SMF) data sets. Note the name of the archived
SMF data set that contains our performance data.

3. Create a summary performance report using CICS Performance Analyzer:

a. Create a Summary Report Form
b. Create an Object List
c. Create a Report Set

4. Submit generated JCL and check the results.

6.3.1 Updating system definitions

After we ran TPNS for about 15 minutes, we switched SMF data sets and recorded the name
of the archived SMF data set that contains the necessary performance records. The name of
the data set is SMFDATA.ALLRECS.G8328V00.

CICS Performance Analyzer can automatically populate your systems definitions with details
extracted from SMF files. To check that we are using the correct SMF data set and that we
collected performance data for all the systems, we used the Take-up function first.

To perform the data Take-Up from SMF, we followed these steps:

1. From the CICS Performance Analyzer Primary Option Menu, we selected option 1.

2. Then the System Definitions menu opens. We selected option 4.

3. The Data Take-Up from SMF screen is displayed. We updated this screen with the SMF
data set name as shown in Figure 6-2. Then, we pressed the Enter key to generate a
batch job to extract the details from the SMF data set.

File Options Help

Data Take-Up from SMF
Command ===>

Specify the SMF File for data take-up.
Data Set Name . . . 'SMFDATA.ALLRECS.G8328V00'

Specify details if data set is not cataloged:
UNIT . . . .. + VOLSER . . . +
SEQ Number . . (1 to 255)

Execution Mode:
1 1. Submit Batch JCL
2. Edit Batch JCL

Figure 6-2 Data Take-Up from SMF screen
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When the job completed, we were prompted to update your system definitions with the results
of the batch job. The prompt opens when we reach the System Definitions screen the next
time.

When the generated batch job has completed, we verified that we had SMF records for MVS
image SC66 as well as for the CICS systems participating in the workload. We also checked

that the time interval of our TPNS run was processed using this SMF data set. Figure 6-3
shows the output that was produced by the Take-up job.

V1R3MO

CPA20121
CPA20171
CPA2016I
CPA20141
CPA20141
CPA2015I
CPA20141
CPA20141
CPA2014I
CPA20141
CPA2013I
CPA2000I

13:28:14 10/09/2003

Take-up from SMF

Processing started for SMF file SMFINOO1
records for System SC66 start at 10/07/2003 17:39:08.14
System Logger record found, System=SC66LOGR

SMF
MVS
CMF
CMF
DB2
CMF
CMF
CMF
CMF

record for
record for
Accounting
record for
record for
record for
record for

CICS system found, APPLID=SCSCPAAl Release=5.3.
CICS system found, APPLID=SCSCPJA6 Release=6.2.

record found, DB2 SSID=D7Q2 Release=7.1

CICS system found, APPLID=SCSCPTA2 Release=5.3.
CICS system found, APPLID=SCSCPJA7 Release=6.2.
CICS system found, APPLID=SCSCPTAl Release=5.3.
CICS system found, APPLID=SCSCPAA4 Release=5.3.

Processing ended for SMF file SMFINOO1 - 8 system(s) found
Take-up processing has completed, RC=0

N W
oo

ww N W
ocoococo

CICS Performance Analyzer

Page 1

Figure 6-3 Take-Up from SMF output
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Take-up processing updates the system definitions automatically. We invoked the Systems
Definitions screen by selecting option 1 from the System Definitions Menu. Figure 6-4 shows
the System Definition screen after processing Take-Up from SMF. It shows that the CICS

systems we used were added automatically during take-up processing.

File Edit Filter View Options Help
System Definitions Row 1 from 15
Command ===> ===> CSR
Select a System to edit its definition, SMF Files and Groups.
SMF Files
/ System Type Image Description System
SC66 Image System added by take-up SC66
SCSCPAA1 CICS SC66 System added by take-up SCSCPAA1
SCSCPTA1 CICS SC66 System added by take-up SCSCPTA1
SCSCPTA2 CICS SC66 System added by take-up SCSCPTA2
SCSCPAA4 CICS SC66 System added by take-up SCSCPAA4
SC66LOGR Logger  SC66 System added by take-up SC66LOGR
SCSCPJA7 CICS SC66 System added by take-up SCSCPJA7
SCSCPAA6 CICS SC66 System added by take-up
SCSCPLA1 CICS SC66 System added by take-up
SCSCPJA6 CICS SC66 System added by take-up SCSCPJA6
SCSCPAME CICS SC66 System added by take-up
SCSCPLA2 CICS SC66 System added by take-up
SCSCLSA5 CICS SC66 System added by take-up
SCSCCMAS CICS SC66 System added by take-up

Figure 6-4 System definitions after Take-Up from SMF

After that, we looked at the CICS System Definition entry for one of our AORs. We entered
the S line command next to our AOR SCSCPAAT1 listed on the System Definition screen.

CICS Performance Analyzer




The CICS System screen opens. We did not change any information on the CICS System
screen. The name of the SMF data set was added to the screen automatically. For the
moment, we did not want to process any user fields in our reporting. Therefore we did not
need to specify further information like the name of an MCT or MCT load library. The default
MCT is sufficient for now so all the information that was set by Take-Up from SMF processing
is fine.

6.3.2 Creating a Summary Report Form

To see an overview of the performance behavior of our VSAM application, we had to arrange
a Summary Report Form to view a performance summary of average response time, suspend
time, and VSAM wait time. The format and content of the Summary Report can be
customized using the Summary Report Form screen. Refer to 2.10.1, “Creating the Report
Forms data set” on page 44, for a complete description of how to use Report Forms.

Figure 6-5 shows the fields that we moved above the end of report line. These are the fields
that will fit in the report title line. They are included in the same order as they appear in the list.
All the fields below the end of report line are ignored.

File Edit Confirm Upgrade Options Help
EDIT SUMMARY Report Form - VSAMSUM Row 1 of 195 More: >
Command ===> Scroll ===> (SR
Description . . . Summary Report Form Version (VRM): 530
Selection Criteria:
Performance

Field
/ Name + S Type Fn  Description

TRAN A Transaction identifier

RESPONSE AVE Transaction response time

DISPATCH TIME AVE Dispatch time

CPU TIME AVE CPU time

SUSPEND TIME AVE Suspend time

FCTOTAL AVE File Control requests

RLSWAIT TIME AVE RLS File I/0 wait time

FCWAIT TIME AVE File I/0 wait time

FCADD AVE File ADD requests

FCBROWSE AVE File Browse requests

FCDELETE AVE File DELETE requests

FCGET AVE File GET requests

FCPUT AVE File PUT requests

EOR e End of Report ----------------

EOX  mmmmmmmm e End of Extract ---------------

SC24UHWM AVE UDSA HWM below 16MB

SC31UHWM AVE EUDSA HWM above 16MB

Figure 6-5 VSAM application Performance Summary fields

We created a new Report Form by selecting option 3 from the Primary Option Menu. In the
command line, we typed NEW to create a new Report Form. The New Report Form screen
opens, as shown in Figure 6-6. We entered a new name for the Report Form which is
VSAMSUM. Then we typed the CICS APPLID. The CICS version was updated automatically.
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Fields from CICS versions higher than 130 will not be available so use care as to which report
is to be used when there are SMF records from mixed environments (refer to 17.2, “Working
with different CICS system releases” on page 358, for further discussion).

We completed the new Report Form screen and pressed Enter. The Summary Report Form
screen opens. A set of line commands can be used now to move fields that should appear in
the summary report above the end of report line. Unwanted fields can be either deleted or
moved below the end of report line. The end of extract line shown in Figure 6-5 is not used for
Performance Summary reports.

---------------------------- Report FOrms =—--------oommmmmmm o
File Systems Options Help

New Report Form
Command ===>

Specify the name of the new Report Form and its options.

Name . . . . .. VSAMSUM
APPLID . . . . . SCSCPAA1 + Version (VRM) . . 530
MVS Image . . . .
Field Categories

Form Type or Model . . 3 1. List

2. List Extended (Sorted)

3. Summary

4. Model (specified below)
Model

Figure 6-6 New Report Form screen

6.3.3 Creating an Object List
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Object Lists are introduced in 2.12, “Maintaining Object Lists” on page 56. This section
describes how we created an Object List definition for the VSAM application. For the VSAM
application scenario, we use 20 transaction definitions. Object Lists allow us to define a set of
values that we can use to specify selection criteria for filtering SMF data for your reports.
Therefore an Object List can be used to define all the transactions that belong to the VSAM
application and use it as selection criteria in all reports that we will process to investigate the
application performance.

To create an Object List for the VSAM application, we completed these steps:

1. From the Primary Option Menu, we selected option 4 (Object Lists).

2. The Object Lists screen opens. We entered the NEW command to create a new Object List.
Figure 6-7 shows the new Object List screen we used to create the VSAMTRAN Object
List. We pressed Enter to create the Object List and display the edit screen.
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---------------------------- Object Lists -----=--mmmmmmmmmm oo
New Object List Enter required field

Command ===>

Specify the name of the new Object List and optional model.

Name . . . VSAMTRAN

Model

Figure 6-7 New Object List screen

3. We added the first transaction name in the first Value field. Line action I can be used to
insert another line for entry of the second transaction.

4. We continued until we added all transactions that belong to the VSAM application.

5. We pressed PF3 to save the new Object List.

6.3.4 Creating a Report Set

Finally, we needed to create a Report Set to run the performance summary process. From the
Primary Option Menu, we typed option 2. The Reports Sets screen opens. In the command
line, we typed NEW to create a new Report Set. The New Report Set screen opens. In the
name field, we typed a new name for the Report Set which is VSAMSUM. Figure 6-8 shows
the Edit Report Set screen.

File Systems Confirm Options Help

EDIT Report Set - VSAMSUM Row 1 of 34
Command ===> Scroll ===> CSR
Description . . . CICS PA Report Set

Enter "/" to select action.

** Reports ** Active
- Options No
Global No
- Selection Criteria No
Performance No
Exception No
- Performance Reports No
List No
List Extended No
S Summary No
Totals No
Wait Analysis No
Cross-System Work No
Transaction Group No
BTS No

Figure 6-8 Edit Report Set screen

We type line action S next to the Summary Report field. Figure 6-9 shows the Performance
Summary Report screen.
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We entered the name of the CICS system in the APPLID field. Image SC66 was updated
automatically. Under the heading Report Format, we pressed F4 to see the prompt of the
available report formats. We created Report Form VSAMSUM earlier, so it should be in the
list and can be selected. After that, we specified line action S in the Performance field under

Selection Criteria.

File Systems Options Help
VSAMSUM - Performance Summary Report
Command ===>

System Selection: Report Qutput:

Selection Criteria:
S Performance

APPLID . . SCSCPAAl + DDname . . . . . . . . . SUMM0001
Image . SC66 + Print Lines per Page . . (1-255)
Group . . +

Report Format:

Form . . . VSAMSUM +

Title

Processing Options: Reporting Options:

Time Interval . 00:01:00 (hh:mm:ss) Exclude Totals

Figure 6-9 Performance Summary Report screen

We pressed Enter in the Performance Summary Report screen. The Performance Select
Statement screen is displayed. To use the Object List that we created earlier, we modified the
bottom line of Figure 6-10. We specified the name of the Object List which was VSAMTRAN.
VSAMTRAN contains objects of type TRAN. Therefore, we specified INC and TRAN, which
means that we want to include performance records if or when the selection criteria is met.

===> (SR

File Edit Object Lists Options Help
VSAMSUM - Performance Select Statement Row 1 of 1 More: >
Command ===> Scroll
Active -------mmmemme- Report Interval ---------cuumuo-

Inc  Start -------- From --------- ——coon- TO -=-=------

Exc  Stop MM/DD/YYYY HH:MM:SS.TH MM/DD/YYYY HH:MM:SS.TH

Inc Field --- Value or Range --- Object
/ Exc Name + Type Value/From To List +

INC TRAN VSAMTRAN

Figure 6-10 Performance Select Statement screen

After that, we continuously pressed PF3 until we finally returned to the Edit Report Set
screen. We are now ready to submit the job to produce the Performance Summary report.

When the job has completed, it produced the output shown in Figure 6-11.

CICS Performance Analyzer




V1R3MO CICS Performance Analyzer
Performance Summary

SUMMO001 Printed at 17:43:59 10/07/2003 Data from 16:47:59 10/07/2003 to 17:37:24 10/07/2003 Page 1
Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg
Tran Response Dispatch User CPU Suspend FC Total RLS Wait FC Wait FCADD FCBROWSE FCDELETE FCGET FCPUT
Time Time Time Time Time Time
HR1 .0073 .0034 .0017 .0039 2 .0033 .0000 0 0 0 1 1
HX1 .0088 .0033 .0017 .0054 2 .0041 .0000 0 0 0 1 1
IT1 0102 0045 0025 .0057 0 0000 .0000 0 0 0 0 0
172 0088 0066 0030 .0023 17 0016 .0000 0 0 0 17 0
178 0170 0071 0030 .0099 14 0092 .0000 3 0 0 9 2
IX1 0104 0046 0025 .0058 0 0000 .0000 0 0 0 0 0
IX2 0110 0061 0030 .0048 17 0042 .0000 0 0 0 17 0
IX8 2001 0078 0033 .1922 14 1139 .0000 3 0 0 9 2
PS2 0075 0066 0032 0008 18 0002 .0000 0 0 0 18 0
PS3 0106 0095 0045 0011 34 0001 .0000 0 0 0 34 0
PX2 0073 0063 0032 0010 18 0003 .0000 0 0 0 18 0
PX3 0102 0095 0045 0007 34 0002 .0000 0 0 0 34 0
SC2 0324 0071 0034 0253 18 0246 .0000 0 0 0 9 9
SC4 0099 0072 0027 0027 9 0020 .0000 9 0 0 0 0
SC6 0161 0053 0019 .0108 4 0100 .0000 1 0 1 2 0
SX2 0354 0078 0034 .0276 18 0273 .0000 0 0 0 9 9
SX4 0078 0052 0027 .0025 9 0011 .0000 9 0 0 0 0
SX6 0156 0044 0019 .0112 4 0104 .0000 1 0 1 2 0
TS1 .0025 .0020 .0012 .0005 0 0000 0000 0 0 0 0 0
X1 .0025 .0017 .0012 .0007 0 0000 0000 0 0 0 0 0

Figure 6-11 Performance Summary RLS

When we looked at the output that was produced by the CICS Performance Analyzer
Performance Summary report, we found that it pretty much complied with the expectations
documented in 6.2.2, “Performance objectives” on page 142. There was one exception. The
average response time of transaction 1X8 was longer than expected. The average RLS wait
time of 0,1139 seconds is more or less as expected but the average suspend time seems to
be above our expectations. The average RLS wait time is a component of the average
suspend time. We compared average RLS wait time with average suspend time of the other
transactions that are part of the VSAM application. The average suspend time of transaction
IX8 is worth a closer look.

Before we produced further reports to find the reasons for the increased suspend time, we
wanted to produce a chart of the performance behavior first. If you have to present the results
of your application performance tests, charts are visually appealing and make it easier for
people to compare the performance behavior. It may be easier to look at charts to see
whether performance improved rather than investigate many rows and columns of a large
performance report.

We created a chart that displays average response time, average dispatch time, and average
suspend time per transaction. We performed the following steps to create the chart that is
shown in Figure 6-14.

1. Create a Report Set to export a performance extract.
2. Download the extract data set to a workstation as a text file.

The text file was imported to Microsoft Excel.

We created a chart based on the imported extract. From the CICS Performance Analyzer
Primary Options Menu, we typed option 2 (Report Sets). In the command line, we typed NEW
to create a new Report Set. We give our new report set a name, then press the Enter key. The
Edit Report Set screen appears. Under heading Extracts, we typed line action S next to the
Export option. The Export screen is shown in Figure 6-12.
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File Systems Options Help

EXT - Export

Command ===>
System Selection: Extract Recap:

APPLID . . SCSCPAA1 + DDname . . . EXPT0001

Image . . SC66 +

Group . . +
Qutput Data Set:

Data Set Name . . EXTVSM1

Disposition . . .2 1. 0LD 2. MOD (If cataloged)

Extract Format: Enter "/" to select option

Form . . . . VSAMSUM + / Include Field Labels

Delimiter . . ; Numeric Fields in Float format
Selection Criteria: Summary Processing Options:

S Performance Time Interval 00:01:00 (hh:mm:ss)

Figure 6-12 Export performance extract

We specified the CICS APPLID SCSCPAAL because we used the region in our previous
performance summary report. An output data set must be specified. We used EXTVSM1 and
specified disposition 2. Under heading Extract Format, we pressed PF4 to see a list of
available Report Forms. We used Report Form VSAMSUM that we created earlier. We kept
the semicolon as a delimiter since it works well with Microsoft Excel. After that, we typed line
action S next to the Performance option under Selection Criteria. We specified the same
selection criteria that we used in Figure 6-10 to select all transactions that belong to the
VSAM application. We then pressed PF3 until we returned to the Edit Report Set screen.
After that, we typed RUN in the command line to generate the performance extract JCL. When
the job completed, we had the extracted performance data available in the EXTVSM1 data
set.

The data set can be downloaded to the workstation using the File Transfer utility of Personal
Communications emulator or using FTP. We used the File Transfer utility to download the
extracted data as a text file to the workstation.

Figure 6-13 shows the extracted performance data of our VSAM application which can be
imported into any spreadsheet application in order to produce meaningful charts. Note that
the header line is not aligned with the rest of the data. We found that the spreadsheet
applications we used were able to align them automatically.

CICS Performance Analyzer
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Figure 6-13 Performance extract of our VSAM application

We used Microsoft Excel to create the chart shown in Figure 6-14 from the spreadsheet. It
illustrates average dispatch time versus average suspend time per transaction. Average
suspend time plus average dispatch time is the average response time as shown in the chart.
The spreadsheet illustrates visually that there appears to be a problem with transaction 1X8.
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IX8 PS2 PS3 PX2 PX3 SC2 SC4 SC6 SX2 SX4 SX6 TS1 TX1

Figure 6-14 VSAM RLS application performance chart

Next, we wanted to look more closely at the performance behavior of transaction 1X8. To do
that, we wanted to create a CICS Performance Analyzer Performance List report. The
necessary steps to get such a report are very similar to ones we performed to create a

Performance Summary report.

We wanted to keep the sequence of the performance fields that we specified in our summary
Report Form VSAMSUM as shown in Figure 6-5 on page 145. We cannot use a summary
form to format Performance List reports. Therefore we selected option 3 (Report Forms) from
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the Primary Option Menu. The Report Forms screen opens. We typed NEW in the command
line to create a new Report Form. We entered a new name VSAML and selected option 1 to
create a list type Report Form. After pressing the Enter key, the Edit List Report Form screen
is displayed. A new sequence of performance fields can be arranged using the line
commands to move the required fields above the end of report line. Refer to 6.3.2, “Creating a
Summary Report Form” on page 145, to see the sequence of the VSAM related performance
fields we used.

The performance list report for transaction IX8 can now be submitted. From the Primary
Option Menu, we selected option 2 (Report Sets). The Report Sets screen shows a list of
available Report Sets. We created Report Set VSAMSUM earlier, so it should be available in
the list. We typed line action S next to the name of the VSAMSUM Report Set. The Edit
Report Set screen appears.

We used Report Set VSAMSUM previously to create a Performance Summary report.
Therefore, the summary item may still indicate yes as being active. We chose to deactivate
the Performance Summary report before continuing. We did this by typing line action D next to
the summary item.

To create a Performance List report, under the heading Performance Reports, we typed line
action S next the List item. Figure 6-15 shows the Performance List Report screen.

File Systems Options Help

VSAMSUM - Performance List Report
Command ===>

System Selection: Report OQutput:
APPLID . . SCSCPAA1 + DDname . . . . . . . .. LIST0001
Image . . + Print Lines per Page . . (1-255)

Group . . +

Report Format:
Form . . . VSAML
Title

+

Selection Criteria:
S Performance

Figure 6-15 Performance List Report screen
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When we pressed Enter, the Performance Select Statement screen is displayed. It allows the
specification of selection criteria for the performance list report. We selected transaction IX8
and a response time range of 2 - 10 seconds. This should result in a performance report that
shows just transactions 1X8 that have a response time longer than 2 and shorter than 10
seconds (Figure 6-16).

File Edit Object Lists Options Help

VSAMSUM - Performance Select Statement Row 1 of 10 More: >

Command ===> Scroll ===> CSR
Active --------mmmmm- Report Interval ------------—---
Inc  Start -------- From ---------  ——--euo- To ---=------

Exc  Stop MM/DD/YYYY HH:MM:SS.TH MM/DD/YYYY HH:MM:SS.TH

Inc Field --- Value or Range --- Object
/ Exc Name + Type Value/From To List +
INC TRAN IX8
INC RESPONSE 2000 10000 Milliseconds

Figure 6-16 Selection criteria for IX8 and the response time

We returned to the Edit Report Set screen. We used the RUN line action command next to
the List report to submit the job. Using the selection criteria shown in Figure 6-16, we
produced the Performance List report shown in Figure 6-17. The Performance List report
shows two IX8 tasks with bad response and suspend times. These tasks are likely
responsible for the increased average response time that we discovered in our Performance
Summary report.

V1R3MO CICS Performance Analyzer
Performance List
LISTO001 Printed at 14:51:54 10/10/2003 Data from 17:04:02 10/07/2003 APPLID SCSCPAAL Page 1

Tran Response Dispatch User CPU Suspend FC Total RLS Wait FC Wait

Time Time Time Time Time Time
IX8 8.0064 .0835 .0651  7.9229 0 .0000 .0000
IX8 5.8168 .0769 .0654 5.7399 0 .0000 .0000

FCADD

0
0

FCGET FCBROWSE FCDELETE FCPUT

0 0 0 0
0 0 0 0

Figure 6-17 Performance list report using selection criteria

So far, we knew that there was no general performance degradation. Just two transactions
were suspended for a number of seconds. We wanted more detailed information about the

reason for the suspension. We created a Performance List Extended report to collect further
information about the situation.

The Performance List Extended report provides a detailed list of the CMF performance class
records. It differs from the Performance List report in that you can specify the sorting criteria
for the performance class records.

Before a Report Set can be submitted to request a Performance List Extended report, we had
to create a new Report Form of the extended list type. From the Primary Option Menu, we
selected option 3 (Report Forms). The Report Forms screen is displayed. We typed NEW in the
command line to create a new Report Form for Extended List reports. The List Extended
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Report Form screen is displayed. We arranged the sequence of the performance fields that
we wanted to fit in the title line of the report as illustrated in Figure 6-18.

File Edit Confirm Upgrade Options Help

EDIT LISTX Report Form - VSAMEL Row 1 of 220 More: >

Command ===> Scroll ===> CSR
Description . . . List Extended Report Form Version (VRM): 530
Selection Criteria:

Performance

Field
/ Name + S Type Limit Description

TRAN A Transaction identifier

TASKNO * Transaction identification number

RESPONSE  * Transaction response time

DISPATCH * TIME Dispatch time

ABCODEO  * Original ABEND Code

CPU * TIME CPU time

SUSPEND  * TIME Suspend time

ABCODEC  * Current ABEND code

COMMWAIT * Communications wait time

TIOWAIT * Total IO wait time

MXTDELAY * TIME First dispatch MXT wait time

ICDELAY * TIME Interval Control (IC) wait time

DSPDELAY * TIME First dispatch wait time

MSCPU * TIME CICS TCBs CPU time

TCWAIT * TIME Terminal wait for input time

EOR e End of Report --------------

EOX mmmemmmmmmmmmea End of Extract -------------

Figure 6-18 Sequence of performance fields for extended list reports

After that we went back to the Primary Option Menu. From the Primary Option Menu, we
selected option 2 (Report Sets). The Report Sets screen shows a list of the available Report
Sets. We used line action S next to Report Set VSAMSUM to display the Edit Report Set
screen. We deactivated any active reports by typing line action D next to them.

Figure 6-19 shows the Performance List Extended report screen we used to create an
extended list report of our VSAM application. We updated the screen with information about
the APPLID and the form name that we are going to use. Then we pressed Enter and the
Performance Select Statement screen is displayed. We defined selection criteria for
transaction ID IX8 and performance field TRAN.

For detailed information about how to specify a selection criteria on the Performance Select
Statement screen, see 6.3.4, “Creating a Report Set” on page 147.
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File Systems Options Help

VSAMSUM - Performance List Extended Report
Command ===>

System Selection: Report Qutput:

APPLID . . SCSCPAA1l + DDname . . . . . . . . .
Image . . + Print Lines per Page .
Group . . +
Report Format:

Form . . . VSAMEL +

Title . .

Selection Criteria:
S Performance

LSTX0001

(1-255)

Figure 6-19 Performance List Extended Report screen

We pressed the PF3 key repeatedly to return to the Edit Report Set screen. We then entered
the RUN line action command next to the List Extended report to submit the job.

Figure 6-20 shows the output of the Performance List extended process. Tasks #67075 and

#67098 used additional resources because of the overhead of the abend processing for

abend AEI9. It turned out that, while TPNS was running, two IX8 transactions were started
manually. Since a MAPFAIL condition was not handled by the application, the tasks abended

eventually.

VIR3MO CICS Performance Analyzer
Performance List Extended

LSTX0001 Printed at 9:55:35 10/09/2003 Data from 17:03:54 10/07/2003 to 17:37:24 10/07/2003

Tran  TaskNo Response Dispatch ABor User CPU Suspend ABcu CommWait I/0 Wait MXTDelay IC Delay DisplDly
Time Time Time Time Time Time Time Time Time

IX8 67075  8.0064 .0835 AEI9 .0651  7.9229 AEI9 .0021 .0000 .0000 .0000 .0000

IX8 67098 5.8168 .0769 AEI9 .0654  5.7399 AEI9 .0048 .0000 .0000 .0000 .0000

IX8 67110 .1750 .0053 .0034 .1697 .0000 .0000 .0000 .0000 .0002
IX8 67266 .1695 .0056 .0034 .1639 .0000 .0000 .0000 .0000 .0000
IX8 67281 .0854 .0084 .0034 .0770 .0000 .0000 .0000 .0000 .0000
IX8 67329 .1487 .0072 .0034 .1416 .0000 .0000 .0000 .0000 .0004
IX8 67350 .1465 .0101 .0034 .1364 .0000 .0000 .0000 .0000 .0000
IX8 67366 .0816 .0066 .0034 .0750 .0000 .0000 .0000 .0000 .0000
X8 67434 .0956 .0065 .0036 .0891 .0000 .0000 .0000 .0000 .0000
IX8 67491 .0905 .0058 .0031 .0847 .0000 .0000 .0000 .0000 .0000
IX8 67529 .0936 .0063 .0035 .0873 .0000 .0000 .0000 .0000 .0000
X8 67638 .0952 .0064 .0033 .0888 .0000 .0000 .0000 .0000 .0000
IX8 67665 .1586 .0070 .0032 .1516 .0000 .0000 .0000 .0000 .0000

MS CPU TC Wait

Time
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000

Time
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000
.0000

Figure 6-20 Performance List Extended report

We corrected the problem and started the VSAM RLS workload again using TPNS. The
workload was running again for about 15 minutes when we switched SMF data sets and
achieved a copy of the relevant SMF records. After that, we processed a Performance
Summary report to check the average response time of all transactions that belong to the

VSAM application workload.

We used the existing Report Set VSAMSUM to produce the Performance Summary report.
We performed again the steps in 6.3.4, “Creating a Report Set” on page 147, to create the
Performance Summary report using Object List VSAMTRAN and Report Form VSUMSUM.
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Object list VSAMTRAN was used as selection criteria to filter the transactions of the VSAM
application. Report form VSMSUM was used to arrange the contents and the sequence of the
title line on top of the Performance Summary report. Figure 6-21 shows that the average
response time of transaction IX8 came down to 0.1183 seconds which is now in the range of
our expectations.

V1R3MO CICS Performance Analyzer
Performance Summary

SUMMO001 Printed at 18:02:20 10/07/2003 Data from 17:37:24 10/07/2003 to 17:55:42 10/07/2003 Page

Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg
Tran Response Dispatch User CPU Suspend FC Total RLS Wait FC Wait FCADD FCBROWSE FCDELETE FCGET FCPUT

Time Time Time Time Time Time
HR1 .0079 .0027 .0017 .0052 2 .0045 .0000 0 0 0 1 1
HX1 .0085 .0028 .0017 .0057 2 .0048 .0000 0 0 0 1 1
IT1 .0081 .0032 .0025 .0049 0 .0000 .0000 0 0 0 0 0
172 .0090 .0058 .0030 .0031 17 .0025 .0000 0 0 0 17 0
178 .0186 .0067 .0030 .0119 14 .0108 .0000 3 0 0 9 2
IX1 .0091 .0032 .0025 .0059 0 .0000 .0000 0 0 0 0 0
IX2 .0115 .0060 .0031 .0054 17 .0039 .0000 0 0 0 17 0
IX8 .1183 .0069 .0031 L1114 14 .1104 .0000 3 0 0 9 2
PS2 .0076 .0064 .0032 .0012 18 .0003 .0000 0 0 0 18 0
PS3 .0107 .0095 .0046 .0013 34 .0003 .0000 0 0 0 34 0
PX2 .0090 .0069 .0032 .0021 18 .0010 .0000 0 0 0 18 0
PX3 .0105 .0092 .0046 .0013 34 .0006 .0000 0 0 0 34 0
SC2 .0381 .0087 .0034 .0294 18 .0288 .0000 0 0 0 9 9
SC4 .0091 .0068 .0027 .0023 9 .0013 .0000 9 0 0 0 0
SC6 .0175 .0047 .0019 .0128 4 .0117 .0000 1 0 1 2 0
SX2 .0363 .0071 .0034 .0292 18 .0285 .0000 0 0 0 9 9
SX4 .0070 .0051 .0027 .0018 9 .0009 .0000 9 0 0 0 0
SX6 .0148 .0040 .0019 .0108 4 .0100 .0000 1 0 1 2 0
TS1 .0028 .0016 .0012 .0012 0 .0000 .0000 0 0 0 0 0

Figure 6-21 Performance Summary report results

To make it easier to see comparisons, we again extracted the performance data of the VSAM
application and created a chart using Microsoft Excel (Figure 6-22).
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Figure 6-22 VSAM RLS application performance results
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6.4 CICS VSAM LSR scenario description

When we finished analyzing the performance of the VSAM RLS application, we had to
change the design of our environment slightly to perform a comparable performance analysis
using LSR data sets (see Figure 6-23).

Since we do not use FORs anymore in our VSAM RLS environment, we eliminated AOR
SCSCPAA4 from the LSR test environment. We did that because non-RLS files cannot be
shared among CICS regions with update integrity. The environment we were going to use for
the LSR performance scenario consists of TOR regions PTA1 and PTA2 and a single AOR
PAA1. All VSAM application files will be allocated to AOR PAA1.

We logged on to AOR SCSCPAA1 and closed all VSAM application files that were still open in
RLS access mode. To re-open them in non-RLS access mode, we entered the following
command first:

CEMT SET DSN QUIESCE ALL

We installed a second set of the VSAM application file resource definitions which defined the
files using the non-RLS access mode.

As we did for the RLS performance scenario, we used CICSPlex System Manager (SM) to
manage our workload. The workload was generated using TPNS.

SC66 LSR application scenario
TPNS
:;(; IX2 X8 Ef; gii SX6

[ 7 //\ I\
OO OO OD '
e

Figure 6-23 VSAM LSR application scenario

6.5 Running the VSAM LSR scenario

This section explains how we ran the LSR access mode scenario.

6.5.1 LSR workload generation

We used TPNS again to generate workload for the LSR performance scenario. The network
deck had to be modified slightly to avoid generating transactions that belong to the first set of
the VSAM application resource definitions as shown in Example 6-2. The second set of
definitions can be used to invoke the application in RLS access mode as well as in LSR
access mode. After modifying the TPNS network deck, a workload can be generated for
transactions HX1, 1X8, IX2, PX2, PX3, SX2, SX4, and SX8.
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Example 6-2 Modified TPNS path and distribution probability

PATH PX3,PX2,IX8,IX1,IX2,HX1,
SX6,5X2,5X4,TX1

*

pIST 90,100,80,30,60,30,
100,30,20,40

TPNS starts the workload through TORs PTA1 and PTA2. Both TORs route the transactions
to AOR PAA1.

6.5.2 LSR application performance objectives

The VSAM LSR application that we plan to use for the CICS VSAM LSR performance
scenario was already used for a number of other projects. Therefore, we already had some
experience with its performance behavior. We never claimed that it was tuned to the
maximum performance, but we had some expectations about its response time and suspend
time. Since there is no service level agreement available for the application, we summarized
our expectations regarding the performance behavior, based on our previous experience, in
Table 6-2.

We expect the response times to be lower when the very same application is using LSR files
rather than RLS files. When we document the results of this scenario, we create a chart that
allows visual comparison between RLS and LSR response time.

Table 6-2 Performance expectations for an LSR scenario

Application Transaction Response average Response maximum
HOTEL HX1 < 0,05 0,1

INVENTOR IX8 <0,15 0,2

INVENTOR IX2 <0,015 0,02

SPECIFIC PX2,PX3 <0,015 0,05

STOCK SX2,5X4,SX6 <0,04 0,06

6.5.3 Analyzing the current average response time
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We started the TPNS workload and kept it running for about fifteen minutes. It takes about
three minutes for the TPNS CICS terminals to log on. While terminals are still in the process
of logging on to CICS, the first transactions of the workload started running. To find the
average response time of a smooth run, we used a time selection criteria to select
performance data after all terminals had completed logging on. Thus, we do not measure our
application performance data while additional CICS resources are consumed by the terminal

logon process.

After about 15 minutes, we stopped TPNS and issued an /| SMF command to switch the
active SMF data set. When the SMF data set was archived, we performed the following steps
to provide a CICS Performance Analyzer Performance Summary report:

1. Update system definitions.
2. Select Report Set VSAMSUM.
3. Deactivate any active reports.

CICS Performance Analyzer




4. Edit the performance summary report we used during the RLS scenario.
a. Use existing Report Form VSAMSUM.
b. Add a report interval to the performance select statement.

c. Use Object List VSAMTRAN as a selection criteria to filter VSAM application
transactions.

5. Run the Performance Summary report.

Updating system definitions

On the Primary Option Menu screen, we selected option 1 (System Definitions). The System
Definition Menu opens. We selected option 4 (Take-Up from SMF file) and pressed Enter. On
the next screen, we entered the name of the archived SMF data set and pressed Enter to
submit the job.

---------------------- System Definitions -------------ccuu--
Data Take-Up from SMF
Command ===>

hhkhhhhhhhkhhhhdrhdhddhddhhhhhhhhhhhhhhhhhhhhhrrr

* Take-Up from SMF *

B e e e T e T T e s L Lt LT

CICS PA has completed extracting systems from the following
SMF File:

Data Set . . : 'SMFDATA.ALLRECS.G8446V00'

Instructions:
Press ENTER to continue adding the systems.
Enter DEFER command to defer adding the systems.
Enter END or CANCEL command to cancel adding the systems.

Figure 6-24 Take-Up from SMF update information

When we return to the System Definition Menu, a screen opens indicating that system
definitions were updated by the Take-Up from SMF function. Figure 6-24 shows the
information screen of the take-up system update process. On the System Definition Menu, we
selected option 1 (Define Systems, SMF Files and Groups) and pressed Enter. On the next
screen, we typed line action S next to the system entry for AOR SCSCPAA1. We checked that
the SMF data set was updated correctly. If it was not updated, we could insert it manually.

Figure 6-25 shows the CICS system definition after running Take-Up from SMF.
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---------------------- System Definitions -------------ccu--
Data Take-Up from SMF
Command ===>

hhkhhhhhhhhhhhdhhddhddhhdhhhhhhhhhhhhhhhhhhrrr

* Take-Up from SMF *

B e T e e T T e s L Tt LT

CICS PA has completed extracting systems from the following
SMF File:

Data Set . . : 'SMFDATA.ALLRECS.G8446V00"
Instructions:

Press ENTER to continue adding the systems.
Enter DEFER command to defer adding the systems.

Enter END or CANCEL command to cancel adding the systems.

Figure 6-25 CICS system definition after take-up update

Selecting report VSAMSUM

We used Report Set VSAMSUM before to provide a Performance Summary report of our
VSAM RLS application. On the Primary Option Menu, we select option 2 (Report Sets). The
Report Sets screen displays a list of available Report Sets. We used line action S next to
Report Set VSAMSUM. The Edit Report Set screen displays.

Deactivating any performance reports

Active performance reports have YES in the Active column on the Edit Report Set screen. We
can enter line action D next to any active performance reports to deactivate them.
Deactivating performance reports means that they will not be included in the current Report
Set. They are still available for later use.

Editing the Performance Summary report

On the Edit Report Set screen, we typed line action S next to the Performance Report
Summary option. We used summary reports before. Therefore the Summary Reports screen
displays a list of summary reports that were created already. If no summary reports are
available, the Summary Reports screen is bypassed and a screen to create the first summary
report is displayed instead.

From the reports summary list, we selected the summary report that we created for the VSAM
RLS scenario. The screen to edit the Performance Summary report is displayed. We checked
that the correct APPLID is specified, which is SCSCPAA1. Next, we specified the name of the
Summary Report Form, which is VSAMSUM.

To specify a report interval and selection criteria, under Selection Criteria, we typed line
action S next to the performance option. The screen displays a list of performance selection
criteria or a screen that allows the editing of the performance select statement. We created
selection criteria for Performance Summary reports before. A list of Performance Selection
Criteria should be displayed. On the list, we typed line action S next to the selection criteria we
used for the VSAM RLS scenario. Figure 6-26 shows the Performance Select Statement
screen.
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File Edit Object Lists Options Help

VSAMSUM - Performance Select Statement Row 1 of 9 More: >

Command ===> Scroll ===> CSR
Active --------mmmmm- Report Interval -----------cu---
Inc  Start -------- From --------= oo To -==-------

Exc  Stop MM/DD/YYYY HH:MM:SS.TH MM/DD/YYYY HH:MM:SS.TH
INC ACTIVE 10/11/2003 18:00:00.00 10/11/2003 18:08:00.00

Inc Field --- Value or Range --- Object
/ Exc Name + Type Value/From To List +
INC TRAN VSAMTRAN

B R R R S End Of 'I-Ist KXKKKKRKRKkKRKkAhhhhhhhhhhhhhhhhhhhrxx

Figure 6-26 Performance Select Statement screen

We included the start and stop time of the report interval that we were going to monitor. We
started investigating SMF records when all terminals were logged on and the entire workload
was running. After that, we included selection criteria specifying all the transactions that we

used in the workload. We specified Object List VSAMTRAN that still contains all of the

transactions of the workload. During the VSAM LSR performance scenario, we simply used
the second set of transactions, which are the ones that have X characters in the middle of
their name. We only had SMF records for the second set of transaction, so we can still use

the Object List VSAMTRAN. There will not be any filter matches for the first set of

transactions. We then pressed F3 repeatedly until we returned to the Edit Report Set screen.

Running the Report Set

On the Edit Report Set screen, we entered the RUN line action next to the Summary report and
pressed Enter to display the Run Report Set screen. We did not change any information on

the screen, and pressed Enter again to submit the job to generate the report.

Performance Summary Report

SUMMO001 Printed at 18:17:13 10/11/2003 Data from 18:00:17 10/11/2003 to 18:08:00 10/11/2003 Page
Avg Max Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg
Tran Response Response Dispatch User CPU Suspend FC Total RLS Wait FC Wait FCADD FCBROWSE FCDELETE FCGET FCPUT
Time Time Time Time Time Time Time
HX1 .0878 .4659 .0027 .0018 .0851 2 .0000 .0093 0 0 0 1 1
IX1 .0100 .1757 .0041 .0025 .0058 0 .0000 .0000 0 0 0 0 0
IX2 .9831  2.9364 .0054 .0040 L9777 17 .0000 .0937 0 0 0 17 0
IX8 1.8818 6.6992 .0055 .0038 1.8763 14 .0000 .1745 3 0 0 9 2
PX2 1.0209  3.2356 .0063 .0040 1.0146 18 .0000 .0422 0 0 0 18 0
PX3 2.3924 9.5941 .0070 .0050 2.3853 34 .0000 .0220 0 0 0 34 0
SX2 .6419  2.2321 .0055 .0042 .6364 18 .0000 .0675 0 0 0 9 9
SX4 .7818  2.7859 .0043 .0034 7775 9 .0000 .0364 9 0 0 0 0
SX6 .2384  1.4432 .0030 .0021 .2353 4 .0000 .0190 1 0 1 2 0
X1 .0030 .1027 .0015 .0011 .0015 0 .0000 .0000 0 0 0 0 0

Figure 6-27 LSR Performance Summary report

6.5.4 Tuning changes to LSR

Chapter 6. VSAM application performance analysis and Transaction Resource Monitoring support

As you can see in Figure 6-27, response times are far higher than we expected. When we
installed the CICS file resource definitions, we had to set up an LSRPOOL definition to share
strings and buffers among the LSR files. We did not specify enough strings and buffers to run
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the optimum number of tasks concurrently. Correct specification of number of VSAM strings
and buffers is crucial for good performance of an LSR pool.

» STRINGS is used to determine the number of strings and thereby the number of
concurrent operations possible against the LSR pool (assuming that there are buffers
available).

» The number of buffers can have a significant effect on performance. The use of many
buffers can permit multiple concurrent operations (if there are the corresponding number
of VSAM strings available). It can also increase chances of successful buffer lookaside
with the resulting reduction in physical I/O operations.

We specified the appropriate values for strings and buffers in our LSRPOOL definitions and
invoked a performance summary report again.

6.5.5 Analyzing results

We applied the changes to the file resource definitions and started TPNS workload again.
After about 15 minutes, we stopped TPNS and performed the following steps to generate a
performance summary report again:

1. Update system definitions.

2. Select Report Set VSAMSUM.

3. Select Performance Summary report.
4. Edit the Performance Summary report:

a. Use the existing Report Form VSAMSUM.
b. Update the report interval to the Performance select statement.

c. Use Object List VSAMTRAN as selection criteria to filter VSAM application
transactions.

5. Generate and submit performance list report JCL.

Figure 6-28 shows the Performance Summary report after we tuned the LSRPOOL.
Response times and suspend times decreased significantly.

Performance Summary

SUMM0001 Printed at 18:45:37 10/11/2003 Data from 18:32:56 10/11/2003 to 18:36:27 10/11/2003 Page 1
Avg Max Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg Avg
Tran Response Response Dispatch User CPU Suspend FC Total RLS Wait FC Wait FCADD FCBROWSE FCDELETE FCGET FCPUT
Time Time Time Time Time Time Time
HX1 .0126 .1730 .0028 .0017 .0098 2 .0000 .0066 0 0 0 1 1
IX1 .0125 .2825 .0038 .0025 .0087 0 .0000 .0000 0 0 0 0 0
IX2 .0315 4220 .0042 .0029 .0272 17 .0000 .0202 0 0 0 17 0
IX8 .1477 .9045 .0052 .0032 .1425 14 .0000 .1297 3 0 0 9 2
PX2 .0160 .3446 .0043 .0031 .0117 18 .0000 .0067 0 0 0 18 0
PX3 .0169 .4148 .0065 .0042 .0104 34 .0000 .0063 0 0 0 34 0
SX2 .0437 .3044 .0046 .0037 .0391 18 .0000 .0331 0 0 0 9 9
SX4 .0128 .1965 .0048 .0027 .0080 9 .0000 .0046 9 0 0 0 0
SX6 .0157 2742 .0032 .0020 .0126 4 .0000 .0086 1 0 1 2 0
X1 .0040 .1039 .0022 .0012 .0019 0 .0000 .0000 0 0 0 0 0

Figure 6-28 LSR Performance Summary report after tuning changes

To show visually the difference between the performance behavior before and after tuning the
file resource definitions, we created a chart. The chart shown in Figure 6-29 compares
response times per transaction before and after tuning the LSRPOOL.
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Response time

A . 4
0 T T T T T T T T T 1
HX1 X1 X2 X8 PX2 PX3 SX2 SX4 SX6 ™1

Transactions

O tuned LSR pool

W untuned LSR pool

Figure 6-29 VSAM LSR performance scenario before and after tuning

6.6 Application performance RLS versus LSR

Finally, we used the Performance Summary reports for both of our scenarios (RLS and LSR)
to extract data and create a chart that visually shows the comparison between response
times in the case of RLS and LSR access mode. As we used the same application, data sets,
and the same CICS environment for both scenarios, we can conclude that in our case the
response times provided by RLS access are better than those provided by LSR access. The

chart shown in Figure 6-30 illustrates the difference.
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0.12

0.1

Response time 0.08
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0.04+

0.02

HX1 X1 X2 IX8 PX2 PX3 SX2 SXx4 SX6

Transaction ID

[ORLSresponsetime

M LSRresponsetime

Figure 6-30 VSAM RLS versus LSR

6.7 Transaction Resource Monitoring

Transaction Resource is a new class of data for the CICS Monitoring Facility. The Transaction
Resource data is collected at transaction termination for each resource specified in the MCT
on the TYPE=INITIAL macro. A new system initialization parameter, MNRES=(OFF | ON),
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specifies whether Transaction Resource Monitoring is to be made active during CICS
initialization.

A new parameter has been added to the DFHMCT TYPE=INITIAL macro, FILE=(8 | number).
This FILE option specifies the maximum number of files for which you want CICS to perform
Transaction Resource Monitoring. This option is applicable only if Transaction Resource
Monitoring is enabled, either by specifying MNRES=0N as a system initialization parameter
(together with MN=0N), or by enabling it dynamically using either of the following commands:

EXEC CICS
CEMT SET MONITOR CICS

CICS standard monitoring performance class data includes totals for a!/l files accessed by a
transaction. Transaction Resource Monitoring collects information about individual files, up to
the number of files specified. When the FILE parameter was first introduced, the default was
FILE=0. With the code implemented by APARs PQ76701 and PQ76695, the default is now
FILE=8.

The data collected is:

File name

Number and total time of file get requests
Number and total time of file put requests
Number and total time of file browse requests
Number and total time of file add requests
Number and total time of file delete requests
Total number and total time of all requests against the file
File access method request count

File /0 wait time and number of waits
RLS-mode file I/O wait time

Coupling facility data table (CFDT) I/O wait time

YVYVYYVYVYVYVYVYVYYVYY

The default value is 8 (eight).

Number specifies the maximum number of files, in the range 1 through 64, for which CICS is
to perform Transaction Resource Monitoring. CICS collects monitoring performance data at
the resource level for each file accessed by a transaction, up to the maximum specified by
number. If the transaction accesses more files than the number specified, any files over the
maximum are ignored, but a flag is set to indicate that the transaction has exceeded the file
limit.

If you specify FILE=0, specifying MNRES=0N either as a system initialization parameter or
dynamically while CICS is running, has no effect and Transaction Resource Monitoring data is
not collected for files.

The monitoring domain exit, XMNOUT, is invoked at a new event point before a Transaction
Resource Monitoring record is written to the transaction resource record buffer. This new
invocation means that if performance class and Transaction Resource Monitoring are both
active in your CICS region, XMNOUT can be invoked twice for the same event.

You can map the new transaction resource data using the new CICS monitoring domain
copybook, DFHMNRDS.

The RESRCECLASS option (RESRCE | NORESRCE) was added to the CEMT INQUIRE
and CEMT SET MONITOR commands to support the transaction resource class. The
RESRCECLASS option has also been added to the EXEC CICS INQUIRE and SET
MONITOR commands.
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CICS PA and Transaction Resource Monitoring

You can use CICS PA to report on the new Transaction Resource Monitoring class records.
We describe the process we went through to obtain a CICS PA Transaction Resource Usage
Report.

We used TPNS to run our VSAM workload as discussed in Chapter 6, “VSAM application
performance analysis and Transaction Resource Monitoring support” on page 139. After the
workload completed, we switched the SMF data sets using the | SMF command. We took the
copied SMF data set and added it to CICS PA. Figure 6-31 shows the data set added to the
CICS regions SCSCPAA1 System Definition.

---------------------------- System Definitions -=-==--—mcmmmmmmmmeeo -
File Edit Dictionary View Options Help
CICS System Row 1 of 1 More: >

Command ===> Scroll ===> (CSR
CICS System definition:

APPLID . . . . . . .. SCSCPAA1 MVS Image . . SC66

Description . . . . . System added by take-up

CICS Version (VRM) . . 620

MCT Suffix . . . . . . I3

MCT Load Library . . . 'CICSSYSF.APPL62.LOADLIB'

SDFHLOAD Library . . . 'CICSTS22.CICS.SDFHLOAD'

Dictionary DSN . . . . 'CICSLS5.DFHMNREC'

/ Exc SMF Data Set Name + UNIT + SEQ VOLSER +

'SMFDATA.ALLRECS.G8885V00" DASD

dhkkhkhkhhhkhhhhhhhdrhhhdhhdhhhdrhhxd End of '|-|st *hkkkkkkhk *kkkkkkkk k% *khkkkkkkhkk

Figure 6-31 SCSCPAA1 System Definition

We also included the MCT Suffix (I3), which was used at CICS Initialization. Example 6-3
shows the DFHMCT TYPE=INITIAL statement which includes the new option FILE.

Example 6-3 DFHMCT

I3 DFHMCT TYPE=INITIAL, *
APPLNAME=YES, *
FILE=9, *
SUFFIX=I3

We then needed to create a new Report Set to report on the transaction resource data. We
did this by specifying NEW TRANSREP on the Report Sets screen. When the new Report Set was
displayed, we selected the File Usage Summary Report option (Figure 6-32).
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File Systems Confirm Options Help

EDIT Report Set - TRANSREP Row 15 of 34
Command ===> Scroll ===> CSR
Description . . . CICS PA Report Set

Enter "/" to select action.

** Reports ** Active
WorkToad Activity No
- Exception Reports No
List No
Summary No
- Transaction Resource Usage Reports No
S File Usage Summary No
Temporary Storage Usage Summary No
Transaction Resource Usage List No
- Subsystem Reports No
DB2 No
WebSphere MQ No
- System Reports No
System Logger No
- Performance Graphs No

Figure 6-32 Select Transaction Resource Usage: File Usage Summary

On the next screen, the File Usage Summary Report, we selected the default options, that is,
Summary Reports for Transaction File Usage, File Usage broken down by transaction IDs
and transaction totals (Figure 6-33).

File Systems Options Help

TRANSREP - File Usage Summary Report
Command ===>

System Selection: Report Qutput:

APPLID . . + DDname . . . . . . . .. FILEOOO1
Image . . + Print Lines per Page . . (1-255)
Group . . +

Summary Reports Required:

/ Transaction File Usage

/ File Usage
/ Break down by Transaction ID
/ Include Transaction Totals

Report Format:

Title

Selection Criteria:
Performance

Figure 6-33 File Usage Summary Report options

166  CICS Performance Analyzer



We pressed the PF3 key until we returned to the Edit Report Set screen, used the RUN line
action command on the Transaction Resource Usage List report, added the CICS APPLID to

the Run Report Set screen, and submitted the job. Figure 6-34 shows part of the report

produced from this run. It shows two transaction (HX2 and IT2). HX2 made file requests to file
HOTEL1X and IT2 made file requests to something called *CTLACB* and ITEMACT. The

*CTLACB* indicates that we suffered a file control wait. The resource name of *CTLACB*

shows that the resource being waited for is the RLS ConTroL ACB.

VIR3MO

RESU0001 Printed at 17:11:33

Tran

File

#Tasks

HX2 HOTEL1X

Tran

172

2 Elapse

Count

7 Elapse

Count

#Tasks

*CTLACB*

ITEMACT

6 Elapse

Count

6 Elapse

Count

11/05/2003

Avg
Max
Avg
Max

Avg
Max
Avg
Max

Avg
Max
Avg
Max

Avg
Max

Avg
Max

CICS Performance Analyzer
Transaction File Usage Summary

SCSCPAAL

PRI

CFDT

CFDT

*kkhKKKKR

CFDT

Data from 13:07:37 11/05/2003 to 17:05:35 11/05/2003 APPLID
FC Calls 1/0 Waits

Get Put Browse Add Delete Total File RLS
0003 0000 .0000 .0002 0000 .0005 .0000 .0000
0004 0000 .0000 .0002 0000 .0006 .0000 .0000
1 0 0 1 0 2 0 0
1 0 0 1 0 2 0 0
FC Calls 1/0 Waits

Get Put Browse Add Delete  Total File RLS
.0000 .0017
.0000 .0119
17 0 0 0 0 17 0 0
17 0 0 0 0 17 0 1
FC Calls 1/0 Waits

Get Put Browse Add Delete  Total File RLS
0000 0000 0000 0000 0000 0000 .0000 .0000
0000 0000 0000 .0000 0000 0000 .0000 .0000
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
.0040 .0000 .0000 .0000 .0000 .0040 .0000 .0020
0140 .0000 .0000 .0000 .0000 .0140 .0000 .0119
17 0 0 0 0 17 0 0
17 0 0 0 0 17 0 1

Page

AccMeth
Requests

AccMeth
Requests

18
18

AccMeth
Requests

17
17

Figure 6-34 Transaction File Usage Summary report

Figure 6-35 shows the File Usage Summary report, a summary of File usage broken down by
transaction ID.

V1R3MO

RESU0001 Printed at 17:11:33

Tran

#Tasks

HOTEL1X

HX2

Tot1

3 Elapse

Count

2 Elapse

Count

5 Elapse

Count

11/05/2003

Avg
Max
Avg
Max

Avg
Max
Avg
Max

Avg
Max
Avg
Max

CICS Performance Analyzer

File Usage Summary

Data from 13:07:37 11/05/2003 to 17:05:35 11/05/2003

Delete

Total

.0003
.0004

.0003
.0010
1
3

.0000
.0000

.0026
.0132

3

FC Calls
Browse Add
0000 .0000
0000 .0000
0 0
0 0
0000 .0002
0000 .0002
0 1
0 1
0000 .0001
0000 .0004
0 0
0 2

File

APPLID

1/0 Waits
RLS

SCSCPAAL

KkkKKKKKR

CFDT

.0000
.0000

.0000
.0000

0

Page

AccMeth
Requests

14

Figure 6-35 File Usage Summary report
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In this report, we the file HOTEL1X is displayed with the two transactions, HX1 and HX2,
which made a sort of file request to the file. Following is the total of all transactions file
requests for the file being reported.

We then ran the Transaction Resource Usage List report by selecting it from the Report Set
screen. When we did this, the Transaction Resource Usage Report screen (Figure 6-36) is
displayed. We selected the File Usage report in the Detailed List Reports Required section,
pressed F3 until we returned to the Reports Set screen, and then used the RUN line action on
the report to submit the job.

File Systems Options Help

TRANSREP - Transaction Resource Usage Report
Command ===>

System Selection: Report OQutput:

APPLID . . + DDname . . . . . . . . . RESU0001
Image . . + Print Lines per Page . . (1-255)
Group . . +

Detailed List Reports Required:
/ File Usage
Temporary Storage

Report Format:

Title . .

Selection Criteria:
Performance

Figure 6-36 Select Transaction Resource Usage List: File Usage

When the job completed, we received the report shown in Figure 6-37.

V1R3MO CICS Performance Analyzer
Transaction Resource Usage List
RESU0001 Printed at 18:13:47 11/05/2003 Data from 13:07:37 11/05/2003 Page 3
Request Fcty Conn Uow R Response
Tran Userid SC TranType Term LUName Type Program T/Name Name NETName APPLID Task Seq T Stop Time Time
PX3 CICSUSER TP U T11  SCSCPTAL AP: DSWPX3VV S/P082 PTA1 USIBMSC.SCSTP082 SCSCPAA1 106 1 T 16:58:44.821 .0083
FC Calls I/0 Waits *******x  AccMeth
File Get Put Browse Add Delete Total File RLS CFDT Requests
PRODCONX Elapse .0003 .0000 .0000 .0000 .0000 .0003 .0000 .0000 .0000
Count 2 0 0 0 0 2 0 0 0 2
ITEMMASX Elapse .0003 .0000 .0000 .0000 .0000 .0003 .0000 .0000 .0000
Count 2 0 0 0 0 2 0 0 0 2
LABOPSDX Elapse .0027 .0000 .0000 .0000 .0000 .0027 .0000 .0000 .0000
Count 30 0 0 0 0 30 0 0 0 30
*CTLACB* Elapse .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000
Count 0 0 0 0 0 0 0 0 0 1

Figure 6-37 Usage List
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The Transaction Resource Usage List report provides a detailed list of transaction resource
class records. The report consists of two sections:

» The Task Identification section that identifies the CICS task
» The Resource section(s) associated with the CICS task immediately above it

This report can be very useful for analyzing transaction resource usage.

6.8 Conclusion

Using CICS PA reports and extracts, we tuned our LSR pool. We also compared
performances of a set of VSAM applications running in our environment when VSAM data
sets were open in either LSR or RLS mode.
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Tuning the CICS DB2 attachment
facility

This chapter provides a brief overview of the CICS DB2 attachment facility and CICS DB2
accounting and monitoring. Then it describes the use of CICS Performance Analyzer (PA)
and the reports it can produce for a CICS region running with a DB2 workload.

Two scenarios in this chapter demonstrate CICS PA reports for CICS regions running a CICS
Transaction Server for OS/390 V1.3 and CICS Transaction Server for z/OS V2.2. The CICS
regions are connected to DB2 V7.1 subsystem.

This chapter also discusses the system setup of the CICS regions and describes the changes
provided in CICS Transaction Server for z/OS V2.2 and the Open Transaction Environment
(OTE).

Note: These scenarios were used to provide situations that allow us to demonstrate the
use of CICS PA reports when running with a CICS DB2 workload. The CICS regions were
not necessarily tuned for peak performance. In some cases, they had a high level of tracing
active. Therefore, these scenarios and the results provided are for demonstration purposes
only. They do not provide definitive results for a customer environment.
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7.1 CICS and DB2

This section describe functions provided by the CICS DB2 Attachment Facility. For more
information, refer to the “Accounting and monitoring in a CICS DB2 environment” chapter in
the CICS Transaction Server for z/0OS CICS DB2 Guide, SC34-6014.

7.1.1 Overview of the CICS DB2 Attachment Facility

The CICS DB2 Attachment Facility provides a multithread connection between the two
environments. The architecture allows a CICS task to access both DB2 and CICS recoverable
resources with data integrity. Each CICS transaction accessing DB2 uses a different MVS
task control block (TCB), thus exploiting a multiprocessor’s capability for overlapped
processing.

The CICS DB2 Attachment Facility enables application programs running under CICS to
forward DB2 commands from CICS, by establishing a connection and a communication path
between CICS and DB2 subsystems.

DB2 provides attachment facilities for MVS subsystems and batch address spaces to access
DB2 resources through connections established by using the MVS Subsystem Interface (SSI)
protocol. The CICS connection allows access to DB2 resources from a transaction that is also
accessing DLI and VSAM resources. Before a CICS subsystem can access DB2 resources, it
must establish a connection to DB2 and then create one or more threads on the connection.
The connection establishes a communication path between the subsystem or address space
and the DB2 subsystem.

7.1.2 Functions

172

The CICS DB2 attachment facility provides three major functions:
» Application programming interface (API)

DB2 provides a language interface module that allows a CICS application written in
Assembler, C, COBOL, PL/I, or Java to access DB2 databases by using the data
manipulation language (DML) subset of SQL. It also allows you to define DB2 objects and
control authority (GRANT and REVOKE) by using the data description language (DDL)
subset of SQL. Updates to DB2 resources are fully synchronized with updates to
CICS-protected resources such as file control, temporary storage, intrapartition transient
data, and DL/I databases. The CICS Attachment Facility controls the routing of SQL
statements to DB2 and the synchronization of commit processing between the two
subsystems through the CICS task-related user exit (TRUE) function.

» Attachment commands

Attachment commands display and control the status of the attachment facility and are
issued through the supplied CICS transaction, DSNC. You can use the attachment
commands to start the connection to DB2 (STRT), stop the connection to DB2 (STOP),
display CICS-DB2 thread status and statistics (DISP), and modify the characteristics of
the connection to DB2 (MODI). You control the use of these CICS attachment facility
commands through the standard CICS security mechanisms. The commands are not
routed to DB2, so there is no DB2 authorization checking.

» DB2 commands

After a connection between CICS and DB2 is established, you can use the CICS-supplied
transaction, DSNC, to issue DB2 commands to the DB2 system. The DB2 commands are
routed to DB2 for processing. DB2 checks that the user has DB2 authority to issue the

commands. The commands are used to display and control the status of the DB2 system.
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All DB2 commands that you enter through CICS must start with a dash (-) to show that the
command is a DB2 command rather than an attachment command.

7.1.3 CICS and DB2 connectivity

Two or more CICS systems can share the same DB2 subsystem. However, each CICS
system can be connected to only one DB2 subsystem at the same time. When an application
program operating in the CICS environment issues its first SQL request, CICS and DB2
process the request as follows:

» A language interface, or stub, DSNCLI, that is link-edited with the application program
calls the CICS resource manager interface (RMI).

» The RMI processes the request, and passes control to the CICS DB2 Attachment Facility’s
task-related user exit (TRUE), the module that invokes DB2 for each task.

» The CICS DB2 Attachment Facility schedules a thread for the transaction. At this stage,
DB2 checks authorization, and locates the correct application plan.

» DB2 takes control, and the CICS DB2 Attachment Facility waits while DB2 services the
request.

» When the SQL request completes, DB2 passes the requested data back to the CICS DB2
Attachment Facility.

» CICS now regains control, and the CICS DB2 Attachment Facility passes the data and
returns control to the CICS application program.

Within the connection, a thread establishes a bidirectional path between a user in a
subsystem or batch address space and specific DB2 resources (application plan or command
processor). Multiple threads can be established between a connected CICS and DB2. In
CICS, there is a thread for each active CICS transaction accessing DB2.

The types of thread provided by the CICS DB2 attachment facility are:

» Command threads: These threads are reserved by the CICS DB2 attachment facility for
issuing commands to DB2 using the DSNC transaction.

» Entry threads: These threads are specially defined threads intended for transactions with
special requirements. You can instruct the CICS DB2 attachment facility to give entry
threads to particular CICS transactions. DB2 entry threads can be protected. This is
achieved by specifying PROTECTNUM(x) and THREADLIMIT(x) in the DB2ZENTRY
definition. A new protected thread is only created if an existing one is not available for
reuse. A thread is protected, if at thread termination the number of protected threads is
less than the PROTECTNUM value (and no new work is queued). After the thread is
marked as protected, it is terminated, if it is unused for two consecutive purge cycles.

» Pool threads These threads are used for all transactions and commands that are not
using an entry or DB2 command thread.

Each CICS transaction that accesses DB2 needs a thread, an individual connection into DB2.
Each thread runs under a thread task control block (thread TCB) that belongs to CICS. CICS
and DB2 both have connection control blocks linked to the thread TCB. The nature of the
thread TCBs, and the way in which they are linked to the DB2 connection control block (and
therefore the thread), differs depending on the version of DB2 to which CICS is connected.

While CICS is connecting to a DB2 subsystem, it checks the DB2 release level of the
subsystem. If CICS is connecting to DB2 Version 6 or later, the CICS DB2 task-related user
exit (TRUE, the module that invokes DB2 for each task) is automatically enabled as open API,
so it can use the CICS OTE. If CICS is connecting to DB2 Version 5 or earlier, the TRUE is
not enabled as open API, and does not use OTE.
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Thread TCBs in a non-Open Transaction Environment

When CICS is not using the OTE, the thread TCBs are subtasks created by the CICS DB2
Attachment Facility to run each thread that is requested by transactions or DB2 commands.
The TRUE itself remains on the CICS main TCB, the QR TCB.

Figure 7-1 summarizes how thread TCBs operate in a non-Open Transaction Environment.
Here we can see CICS using a thread to access DB2. The application has invoked the RMI,
which invokes the CICS DB2 Attachment Facility’s TRUE. The CICS DB2 TRUE, operating on
the CICS main TCB, uses an assembly consisting of a subtask TCB, a CSUB, and a DB2
connection control block to run a thread into DB2. The plan associated with the thread is held
in DB2. The second thread in the diagram is one that is not currently in use, but is protected.

CICS Main TCB

Application
Program

DB2
A

Resource Manager
Interface

\

CICS DB2
TRUE

Subtask
TCB

| 1 Plan

DB2 Connection | 1+
CSub Control Block

1

1

1

1

:

Subtask 1
TCB !
1

1

1

1

1

1

| 1 Plan

DB2 Connection |+
CSub Control Block

Figure 7-1 Thread TCBs in a non-OTE

For a CICS DB2 application to run on a thread TCB, a TCB switch is required from the CICS
main TCB (QR TCB) onto the thread TCB. On the return from DB2, another switch is required
back to the QR TCB. See Figure 7-2 for an example.
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QR TCB DB2 Attach TCB

Application DB2 Attach code
EXEC CICS

EXEC SQL - ™

EXEC SQL P

EXEC CICS
EXEC CICS

EXEC SQL

-

S
EXEC SQL | —

EXEC CICS RETURN

Figure 7-2 TCB Switching in CICS Transaction Server (TS) V1.3

Thread TCBs in Open Transaction Environment

When CICS is using the OTE, the CICS DB2 Attachment Facility uses open TCBs (L8 mode)
as the thread TCBs. Open TCBs perform other tasks besides accessing DB2 resources. In
the Open Transaction Environment, the CICS DB2 TRUE runs on an open TCB rather than on
the CICS main TCB.

An application can also be defined as threadsafe, in which case it can continue to run on the
L8 TCB after the DB2 SQL request has completed, including running EXEC CICS commands
that normally run on the QR TCB. A threadsafe application must provide serialization of
shared resources so they cannot be accessed by other user tasks at the same time. If the
application is determined to be threadsafe, then you can define it using the
CONCURRENCY(THREADSAFE) attribute on the PROGRAM definition. Note that some
EXEC CICS commands are non-threadsafe.

Before the first SQL request, the application program runs on the CICS main TCB, the
QR TCB. When it makes an SQL request and invokes the TRUE, control passes to the
L8 TCB, and DB2 processing is carried out. On return from DB2, if the application program is
threadsafe, it now continues to run on the L8 TCB, avoiding an expensive TCB switch.

Refer to the CICS Transaction Server for z/0S CICS Application Programming Reference,
SCB34-5994, for a more detailed explanation of threadsafe programs.

Figure 7-3 shows CICS using a thread to access DB2 in the Open Transaction Environment.
The CICS DB2 TRUE was invoked by the RMI, and is operating on an open TCB. The CICS
DB2 Attachment Facility has associated a CSUB and a DB2 connection control block with the
open TCB. The DB2 connection control block has a thread into DB2. The plan associated with
the thread is held in DB2. The diagram also shows a thread that is not currently in use, but is
protected, and two open TCBs that are available for reuse.

If an application program in the OTE is not threadsafe, the CICS DB2 TRUE still runs on an L8
TCB, but the application program runs on the QR TCB throughout the task. Every time the
program makes an SQL request, CICS switches from the QR TCB to the L8 TCB and back
again.
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Figure 7-3 Thread TCBs in the Open Transaction Environment

Executing a CICS application which has been defined with the
CONCURRENCY(THREADSAFE) attribute on the PROGRAM definition, but contains a
non-threadsafe EXEC CICS command, is considered threadsafe (and continues to execute
on the L8 open TCB) until the time when control is switched to the QR TCB to execute the
non-threadsafe EXEC CICS command. See Figure 7-4 for an example.

QRTCB Open TCB
Application Application and
EXEC CICS DB2 Attach code

> EXEC SQL
EXEC SQL

Threadsafe EXEC CICS
Non Threadsafe

EXEC CICS

Y

EXEC SQL

EXEC SQL

<. EXECCICS RETURN

>
| et

Ad

Figure 7-4 TCB Switching in CICS TS V2.2 using open TCBs
To define the number of open TCBs (L8) that are available to CICS, you use the SIT

parameter MAXOPENTCBS. The DB2CONN parameter, TCBLIMIT specifies how many of
these will be used by DB2.
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7.2 CICS DB2 accounting and monitoring

To obtain the complete picture of a CICS DB2 system environment, we need to capture
storage management subsystem (SMF) records from both CICS and DB2. From CICS, we
need the CMF records (SMF 110) and from DB2, we need the DB2 Accounting records (SMF
101).

The information about CPU accounting in DB2 is collected by activating DB2 Accounting
trace Class 1 and Class 2. Refer to 1.3.2, “DB2 accounting data (SMF 101 records)” on
page 14.

Class 1 results in accounting data being accumulated by several DB2 components. The
elapsed time of a DB2 thread is included in this data. Class 2 collects the elapsed and
processor times spent in DB2. It is important to remember that with CICS TS V2.2 connected
to DB2 V6 or later, the DB2 Class 1 time is included in the CICS CPU time and the DB2Wait
field shows zero.

Figure 7-5 shows each period of processor time that is reported by CICS and DB2 when
CICS is connected to DB2 Version 5 or earlier.

CICS Address Space DB2
4 ) )
Attach
CICS MAIN TCB] : TCB
1 1
| 2
: 13
| 4
5 |
| 6
: 1 7
| 8
9 |
\’ y \\ —
DB2 Class-1 CPU = 2+3+4+6+7+8
CICS CMF CPU = 1+5+9 Class-2 CPU = 347

Figure 7-5 CPU accounting for DB2 Version 5 or earlier
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Figure 7-7 shows each period of processor time that is reported by CICS and DB2 when
CICS is connected to DB2 Version 6 or later.

cIcs Thread
main TCB TCB
(QRTCB) (Open TCB)

Figure 7-6 CPU accounting for DB2 Version 6 or later

Using CICS PA to analyze the CICS performance class records, you can check the elapsed
time a transaction spends waiting for a DB2 request. Also, you can check the attach overhead
on the CICS side. The CICS PA fields used are:

» RMISUSP: The total elapsed time the task was suspended by the CICS dispatcher while
in the CICS RMI.

» DISPWAIT: The time the task waited to resume execution.
» RMITIME: The amount of elapsed time spent in the RMI.

Also, in the CICS performance class, you have DB2 statistics that can be very useful:

» DB2CONWT: The elapsed time during which the user task waited for a CICS or DB2
subtask to become available.

» DB2RDYQW: The elapsed time during which the user task waited for a DB2 thread to
become available.

» DB2REQCT: The total number of DB2 EXEC SQL and Instrumentation Facility Interface
(IFI) requests issued by the user task.
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» DB2WAIT: The elapsed time during which the user task waited for DB2 to service the DB2
EXEC SQL and IFI requests issued by the user task.

7.3 CICS PA reporting CICS DB2 Attachment Facility

The CICS PA DB2 reports combine the CICS CMF performance class records (SMF 110)
with the DB2 Accounting records (SMF 101) to produce a consolidated and detailed view of
DB2 usage by your CICS systems. The DB2 report enables you to view CICS and DB2
resource usage statistics together in a single report.

The DB2 List report shows detailed information about DB2 activity for each transaction. The
DB2 Summary reports summarize DB2 activity by transactions.

The reports can include the following DB2 information:

DB2 Thread Identification

Class 1 Thread elapsed and CPU times
Class 2 In-DB2 elapsed and CPU times
Class 3 Suspend times

Buffer Manager statistics

Locking statistics

SQL DML statistics

vVVvyVYyVvYyYVvYYvYyyYy

The DB2 report matches CICS Monitoring Facility Performance records with the DB2
Accounting records by network unit of work (UOW) ID. Your CICS-DB2 resources must be
defined with the DB2ENTRY attribute ACCOUNTREC(TASK) or ACCOUNTREC(UOW) for
matching to occur.

CICS PA supports DB2 Accounting statistics data from DB2 Version 5, Version 6, and Version
7, although we only use DB2 Version 7 in our scenarios.

A Recap report showing processing statistics is always printed at the end.

7.4 CICS PA example reports

CICS PA provides DB2 Performance reports. These reports capture both the CMF and DB2
Accounting records. We show here several CICS PA reports which are used to demonstrate
the various options available when using DB2 reports. Refer also to Figure 19-18 on

page 428 and Figure 19-19 on page 429, which show using the Historical Database for DB2
reporting.

First, we needed to acquire the SMF data into CICS PA. We obtained the SMF data in data
set SMFDATA.ALLRECS.G8429V00. This data set contained the data for both SMF 110 and
SMF 101 records. We then used the Take-up function, by selecting option 4 (Take-up) from
SMF File from the System Definition Menu. This function automatically adds any systems to
CICS PA that are found within SMF records on this data set.
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An example of the System Definitions screen is shown in Figure 7-7 after the take-up.

File Edit Filter View Options Help

System Definitions Row 1 from 7
Command ===> Scroll ===> (SR

Select a System to edit its definition, SMF Files and Groups.

SMF Files
/  System Type Image Description System

SC66 Image System added by take-up SC66
SCSCPJA6 CICS SC66 System added by take-up SCSCPJA6
D7Q2 DB2 SC66 System added by take-up D7Q2
SCSCPTA2 CICS SC66 System added by take-up SC66
SCSCPJA7 CICS SC66 System added by take-up SCSCPJA7
SCSCPTA1 CICS SC66 System added by take-up SC66
SC66LOGR Logger  SC66 System added by take-up SC66

Figure 7-7 System Definitions screen

We then needed to create a report set for the DB2 reports. We requested the creation of a
new Report Set DB2REPS (Figure 7-8).

File Systems Confirm Options Help

Report Sets

Command ===> new db2reps Scroll ===> (CSR
Report Sets Data Set . . : CICSLS5.CICSPA.RSET
/ Name Description Changed 1D

Figure 7-8 Creating a new report set

CICS Performance Analyzer



As shown in Figure 7-9, we selected DB2 to create the DB2 reports.

EDIT

Command ===>

Description . .

File Systems Confirm Options Help

Report Set - DB2REPS

. CICS PA Report Set

Enter "/" to select action.

** Reports **
Options
Selection Criteria
Performance Reports
List
List Extended
Summary
Totals
Wait Analysis
Cross-System Work
Transaction Group
BTS
WorkToad Activity
Exception Reports
Transaction Resource Usage Reports
Subsystem Reports
S DB2
WebSphere MQ
System Reports
Performance Graphs
Extracts
** End of Reports **

Row 1 of 21
Scroll ===> (CSR

Active
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No
No

Figure 7-9 Selecting DB2 for DB2 reports
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As shown in Figure 7-10, we specified a CICS APPLID and a DB2 SSID, all other options we
left at the default.

File Systems Options Help

DB2REPS - DB2 Report
Command ===>

More: +
CICS System Selection: Report Qutput:
APPLID . . SCSCPJA6 + DDname . . . . . . . . . DB2R0001
Image . . SC66 + Print Lines per Page . . (1-255)
Group . . +
DB2 System Selection: Report Options:
SSID . . . D7Q2 + / Process DB2 Accounting records
Image . . SC66 + List records with no DB2 activity
Group . . + / Long Summary with DB2 maximums
Reports ~ ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
List / / / /
Long Summary / / / /

/  Short Summary
Report Format:

Title . . CICS PA example DB2 report

Selection Criteria:
Performance

Figure 7-10 Specifying the system requirements

The report produced is a short summary. When we returned to the Report Sets screen, both
the Global and DB2 options were activated, this is indicated by the Yes in the Active column
following the option. From there, we enter RUN to run the report (Figure 7-11).

File Systems Confirm Options Help

Report Sets Row 1 to 1 of 1
Command ===> Scroll ===> (CSR
Report Sets Data Set . . : CICSLS5.CICSPA.RSET
/ Name Description Changed 1D
RUN DB2REPS CICS PA Report Set 2003/10/19 13:16 CICSLS5

Figure 7-11 Submitting the DB2 report set
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We could have overridden the system selection criteria that we specified earlier, as well as

the date and time we wanted to start and stop reporting (Figure 7-12).

File Systems Options Help

Run Report Set DB2REPS
Command ===>

Specify run Report Set options then press Enter to continue submit.

System Selection:

CICS APPLID . . SCSCPJA6 + Image . . SC66 + Group . . +
DB2 SSID . . . D7Q2 + Image . . SC66 + Group . . +
MQ SSID . . . . + Image . . + Group . . +
Logger . . . . + Image . . + Group . . +

/ Override System Selections specified in Report Set

----- Report Interval ------

Missing SMF Files Option: MM/DD/YYYY HH:MM:SS.TH
1 1. Issue error message From
2. Leave DSN unresolved in JCL To

3. Disregard offending reports

Enter "/" to select option
/ Edit JCL before submit

Figure 7-12 Run Report Set screen

Example 7-1 shows the report options that were generated from this Report Set.

Example 7-1 Report Set options generated

* Report Set =DB2REPS
* Description=CICS PA Report Set
* Reports for System=SCSCPJA6
* Image =SC66
* Description=System added by take-up
CICSPA IN(SMFINOO1),
APPLID(SCSCPJAG),
LINECNT(60),
FORMAT(':",'/"),
DB2 (OUTPUT (DB2R0001) ,
EXTERNAL (CPAXWOO1) ,
SSID(D7Q2),
SHORTSUM,
MAXLONGSUM,
TITLEL(
'CICS PA example DB2 report )
/*
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The listing output from the run of these report options is shown in Figure 7-13.

V1R3MO CICS Performance Analyzer
DB2 - Short Summary

DB2R0001 Printed at 15:07:27 10/08/2003 Data from 14:07:41 10/07/2003 to 16:10:15 10/07/2003 APPLID SCSCPJA6 Page
CICS PA example DB2 report

Tran/ Program/ #Tasks/ ............ Average Elapsed Time......covvee wunnn Average CPU Time..... ..... Average Count.......
SSID Planname #Threads Response Thread In-DB2 DB2ConWt DB2ThdWt User Thread In-DB2  DB2Reqs GetPage SysPgUpd

DB2N  PROGDB2N 1433 .0115 .0000 .0000  .002568 17.0
D7Q2 PROGDB2N 1433 .0081 N/P .001648 N/P 3.0 .0
DB2R  PROGDB2R 1330 .6412 .0918 .0000  .002458 17.0
D7Q2 PROGDBZ2R 1330 .5400 N/P .001319 N/P 3.0 .0

#Abends

Figure 7-13 Short Summary report

In the DB2 Short Summary report, for each APPLID, a data line is presented for the CMF

performance class data summarized by transaction and program, and a data line is presented

for the associated DB2 Accounting data summarized by the SSID and plan name.

We repeat the same exercise, but this time we are going to request the Long Summary report

from the DB2 Report Set screen as shown in Figure 7-14.

File Systems Options Help

DB2REPS - DB2 Report
Command ===>

More: +
CICS System Selection: Report Qutput:
APPLID . . SCSCPJA6 + DDname . . . . . . . . . DB2R0001
Image . . SC66 + Print Lines per Page . . (1-255)
Group . . +
DB2 System Selection: Report Options:
SSID . . . D7Q2 + / Process DB2 Accounting records
Image . . SC66 + List records with no DB2 activity
Group . . + / Long Summary with DB2 maximums
Reports ~ ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
List / / / /
/ Long Summary / / / /

Short Summary
Report Format:

Title . . CICS PA example DB2 report

Selection Criteria:
Performance

Figure 7-14 Request Long Summary report
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Figure 7-15 shows the report the Long Summary option provides.

VIR3MO CICS Performance Analyzer

DB2 - Long Summary

DB2R0001 Printed at 11:11:17 10/09/2003 Data from 14:07:41 10/07/2003 to 16:10:15 10/07/2003 APPLID SCSCPJA6 Page 1
CICS PA example DB2 report
Avg Max Avg Max Avg Max Avg Max Avg Max
Tran/ Program/ #Tasks/  DB2ConWt DB2ConWt DB2ThdWt DB2ThdWt DB2Rgst DB2Rqst  UserCPU UserCPU Response Response  #Abends
SSID Planname #Threads Time Time Time Time Count Count Time Time Time Time
DB2N  PROGDB2N 1433 .0000 .0000 .0000 .0000 17.0 17 .002568 .007760 .0115 .3789 0
D7Q2 PROGDB2N 1433 Thread Utilization Entry= 1433 Pool= 0 Command= 0
Classl: Thread Time Avg: Elapsed= .0081 CPU= .001648
Max: Elapsed=  .3704 CPU= .002559
Class2: In-DB2 Time Avg: Elapsed= N/P  CPU= N/P
Max: Elapsed= N/P  CPU= N/P
Buffer Manager Summary Avg: GtPgRg= 3.0 SyPgUp= .0
Max: GtPgRg= 3 SyPgUp= 0
Locking Summary Avg: Suspnd= .0 DeadLk= .0 TmeQut= .0 MxPgLk= 1.0
Max: Suspnd= 0 DeadLk= 0 TmeOQut= 0 MxPgLk= 1

Figure 7-15 Long Summary report

A DB2 report list was then produced. To produce a report list, we needed to choose the List

option from the DB2 Report screen as shown in Figure 7-16.

File Systems Options Help
DB2REPS - DB2 Report
Command ===>
More: +
CICS System Selection: Report Qutput:
APPLID . . SCSCPJA6 + DDname . . . DB2R0001
Image . SC66 + Print Lines per Page . (1-255)
Group . . +
DB2 System Selection: Report Options:
SSID . . . D7Q2 + / Process DB2 Accounting records
Image . SC66 + List records with no DB2 activity
Group . . + / Long Summary with DB2 maximums
Reports  ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
/ List / / / /
Long Summary / / / /
Short Summary
Report Format:
Title . CICS PA example DB2 report
Selection Criteria:
Performance

Figure 7-16 Requesting the List report
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The DB2 List report provided a detailed list of all network UOWSs with DB2 activity. This report
consolidates CICS CMF performance class records and DB2 accounting statistics from a
single or multiple CICS systems. Figure 7-17 shows an example of this report.

V1R3MO CICS Performance Analyzer
DB2 - List
DB2R0001 Printed at 16:10:01 10/09/2003 Data from 14:07:41 10/07/2003 to 16:10:15 10/07/2003 Page 1

CICS PA example DB2 report

Tran/ Userid/ Program/ UOW R ..DB2 Wait Time.. DB2 User CPU Response A
SSID Authid Planname APPLID Task Seq T Term LUName Connect Thread ReqCnt Time Start Time Stop Time Time B

DB2N CICSUSER PROGDB2N SCSCPJA6 234 1 T <AY1 SCSCPTA2 .0000 .0000 17 .0023 15:37:40.165 15:37:40.176 .0105
D7Q2 CICSUSER PROGDB2N SCSCPJA6 234 Thread Identification  ID=ENTRDB2N0O003 NETName=USIBMSC.SCSTP002  UOWID=57FB359DOOED

Begin Time: 15:37:40.173 10/07/02 End Time: 15:37:40.175 10/07/02
Classl: Thread Time Elapsed= .0022 CPU= .001444

Class2: In-DB2 Time Elapsed= N/P  CPU= N/P
Buffer Manager Summary GtPgRg= 3 SyPgUp= 0
Locking Summary Suspnd= 0 DeadLk= 0 TmeOut= 0 MxPgLk= 1

Figure 7-17 List report

In the DB2 List report, a data line is presented for each CMF performance class record, and a
block of data lines is presented for each associated DB2 Accounting record. Records that are
part of the same network UOW are sequentially in groups separated by blank lines. A network
UOW will only be presented if it involved some DB2 activity.

A Recap report showing processing statistics is always printed at the end (Figure 7-18). The
recap statistics that are shown can be useful in seeing where the records that were
processed came from.
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VI1R3MO CICS Performance Analyzer
DB2 - Recap

DB2R0001 Printed at 17:58:10 10/10/2003 Data from 15:55:27 10/10/2003 to 16:02:06 10/10/2003 Page 1
CICS PA CICS TS V2.2 and DB2 V7.1

Records processed by the DB2 report processor:
Count % of Total
CMF performance class records:  mmmmmmmee oo

Included . . . . o o v v v o oo o oo 49 1%
Excluded:
CICS PA record selection . . . . . . . .. .. 80,829 99.9%
No DB2 activity . . . . . . . . . . o ... 0 .0%
Other . . . . . . o o o e 0 0%
0 - 80,878
DB2 accounting records:
Included . . . v o v v v v v oo oo 3,371 97.4%
Excluded:
CICS PA record selection . . . . . . . .. .. 0 .0%
Not CICS Attach . . . . . . .. ... ... .. 89 2.6%
Accounting Token not set . . . . . . ... .. 0 .0%
Other . . . . . . o o o o e 0 .0%
I - 3,460

Network units-of-work with DB2 activity:
Count % of Total
Network units-of-work where: mmmmmmmee e

DB2 accounting records were resolved . . . . . . 49 100.0%
DB2 accounting records were not resolved . . . . 0 .0%
DB2 accounting records were not present . . . . . 0 0%
I - 49

CMF performance class records with DB2 activity:
Matched to a DB2 accounting record . . . . . . . 49 100.0%
Not matched to any DB2 accounting records . . . . 0 .0%
Total . . v v o o e e e e 49

CMF performance class records with no DB2 activity:
Total & . . v v e e e e e e e e e e e N/A

DB2 accounting records:
Eligible for summary reporting . . . . . . . .. 49 100.0%
Matched to a single CICS task . . . . . . . .. 49 100.0%
Matched to two or more CICS tasks . . . . . . .. 0 .0%
Not matched to any CICS tasks . . . . . . . . .. 0 .0%
I - 49

Figure 7-18 Recap report

If the DB2 Accounting records have a large number of excluded records, then it is a good
indication that the DB2ENTRY definitions do not have ACCOUNTREC(TASK) or (UOW) set.

7.5 CICS TS V1.3 and DB2 V7 scenario

This scenario shows how you can use CICS PA to produce several DB2 reports from SMF
data for CICS TS V1.3 and DB2 V7.1 systems.

DB2N transaction performs the same 15 fetches from the DSN8710.EMP table, but between
each fetch there is a non-threadsafe EXEC CICS command. In this scenario, we use the
reports CICS PA generates to monitor the number of times the transaction DB2N overflows to
the POOL.

The workload was generated using Teleprocessing Network Simulator (TPNS). We used

TPNS to simulate a realistic 3270 workload environment. The SIT parameter, TCBLIMIT is 12
and the DB2ENTRY parameter, THREADLIMIT for DB2N is 10.
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To start, we added the CICS TS V1.3 CICS system. We already added the DB2 system using
the Take-up command in the example reports chapter. The name of this CICS system is
SCSCPAA1. To add the new system we had a number of ways of doing this. In this case, we
went to the System Definitions menu and enter I (insert) to add a new line (Figure 7-19).

File Edit Filter View Options Help

System Definitions Row 1 from 7
Command ===> Scroll ===> (SR

Select a System to edit its definition, SMF Files and Groups.

SMF Files
/  System Type Image Description System
SC66 Image System added by take-up SC66
SCSCPJA6 CICS SC66 System added by take-up SCSCPJA6
i D7Q2 DB2 SC66 System added by take-up D7Q2
SCSCPTA2 CICS SC66 System added by take-up SC66
SCSCPJA7 CICS SC66 System added by take-up SCSCPJA7
SCSCPTA1 CICS SC66 System added by take-up SC66
SC66LOGR Logger  SC66 System added by take-up SC66

Figure 7-19 Inserting a new system

We were then presented with a pop-up screen to add the new system; we entered the CICS
system name and then a 1 to indicate that it is a CICS system. The next screen was then
displayed. Here we added the SMF data set we wanted to use to obtain the performance
records (Figure 7-20).

---------------------------- System Definitions ---------ccmmmmmmmm -
File Edit Dictionary View Options Help
CICS System Row 1 of 3 More: >
Command ===> Scroll ===> CSR

CICS System definition:

APPLID . . . . . . .. SCSCPAA1  MVS Image . .
Description . . . . . CICS TS V1.3

CICS Version (VRM) . .

MCT Suffix . . . . . .

MCT Load Library . . .

SDFHLOAD Library . . .

Dictionary DSN . . . .

/ Exc SMF Data Set Name + UNIT + SEQ VOLSER +
'SMFDATA.ALLRECS.G8484V00"'
'SMFDATA.ALLRECS.G8485V00"'
'SMFDATA.ALLRECS.G8486V00'

R R e End of '|-|st *kkkkkkhk kkhkkkhkkkhkhk *khkkkhkkkhkk

Figure 7-20 Adding SMF data sets

We then changed the DB2 system definition, to change the SMF data sets it used. To do this,
we selected D7Q2 from the Systems Definitions menu and then added the same SMF data
sets that we had added for the CICS system.

We then used the Report Set DB2REPS that we set up earlier.
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For this scenario, we put the CICS system and the DB2 system into a group. For this, we
selected option 3 on the Systems Definition menu. We set up a new group by specifying new
DB2GROUP, we then needed to add the systems we were interested in obtaining performance
records for. Figure 7-21 shows the group that contains our CICS system and our DB2 system.

———————————————————————————— System Definitions -------cecmmmmmmmme o

File Edit Options Help

Systems in this Group Row 1 to 2 of 2

Command ===> Scroll ===> CSR
Group . . . . . . DB2GROUP
Description . . .
/ System + Type Image Description

SCSCPAA1 CICS CICS TS V1.3

D7Q2 DB2 SC66 System added by take-up
kkkkkhkhkkkhhkkkhhkkkhkkhkkhkkhhkkkhhkkkhhkkkhkkhkxkx End Of ]1St kkkhkkkkhkkkhkhkkkhhkkkhkkkhkkhkhkkhkhkkhkkxkx

Figure 7-21 Adding systems to a group

We then went to the Report Set DB2REPS and added the group (Figure 7-22).

File Filter Edit Systems Options Help

DB2REPS - DB2 Reports Row 1 from 1
Command ===> Scroll ===> CSR

Select to edit report options.

---- System Selection ----- Selection
/ Exc APPLID + Image + Group + Output Criteria
DB2GROUP  DB2R0001 NO

khkkhkhkkhkhhhkhkhhhkrkhhrkdhrhkrhkrhhrrhhdrix End of ]1St *kkkkkkk *kkkkkkhkkkk *kkhkkkkkhkhkkkkkkx

Figure 7-22 Using groups
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The first report we wanted to run is the short summary as shown in Figure 7-23.

File Systems Options Help

DB2REPS - DB2 Report
Command ===>

More: +
CICS System Selection: Report Qutput:
APPLID . . + DDname . . . . . . . . . DB2R0001
Image . . + Print Lines per Page . . (1-255)
Group . . DB2GROUP +
DB2 System Selection: Report Options:
SSID . . . + / Process DB2 Accounting records
Image . . + List records with no DB2 activity
Group . . + / Long Summary with DB2 maximums
Reports  ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
List / / / /
Long Summary / / / /

/  Short Summary
Report Format:

Title . . CICS PA example DB2 report

Selection Criteria:
Performance

Figure 7-23 Request Short Summary report
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We were then ready to RUN the Report Set. You can do this in several places. Here we
entered the RUN command from the Report Set as shown in Figure 7-24.

File Systems Confirm Options Help

EDIT Report Set - DB2REPS Row 1 of 20
Command ===> RUN Scroll ===> CSR
Description . . . CICS PA Report Set

Enter "/" to select action.

** Reports ** Active
- Options Yes
Global Yes
+ Selection Criteria No
- Performance Reports No
List No
List Extended No
Summary No
Totals No
Wait Analysis No
Cross-System Work No
Transaction Group No
BTS No
Workload Activity No
+ Exception Reports No
+ Transaction Resource Usage Reports No
- Subsystem Reports Yes
DB2 Yes
WebSphere MQ No
+ System Reports No
+ Performance Graphs No
+ Extracts No

** End of Reports **

Figure 7-24 Submitting the report set
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We then received another screen which allowed the changing of various options, such as the
systems we wish to collect performance data from, the option to edit the JCL that will be
submitted or specify a date and time we want to collect the performance data. What we
requested is shown in Figure 7-25.

File Systems Options Help
Run Report Set DB2REPS
Command ===>
Specify run Report Set options then press Enter to continue submit.
System Selection:
CICS APPLID . . + Image . . + Group . . +
DB2 SSID . . . + Image . . + Group . . +
MQ SSID . . . . + Image . . + Group . . +
Logger . . .. + Image . . + Group . +
/ Override System Selections specified in Report Set
----- Report Interval ------
Missing SMF Files Option: MM/DD/YYYY HH:MM:SS.TH
1 1. Issue error message From 10/14/2003 10:44:00.00
2. Leave DSN unresolved in JCL To 10/14/2003 10:49:00.00
3. Disregard offending reports
Enter "/" to select option
/ Edit JCL before submit
Figure 7-25 Selecting records by date and time
We then looked at the output, shown in Figure 7-26, from the Report Set.
V1R3MO CICS Performance Analyzer
DB2 - Short Summary
DB2R0001 Printed at 10:58:24 10/14/2003  Data from 10:43:59 10/14/2003 to 10:48:59 10/14/2003  APPLID SCSCPAAL Page 1
CICS PA CICS TS V1.3 and DB2 V7.1
Tran/ Program/ #Tasks/ ............ Average Elapsed Time.......covee oonnn Average CPU Time..... ..... Average Count....... #Abends
SSID Planname #Threads Response Thread In-DB2 DB2ConWt DB2ThdWt User Thread In-DB2  DB2Reqs GetPage SysPgUpd
DB2N PROGDB2N 51545  .0581 .0040  .0000 .001007 17.0 0
D7Q2 PROGDB2N 51545 .0107  .0011 .000991 .000800 3.0 .0

Figure 7-26 Short Summary report of the DB2N transaction

Here, we had an average response time of .0581 and the CICS PA field DB2ConWt of .0040.
The DB2ConWt field indicates the DB2 Connection Wait time, the wait for a DB2 subtask to
become available. We then ran the DB2 Report Set with the Long Summary option. We also
requested DB2 Accounting data to be included in the report. The data we requested is the
Class 1, Class 2, Buffer and Locking, as shown in Figure 7-27.
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File Systems Options

Command ===>

Help

DBZ2REPS - DBZ2 Report

More: +
CICS System Selection: Report Qutput:
APPLID . + DDname . . DB2R0001
Image + Print Lines per Page . (1-255)
Group . DB2GROUP +
DB2 System Selection: Report Options:
SSID . + / Process DB2 Accounting records
Image + List records with no DB2 activity
Group + / Long Summary with DB2 maximums
Reports  ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
List / / / /
/ Long Summary / / / /

Short Summary
Report Format:

Title . CICS PA CICS TS V1.3 and DB2 V7.1

Selection Criteria:
Performance

Figure 7-27 Request Long Summary report

We then looked at the Long Summary report listing, as shown in Figure 7-28. We overflowed
to the pool 2089 times.

V1R3MO CICS Performance Analyzer
DB2 - Long Summary
DB2R0001 Printed at 12:00:07 10/14/2003 Data from 10:43:59 10/14/2003 to 10:48:59 10/14/2003 APPLID SCSCPAA1 Page 1
CICS PA CICS TS V1.3 and DB2 V7.1
Avg Max Avg Max Avg Max Avg Max Avg Max
Tran/ Program/ #Tasks/  DB2ConWt DB2ConWt DB2ThdWt DB2ThdWt DB2Rgst DB2Rgqst UserCPU UserCPU Response Response  #Abends
SSID Planname #Threads Time Time Time Time Count Count Time Time Time Time
DB2N PROGDB2N 51545 .0040 L1771 .0000 .0000 17.0 17 .001007 .001552 .0581 1.2871 0
D7Q2 PROGDB2N 51545 Thread Utilization Entry= 49456 Pool= 2089 Command= 0
Classl: Thread Time Avg: Elapsed= .0107 CPU= .000991
Max: Elapsed= 1.2759 CPU= .002685
Class2: In-DB2 Time Avg: Elapsed=  .0011 CPU= .000800
Max: Elapsed=  .5341 CPU= .002499
Buffer Manager Summary Avg: GtPgRg= 3.0 SyPgUp= .0
Max: GtPgRg= 3 SyPgUp= 0
Locking Summary Avg: Suspnd= .0 DeadLk= .0 TmeQut= .0 MxPgLk= 1.0
Max: Suspnd= 1 DeadlLk= 0 TmeOut= 0 MxPgLk= 1

Figure 7-28 Long Summary report of DB2N transaction

In conclusion, we could deduce from the CICS PA long summary report that we should think
about increasing the THREADLIMIT parameter for the DB2ENTRY for DB2N, in an effort to
reduce the number of pool overflows.
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7.6 CICS TS V2.2 and DB2 V7 scenario

194

The goal of this scenario is to show the difference in system resources used by a
non-threadsafe and a threadsafe application running in CICS TS V2.2 and connected to DB2
V7.1. The CICS PA is used to produce reports using the various options available to the DB2
Report Set.

To show the difference in a threadsafe and a non-threadsafe environment, we use two simple
transactions.

» The DB2R transaction which performs 15 fetches from DSN8710.EMP, the sample
employee table supplied with DB2 V7.1. This application is threadsafe and was defined as
such, with the program attribute, CONCURRENCY(THREADSAFE).

» The DB2N performs the same 15 fetches from DSN8710.EMP, but between each fetch
there is a non-threadsafe EXEC CICS command. This application is non-threadsafe and
was defined with the program attribute, CONCURRENCY (QUASIRENT).

The workload was generated using Teleprocessing Network Simulator (TPNS). We used
TPNS to simulate a realistic 3270 workload environment. Two separate runs were carried out,
one with just DB2R transactions running, and one with just DB2N transactions running.

Running the non-threadsafe scenario

The SIT parameter MAXOPENTCBS value was 15, the DB2CONN TCBLIMIT parameter
value was 12 and the DB2ENTRY attribute, THREADLIMIT for DB2N was 10.

For this scenario, we set up another CICS PA group selecting option 3 from the System
Definitions Menu. On the Group screen, we requested a new group called db2grp as shown
in Figure 7-29.

File Edit Filter View Options Help

Groups Row 1 from 1
Command ===> new db2grp Scroll ===> CSR

Select to review the Systems in the Group.

/ Use Group Description
2 DB2GROUP
khhkkkhhkhkhhhhhhhhrhhrhdhhhhhdhrhdhd End Of '|-|St *kkkhkxk *kkkkkkkk k% kkhkkkkhkkhhkkhhkkk

Figure 7-29 Groups
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After the new group was created, we added the systems that we were interested in. Here we
were interested in SCSCPJAB, a CICS TS V2.2 system, and D7Q2, a DB2 V7.1 system. The
screen shown in Figure 7-30 shows the two systems added to our new group.

———————————————————————————— System Definitions -------cecmmmmmmmme o
File Edit Options Help
Systems in this Group Row 1 to 2 of 2
Command ===> Scroll ===> (CSR
Group . . . . . . DB2GRP
Description . . .

/ System + Type Image Description
SCSCPJA6 CICS SC66 System added by take-up
D7Q2 DB2 SC66 System added by take-up

kkhkkkkhkhkkkhhkkkhhkkkhkkhhkkhhkkkhhkhkhhkkkhkkhkxkx End Of ]1St kkkhkkkkhkkkhkhkkkhhkkhhkkhkkhhkkhhkkhkkxkx

Figure 7-30 Systems added to group

To select the transactions we wanted, DB2N and DB2R, we used an Object List. We needed
to create one first. We did this by accessing option of the main screen. We then specified new
DB2TRAN on the Objects Lists screen. The screen in Figure 7-31 was then displayed.

File Edit Confirm Options Help

EDIT Object List - DB2TRAN Row 1 to 1 of 1
Command ===> Scroll ===> CSR

Description . . . . CICS PA Object List
Specify the Object List values:

/ 1st Value 2nd Value Sublist
DB2*

EE R R R T R R R R R T R End Of ]1St R o

Figure 7-31 Object List
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On this screen, we entered a value of DB2*. We could use the Object List as the selection
criteria for a Report Set. First we ran a short summary report as shown in Figure 7-32. We
also selected the Performance selection criteria.

File Systems Options Help

DB2REPS - DB2 Report
Command ===>

More: +
CICS System Selection: Report Qutput:
APPLID . . + DDname . . . . . . . . . DB2R0O001
Image . . + Print Lines per Page . . (1-255)
Group . . DB2GRP +
DB2 System Selection: Report Options:
SSID . . . + / Process DB2 Accounting records
Image . . + List records with no DB2 activity
Group . . + / Long Summary with DB2 maximums
Reports  ----- DB2 Accounting data to include in report ------
Required: Classl Class2 Class3 Buffer Locking DML 1 DML 2
List / / / /
Long Summary / / / /

/  Short Summary
Report Format:

Title . . CICS PA CICS TS V1.3 and DB2 V7.1

Selection Criteria:
s Performance

Figure 7-32 Request Short Summary report

On the Performance Selection Statement screen (Figure 7-33), we specified an Object List of
DB2TRAN.

File Edit Object Lists Options Help

DB2REPS - Performance Select Statement Row 1 of 9 More: >

Command ===> Scroll ===> CSR
Active --------mmmmmo Report Interval ----------o-uum-
Inc Start -------- From ------=--o  —cmemmemn To ---==-----

Exc  Stop MM/DD/YYYY HH:MM:SS.TH MM/DD/YYYY HH:MM:SS.TH

Inc Field --- Value or Range --- Object
/ Exc Name + Type Value/From To List +
INC TRAN DB2TRAN

Figure 7-33 Performance Select Statement screen

We then submitted the Report Set. Part of the listing of the short summary is shown in
Figure 7-34. From this report, we could see that the average response time for the DB2N
transaction was .0410, and that we had an average wait for an open TCB to become available
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of .0020. This indicates that may be we should increase the value of the DB2CONN
parameter, TCBLIMIT.

V1R3MO CICS Performance Analyzer
DB2 - Short Summary

DB2R0001 Printed at 10:17:42 10/11/2003 Data from 09:08:01 10/11/2003 to 09:09:59 10/11/2003 APPLID SCSCPJA6 Page 1
CICS PA CICS TS V2.2 and DB2 V7.1

Tran/ Program/ #Tasks/ ............ Average Elapsed Time......covvee wuunn Average CPU Time..... ..... Average Count....... #Abends
SSID Planname #Threads Response Thread In-DB2 DB2ConWt DB2ThdWt User Thread In-DB2  DB2Reqs GetPage SysPgUpd

DB2N  PROGDB2N 11178 .0410 .0020 .0000  .002269 17.0 0
D7Q2 PROGDB2N 11165 .0255 .0021 .001457 .000804 3.0 .0

Figure 7-34 Short Summary report of DB2N transaction

We then created a Long Summary report (Figure 7-35) to provide more details about the
DB2N transaction. From the Long Summary report, we could see the maximum time our
transaction waited to obtain an open TCB. We could also see that we had overflowed into the
pool 953 times, showing that we should think about increasing the THREADLIMIT value for
the DB2N transaction, if this overflowing to the pool is not expected.

V1R3MO CICS Performance Analyzer
DB2 - Long Summary
DB2R0001 Printed at 11:42:22 10/11/2003 Data from 09:08:01 10/11/2003 to 09:09:59 10/11/2003 APPLID SCSCPJA6 Page 1
CICS PA CICS TS V2.2 and DB2 V7.1
Avg Max Avg Max Avg Max Avg Max Avg Max
Tran/ Program/ #Tasks/  DB2ConWt DB2ConWt DB2ThdWt DB2ThdWt DB2Rgst DB2Rqst  UserCPU UserCPU Response Response  #Abends
SSID Planname #Threads Time Time Time Time Count Count Time Time Time Time
DB2N  PROGDB2N 11178 .0020 .2020 .0000 .0000 17.0 17 .002269 .004864 .0410 .3034 0
D7Q2 PROGDB2N 11165 Thread Utilization Entry= 10212 Pool= 953 Command= 0
Classl: Thread Time Avg: Elapsed=  .0255 CPU= .001457
Max: Elapsed=  .2294 CPU= .002361
Class2: In-DB2 Time Avg: Elapsed=  .0021 CPU= .000804
Max: Elapsed=  .1113 CPU= .001617
Buffer Manager Summary  Avg: GtPgRg= 3.0 SyPgUp= .0
Max: GtPgRq= 3 SyPgUp= 0
Locking Summary Avg: Suspnd= .1 DeadLk= .0 TmeQut= .0 MxPgLk= 1.0
Max: Suspnd= 1 DeadlLk= 0 TmeOut= 0 MxPgLk= 1

Figure 7-35 Long Summary report of DB2N transaction

The DB2 Accounting record Class1: Thread Time is now included in the CICS CPU time.
Therefore, the CICS PA field, UserCPU time will be greater than or equal to the Class 1 time.

Finally, we produced a DB2 List report. The List report shows a detailed list of all network
UOWs with DB2 activity (Figure 7-36).
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V1R3MO CICS Performance Analyzer

DB2 - List
DB2R0001 Printed at 12:11:04 10/11/2003 Data from 09:08:01 10/11/2003 to 09:09:59 10/11/2003 Page
CICS PA CICS TS V2.2 and DB2 V7.1
Tran/ Userid/ Program/ UoW R ..DB2 Wait Time.. DB2 User CPU Response
SSID Authid Planname APPLID Task Seq T Term LUName Connect Thread ReqCnt Time Start Time Stop Time Time
DB2N CICSUSER PROGDB2N SCSCPJA6 63747 1 T <AY4 SCSCPTA2 .0000 .0000 17 .0024  9:08:02.154 9:08:02.244 .0900

D7Q2 CICSUSER PROGDB2N SCSCPJA6 63747 Thread Identification ID=ENTRDB2N0009 NETName=USIBMSC.SCSTPO0O0  UOWID=5CAB94729676
Begin Time: 9:08:02.158 10/11/02 End Time: 9:08:02.243 10/11/02
Classl: Thread Time Elapsed= .0845 CPU= .001541
Class2: In-DB2 Time Elapsed=  .0105 CPU= .000892

Buffer Manager Summary GtPgRq= 3 SyPgUp= 0
Locking Summary Suspnd= 1 DeadlLk= 0 TmeOut= 0 MxPgLk= 1
DB2N CICSUSER PROGDB2N SCSCPJA6 63867 1 T <AY3 SCSCPTA2 .0000 .0000 17 .0022  9:08:03.145 9:08:03.165 .0199

D7Q2 CICSUSER PROGDB2N SCSCPJA6 63867 Thread Identification  ID=ENTRDB2N0012 NETName=USIBMSC.SCSTPO0O  UOWID=5CAB95649CE6
Begin Time: 9:08:03.146 10/11/02 End Time: 9:08:03.164 10/11/02

Classl: Thread Time Elapsed= .0185 CPU= .001447

Class2: In-DB2 Time Elapsed=  .0009 CPU= .000775

Buffer Manager Summary GtPgRg= 3 SyPgUp= 0
Locking Summary Suspnd= 0 DeadLk= 0 TmeOut= 0 MxPgLk= 1
DB2N CICSUSER PROGDB2N SCSCPJA6 63973 1 T <AY4 SCSCPTA2 .0000 .0000 17 .0022  9:08:03.997 9:08:04.015 .0186

D7Q2 CICSUSER PROGDB2N SCSCPJA6 63973 Thread Identification  ID=ENTRDB2N0012 NETName=USIBMSC.SCSTPOO0  UOWID=5CAB9634A394
Begin Time: 9:08:03.998 10/11/02 End Time: 9:08:04.014 10/11/02
Classl: Thread Time Elapsed= .0160 CPU= .001432
Class2: In-DB2 Time Elapsed=  .0009 CPU= .000782
Buffer Manager Summary GtPgRg= 3 SyPgUp= 0
Locking Summary Suspnd= 0 DeadLk= 0 TmeOut= 0 MxPgLk= 1

™ >

Figure 7-36 List report of the DB2N transaction

We changed the SIT parameter, MAXOPENTCBS to 20, the DB2CONN parameter,

TCBLIMIT to 20 and the DB2ENTRY attribute, THREADLIMIT for DB2N to 20. We ran the

tests again and collected the SMF records. We used the Long Summary report to display the

results of this new test (Figure 7-37).

V1R3MO CICS Performance Analyzer
DB2 - Long Summary

DB2R0001 Printed at 13:29:57 10/11/2003 Data from 12:25:59 10/11/2003 to 12:28:43 10/11/2003 APPLID SCSCPJA6 Page
CICS PA CICS TS V2.2 and DB2 V7.1

Avg Max Avg Max Avg Max Avg Max Avg Max
Tran/ Program/ #Tasks/  DB2ConWt DB2ConWt DB2ThdWt DB2ThdWt  DB2Rgst DB2Rgst  UserCPU UserCPU Response Response  #Abends
SSID Planname #Threads Time Time Time Time Count Count Time Time Time Time
DB2N  PROGDB2N 15436 .0000 .0000 .0000 .0000 17.0 17 .002276 .006128 .0410 .7160 0
D7Q2 PROGDB2N 15436 Thread Utilization Entry= 15436 Pool= 0 Command= 0
Classl: Thread Time Avg: Elapsed=  .0297 CPU= .001458
Max: Elapsed=  .6947 CPU= .002273
Class2: In-DB2 Time Avg: Elapsed= .0028 CPU= .000807
Max: Elapsed= .1031 CPU= .001649
Buffer Manager Summary  Avg: GtPgRg= 3.0 SyPgUp= .0
Max: GtPgRg= 3 SyPgUp= 0
Locking Summary Avg: Suspnd= .1 DeadLk= .0 TmeQut= .0 MxPgLk= 1.0
Max: Suspnd= 1 DeadLk= 0 TmeOut= 0 MxPgLk= 1

Figure 7-37 Long Summary report of the DB2N transaction

From this report, we could see that we had reduced the DB2ConWt to 0 and the number of

overflows to the pool to 0.
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Running the threadsafe scenario

We then ran the DB2R transaction with the same system setup. The SIT parameter,
MAXOPENTCBS parameter was 15, the DB2CONN parameter, TCBLIMIT was 12 and the
DB2ENTRY attribute, THREADLIMIT for DB2R was 10.

The Short Summary report is shown in Figure 7-38.

V1R3MO CICS Performance Analyzer

DB2 - Short Summary
DB2R0001 Printed at 13:59:48 10/11/2003 Data from 13:40:59 10/11/2003 to 13:43:33 10/11/2003 APPLID SCSCPJA6 Page 1
CICS PA CICS TS V2.2 and DB2 V7.1
Tran/ Program/ #Tasks/ ............ Average Elapsed Time.......coveee oot Average CPU Time..... ..... Average Count....... #Abends
SSID Planname #Threads Response Thread In-DB2 DB2ConWt DB2ThdWt User Thread In-DB2  DB2Reqs GetPage SysPgUpd
DB2R PROGDB2R 14346 .0150 .0001 .0000 .001958 17.0 0
D7Q2 PROGDB2R 14346 .0066 .0023 .001096 .000691 3.0 .0

Figure 7-38 Short Summary report of the DB2R transaction

Looking at this report, we could see that the average response time is .0150. Even though we
used the same number of open TCBs, we had a much smaller value for the CICS PA field,
DB2ConWt. We then looked at the Long Summary report as shown in Figure 7-39.

V1R3MO CICS Performance Analyzer
DB2 - Long Summary
DB2R0001 Printed at 14:08:55 10/11/2003 Data from 13:40:59 10/11/2003 to 13:43:33 10/11/2003 APPLID SCSCPJA6 Page 1
CICS PA CICS TS V2.2 and DB2 V7.1
Avg Max Avg Max Avg Max Avg Max Avg Max
Tran/ Program/ #Tasks/  DB2ConWt DB2ConWt DB2ThdWt DB2ThdWt DB2Rgst DB2Rqst  UserCPU UserCPU Response Response  #Abends
SSID Planname #Threads Time Time Time Time Count Count Time Time Time Time
DB2R PROGDB2R 14346 .0001 .0295 .0000 .0000 17.0 17 .001958 .005792 .0150 .2570 0
D7Q2 PROGDB2R 14346 Thread Utilization Entry= 14309 Pool= 37 Command= 0
Classl: Thread Time Avg: Elapsed=  .0066 CPU= .001096
Max: Elapsed=  .2064 CPU= .004563
Class2: In-DB2 Time Avg: Elapsed=  .0023 CPU= .000691
Max: Elapsed=  .1983 CPU= .004140
Buffer Manager Summary  Avg: GtPgRg= 3.0 SyPgUp= .0
Max: GtPgRg= 3 SyPgUp= 0
Locking Summary Avg: Suspnd= .0 DeadLk= .0 TmeQut= .0 MxPgLk= 1.0
Max: Suspnd= 1 DeadLk= 0 TmeOut= 0 MxPgLk= 1

Figure 7-39 Long Summary report of DB2R transaction

The number of transactions that overflowed to the pool were reduced without the need to
change any other parameters.

In conclusion, we could see the improvement in CICS DB2 performance and system
resources when running in a threadsafe environment quickly with the use of the CICS PA DB2
reports.

Chapter 7. Tuning the CICS DB2 attachment facility =~ 199



7.7 Extracting CICS DB2 records

To extract CICS DB2 performance records, we need to define a Report Form. We selected
option 3 on the Primary Options Menu, and then arrived at the Report Forms screen. As
shown in Figure 7-40, we created a new Report Form called db2perf.

File Confirm Samples Options Help
""""""""""""""""""" Report Forms  Rowltolof I
Command ===> new db2perf Scroll ===> CSR
Report Forms Data Set . . : CICSLS5.CICSPA.FORM
/  Name Type Description Changed 1D

Figure 7-40 Creating a report form

We were then given the option of which APPLIDs we are interested in extracting. We
requested an APPLID of SCSCPAA1 and a form type of List (Figure 7-41).

———————————————————————————— Report Forms -----------cmmmmmmmmemm o
File Systems Options Help

New Report Form
Command ===>

Specify the name of the new Report Form and its options.

Name . . . . .. DB2PERF
APPLID . . . . . SCSCPAA1 + Version (VRM) . . 530
MVS Image . . .
Field Categories

Form Type or Model . . 1 1. List

2. List Extended (Sorted)

3. Summary

4. Model (specified below)
Model

Figure 7-41 List type of Report Form

The List Report Form screen (Figure 7-42) was displayed. From here, we chose which fields
we wanted to extract. Since we were interested in CICS DB2 performance, we needed to
move the DB2 fields we had available before the EOX line.
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File Edit Confirm Upgrade Options Help

EDIT LIST Report Form - DB2PERF Row 1 of 220 More: >
Command ===> Scroll ===> CSR

Description . . . List Report Form Version (VRM): 530

Selection Criteria:

Performance
Field
/ Name + Type Description
TRAN Transaction identifier
PROGRAM Program name
RESPONSE Transaction response time
CPU TIME CPU time

DB2CONWT TIME DB2 Connection wait time
DB2RDYQW TIME DB2 Thread wait time

DB2REQCT DB2 requests
DB2WAIT  TIME DB2 SQL/IFI wait time
RMIOTIME Resource Manager Interface (RMI) other time

RMISUSP  TIME Resource Manager Interface (RMI) suspend time
RMITIME  TIME Resource Manager Interface (RMI) elapsed time
EOX mmmmmmmmm - End of Extract ---------------

Figure 7-42 List Report Form screen

We created another report set. Here we chose Export. The next screen showed the Exports
screen, where we specified the Form we just created (Figure 7-42), along with the data set
we were using to export the data (Figure 7-43).

File Filter Edit Systems Options Help

DB2REP2 - Exports Row 1 from 1
Command ===> Scroll ===> CSR
---- System Selection ----- Selection
/ Exc APPLID + Image + Group + Recap Form + Criteria
DB2GROUP ~ EXPT0001  DB2PERF NO
Qutput Data Set . . 'CICSLS5.DB2.EXPORT'
khhkkkhkhhkkhhhhhhhrhhrhdhhhhhhdhrhdrd End Of '| -I St *kkkhkxk *kkkkkkk ok kK kkhkkkkkhhkkhhkkhk

Figure 7-43 EXxports screen

We were only interested in the CICS transactions DB2N and DB2R, so we selected them in
the Performance select statement as shown in Figure 7-44.
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File Edit Object Lists Options Help

DB2REP2 - Performance Select Statement Row 1 of 10 More: >

Command ===> Scroll ===> CSR
Active ---------mmmn Report Interval ----------------
Inc  Start -------- From ---------  —-cem- To ----------

Exc  Stop MM/DD/YYYY HH:MM:SS.TH MM/DD/YYYY HH:MM:SS.TH

Inc Field --- Value or Range --- Object
/ Exc Name + Type Value/From To List +

INC TRAN DB2N

INC TRAN DB2R

Figure 7-44 Performance Select Statement screen

We then submitted this Report Set and then viewed the job output. The extract informed us of
how many records we had extracted. In Figure 7-45, you see that we extracted 11,855

records.
VIR3MO CICS Performance Analyzer
Performance List
EXPTO001 Printed at 16:43:42 10/14/2003 Data from 13:41:59 10/11/2003 APPLID SCSCPJA7 Page 1

CPAOEX01 Extract has completed successfully
Data Set Name . . . . CICSLS5.DB2.EXPORT
Record count . . . . 11,855

Figure 7-45 Record count of extracted records

We then viewed the output data set using ISPF. Figure 7-46 shows the output.

Tran;Program;Response;User CPU Time;DB2ConWt Time;DB2ThdWt Time;DB2 Reqs;DB2SQLWt Time;RMIOther;RMI Susp Time;RMI Elap Time

DB2R;PROGDB2R;  .0036;  .0018;  .0000;  .0000; 17; ~ .0000;  .0000;  .0000; .0017
DB2R;PROGDB2R; ~ .0035;  .0017;  .0000;  .0000; 17;  .0000;  .0000; .0000; .0015
DB2R;PROGDB2R; ~ .0046;  .0017;  .0000;  .0000; 175 .0000;  .0000;  .0000;  .0017
DB2N;PROGDB2N; ~ .0119;  .0027;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0020
DB2R;PROGDB2R; ~ .0028;  .0018;  .0000;  .0000; 17; ~ .0000; .0000; .0000; .0014
DB2N;PROGDB2N;  .0068;  .0020;  .0000;  .0000; 175 .0000;  .0000;  .0000;  .0022
DB2R;PROGDB2R; ~ .0042;  .0020;  .0000;  .0000; 17;  .0000;  .0000;  .0000;  .0021
DB2R;PROGDB2R; ~ .0036;  .0020;  .0000;  .0000; 17;  .0000;  .0000; .0000; .0024
DB2R;PROGDB2R; ~ .0026;  .0019;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0016
DB2R;PROGDB2R; ~ .0090;  .0018;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0018
DB2R;PROGDB2R; ~ .0092;  .0022;  .0000;  .0000; 17; ~ .0000;  .0000; .0000; .0052
DB2R;PROGDB2R; ~ .0094;  .0021;  .0000;  .0000; 17, .0000;  .0000;  .0000; .0019
DB2R;PROGDB2R;  .0056;  .0018;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0022
DB2R;PROGDB2R; ~ .0083;  .0019;  .0000;  .0000; 17;  .0000;  .0000; .0000; .0036
DB2R;PROGDB2R; ~ .0084;  .0018;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0018
DB2R;PROGDB2R;  .0076;  .0019;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0034
DB2N;PROGDB2N; ~ .0267;  .0029;  .0000;  .0000; 17;  .0000;  .0000; .0000; .0030
DB2R;PROGDB2R; ~ .0044;  .0020;  .0000;  .0000; 17;  .0000;  .0000;  .0000;  .0017
DB2R;PROGDB2R;  .0042;  .0017;  .0000;  .0000; 17;  .0000;  .0000;  .0000; .0021
DB2R;PROGDB2R; ~ .0073;  .0019;  .0000;  .0000; 17;  .0000;  .0000; .0000; .0045

Figure 7-46 Extract of CICS DB2 data

We then transferred the data set down to a PC using the Personal Communications emulation
program file transfer.
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The transfer options we used in Personal Communications were the name of the host file and
the name for the PC file that should be placed in the appropriate directory and should be
called .TXT. The transfer type was text. We imported the data into Microsoft Excel.

We started Microsoft Excel and clicked File -> Open. We selected the file we wanted to open.
Then the Text Import Wizard screen opened. Here, we chose Delimited and then
Semicolon. Semicolon was the delimiter we used when creating the extract file in CICS PA.

After we had the data in Microsoft Excel, we created a chart. As shown in Figure 7-47, we
produced a graph that shows the average CPU Time for the DB2N and the DB2R
transactions we ran earlier. It also shows the improvement in CPU times for DB2R over
DB2N.
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Figure 7-47 CPU Time by transaction

7.8 Conclusion

Using a set of CICS PA reports and extracts, we showed the performance advantages of
using the threadsafe environment as opposed to a non-threadsafe. We also showed how you
can tune the MAXOPENTCBS SIT parameter, TCBLIMIT DB2CONN parameter, and
THREADLIMIT DB2Entry parameter to improve overall performance or the performance of a
specific transaction.
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WebSphere MQ

With the new WebSphere MQ report, CICS Performance Analyzer (PA) 1.3 offers the
possibility to produce comprehensive reports containing detailed information about the MQ
application programming interface (API) calls that are executed in CICS transactions. This
chapter provides an overview of the new reports that can be produced from the MQ storage
management subsystem (SMF) 116 accounting records written only from CICS transactions.

First we give a brief overview of MQ accounting trace records and describe the MQ provided
sample transactions that we used. Then we go through a scenario. We show the content of
MQ list and summary reports and how CICS performance data can be related to MQ reports.
We also provide a sample of a Transaction Temporary Storage Usage Summary report.
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8.1 Overview

CICS PA MQ reports use the WebSphere MQ accounting data included in an SMF type 116
record to provide a performance analysis of the CICS transactions that access an MQ queue
manager. WebSphere MQ accounting records are produced when the Accounting Trace
component of WebSphere MQ is activated. MQ traces can be selected by class. There are
two possible classes for an MQ accounting record:

» Class 1 records contain the CPU time spent processing WebSphere MQ API calls and the
count of MQGET and MQPUT calls.

» Class 3 records contain enhanced accounting and statistical data for each task at thread
and queue level.

There are two types of CICS PA MQ reports:

» CICS PA MQ List report: This report provides a detailed trace of the WebSphere MQ
accounting records, reporting the comprehensive performance data contained in the
Class 1 and Class 3 records.

» CICS PA MQ Summary report: This report provides an analysis of the MQ system and
queue resources used and the transactions they service. The data can be summarized by
CICS transaction ID or MQ queue name or both.

CICS PA 1.3 supports the WebSphere Accounting and statistical data from MQSeries for
0S/390 Version 5.2 and from IBM WebSphere MQ for z/OS Version 5.3 and 5.3.1.

8.2 Environment
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We started CICS region CICSLSAS that connects to a WebSphere MQ queue manager. The
SSID of the MQ subsystem is MQFI. The name of the queue that we used is CICSPA.MQ. We
did not run a workload but decided to use the MQ provided sample transactions to see the
result of the execution of these transactions in the CICS PA MQ reports.

The sample MQ transactions are:

» MVPT executes program CSQ4CVK1 that is a sample program to put a number of
messages to a queue.

» MVGT executes program CSQ4CVJ1 that is a sample program to get a number of
messages from a queue. These messages are written to a CICS temporary storage
queue.

The transaction syntax is:

MVPT, nummsgs,padchar,msglength,persistence,qgname
MVGT , nummsgs, gettype,syncpoint,gname

Note the following explanation:

nummsgs is the number of messages written to or read from the queue.
padchar is the character that will be written to the message buffer.
msglength is the length of the message.

persistence is P for a persistent message or N for a non-persistent message.
gname is the name of the queue.

gettype is B for a BROWSE-GET or D for a DESTRUCTIVE-GET.
syncpointis S for a SYNCPOINT or N for NO-SYNCPOINT.
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8.3 CICS changes

Authorized program analysis report (APAR) PQ76703 adds some new monitoring and
statistics functions to CICS TS 2.2. Refer to the list of enabling PTFs in Table 2-1 on page 26.
One of the new options specifies whether you want additional monitoring performance class
data to be collected for the resource managers used by your transactions. This way, the time
spent in the External Resource Managers (ERM) is added in different new Resource
Manager Interface (RMI) fields in the CMF Performance class record. This option is activated
via a new RMI parameter on the TYPE=INITIAL macro of the MCT.

Before running this scenario, we assembled the MCT that is shown in Example 8-1. It shows
the specification of the RMI=YES parameter and the suffix that we specified for the MCT
parameter in the SIT or SYSIN overriding at CICS initialization.

Example 8-1 MCT with RMI=YES

// JOB
/*JOBPARM SYSAFF=SC66
//PLEASE EXEC DFHAUPLE,INDEX='CICSTS22.CICS',

// INDEX2="'CICSTS22.CICS'

//ASSEM.SYSUT1 DD *

RMI DFHMCT TYPE=INITIAL, *
APPLNAME=YES, *
FILE=10, *
RMI=YES, *
SUFFIX=RM

DFHMCT TYPE=FINAL
END
//LNKEDT.SYSLMOD DD DISP=SHR,DSN=CICSSYSF.APPL62.LOADLIB
//LNKEDT.SYSIN DD *
NAME DFHMCTRM(R)

This scenario includes the MQ RMI field in the reports that we print with CICS PA.

8.4 MQ accounting trace

Before we ran the sample MQ transactions, we started the MQ traces by entering the
command:

- MQFI START TRACE(ACCTG) DEST(SMF) CLASS(01:03)

From a CICS terminal, we ran the following transactions:

MVPT,500,*,40,P,CICSPA.MQ
MVPT,100,*,400,N,CICSPA.MQ
MVGT,100,B,N,CICSPA.MQ
MVGT,100,D,N,CICSPA.MQ
MVPT,50,*,50,P,CICSPA.MQ
MVPT,50,*,1400,P,CICSPA.MQ
MVGT,100,D,N,CICSPA.MQ
MVGT,100,D,N,CICSPA.MQ
MVGT,100,D,N,CICSPA.MQ
MVGT,100,D,N,CICSPA.MQ

YVYVYVYVYVYVYVYYVYY
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» MVGT,100,D,N,CICSPA.MQ
» MVGT,102,D,N,CICSPA.MQ

On the run of the last transaction, the MVGT transaction returned following message on the
screen:
MQGET 000000101 failed * CC : 000000002 * RC : 000002033 *

We received a return code of 2033 indicating that no messages were available.

We switched the SMF data sets and copied the CICS and MQ records to a separate data set
called BARI.SMFDATA.MQ4. We used this data set as input for the CICS PA Take-up
function. From the CICS PA Primary Option Menu, we selected option 1 (System Definitions),
and then option 4 (Take-up). Next, we entered the data set name as shown in Figure 8-1.

File Options Help

Data Take-Up from SMF
Command ===>

Specify the SMF File for data take-up.

Data Set Name . . . BARI.SMFDATA.MQ4

Specify details if data set is not cataloged:

UNIT . . . .