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Agenda

= Disk

= DS8800
= SVC

= SVC Update

= Storwize — V7000
= Tape

= LTOS5

= QOutlook



Introducing the DS8800
4"h-generatiorDS8000 enterprise disk platform

= Faster hardware throughout
= Higher capacity with more efficient footprint
= Exceptional reliability for critical workloads

Announced on October 7...
Generally Available on November 19

POWERG6
BUILT ON

DS8800



4th-generation DS8000 enterprise disk system

The IBM POWER processor has been behind the successIiBM
enterprise storage beginning with the Enterprise Staage Server
in 1999

2004 2006 2009

| pPowers | | pPowers+ | | POWER6

DSS000 DS8000 DS8700 DS8800

Turbo

Binary Compatibility
DS8800 builds on a market-proven, reliable code base!



DS8000 family models

Two base models with scalable controllers and capacity

*POWERSG controllers (2-way and 4-way)
*4 Gb/s and 2 Gb/s host and device adapters
«3.5” Enterprise Fibre Channel drives

*POWERG+ controllers (2-way and 4-way)
*8 Gb/s host and device adapters
«2.5” Enterprise SAS-2 drives
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DS8800 hardware upgrades

Higher performance and efficiency

Compact and highly efficiency drive enclosures
*New 2.5”, small-form-factor drives
*6 Gb/s SAS (SAS-2)
*New enclosures support 50% more drives

> Drive enclosures

*Upgraded processor complexes ower | B
«|BM POWERG6+ for faster performance  supplies 4 Management
«Upgraded I/O adapters ontialore.

8 Gb/s host adapters
*8 Gb/s device adapters

Batteries < > I/O drawers

*More efficient airflow
*Front-to-back cooling
*Aligns with data center best practices

Front view
(cover removed)

Dramatic efficiency and performance benefits



Disk enclosure comparison
New high-density enclosures

. - ="
IBM TSM Useroranr2010

= Disk Technology
= 3.5” (LFF) Fibre Channel
= Throughput
= 2Gbps FC interconnect backbone
= 2Gbps FC to disks
= Density
= Supports 16 disks per enclosure
= 3.5U of vertical rack space
= Cabling
= Passive copper interconnect
= Modularity
= Rack level power
= Rack level cooling

= Disk Technology
—2.5" (SFF) SAS
= Throughput
—8Gbps FC interconnect backbone
—6Gbps SAS to disks
= Density
— Supports 24 disks per enclosure
—2U of vertical rack space
= Cabling
— Optical short wave multimode interconnect
= Modularity
— Integrated power
— Integrated cooling

uu !H H\HW g‘
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Storage efficiency with space-saving design
Saving money with high-density drives, enclosures, frames

More drives in 60% floor space
Client feedback is very positive on space-saviegigh ’ .

*Small-form-factor drives
*High-density drive enclosures
*Almost double the drives in same frame footprint

DS8700

*Benefits
*More effective consolidation can lower operating 1,024 drives
costs

*Support more workloads with smaller footprint
*Reduce number of systems to manage
*Reduce power and cooling costs

e ™

*~ 90% more drives in a
single frame

*More drives in 60% floor

Extremely POSItive Qient feedback about substantial footprint reduction
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= SVC

= SVC Update
= Storwize — V7000
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C v6 - New SVC GUI

= Web 2.0 based, connect direct to cluster management IP address
= No dedicated SVC GUI server / SSPC / Master Console needed

rage
File Edit View History Bookmarks Tools Help File Edit View History Bookmarks Tools Help

© cxauvw O cxavw
[0 18 - v5. 1.5 - 18M System Storage SA. [ classsvc - Home - 1814 SAN Volu... [ Jma-ssvc-nmsm-mnsn_. -

https: f/9.62.30. 189/home #start

ey
IBM SAN Volume Controller Welceme, dpruitt (4 users enline) About | Logout IBM SAN Volume Controller

UL

Welcome, dpruitt (2 users onli

ClassSVC > Home > Getting Started Pools

MDisks Migration

Storage System Filter

controller3

i) DS4500

| DS4500
ok I 1EM
2 0 Internal Drives 29 Fibre-Channel i 1742-900
1 e Hosts - - — —
| — =" “ DS6K_Student A3 Detest MDisks 1= Action Fiter
@ 79 MDisks 19 Pools 25 Volumes . @ [ Naie & statie [ Capacety, Mode Storage Pool LU
. ‘\._4.) | Demo_20G8_DS4K Oniine 20068 Image IG_MDG_700
. Demo_4068_DS4K Onine 40.06G8 Image IG_MDG 700 000000000000(
| 4 External 0iSCSI Hosts - =
SEfage s e TEAMO_Diski Onine 2068 Unmanaged 000000000000
m > TEAMO_Diskz Onine 2068 Unmanaged 000000000000(—|
= TEAMO_MG Online. 2068 Unmanaged 000000000000(
. TEAM1_Diskt & onine 2068 U 000000000000(
H ". Overview 1 _Dis) nmanaged
% TEAMI_Disk2 Onine 2068 Unmanaged 000000000000(
E @ Watch e-Learning: Overview TEAMI_ING Onine 2068 Unmanaged 000000000000
o 3 o B onine
o # TEAM?_Diskt niin 2.068 Unmanaged 000000000000(
142 , B on
The diagram represents all of the objects that need to be configured. To learn more about each object, dick the icon in the i ot s =hc:tinmenaged “W"“""""WD“
diagram. For selected objects, e-Learning modules include a tutorial of the steps that are required to complete the task. TEAMZ MG Onine 2068 Unmanaged ooouonnongool]
To configure these objects, sither select the associated task from Suggested Tasks or use the icons in the |eft navigation. il i | [E3)

} Visit the Information Center Showing 32 mdisks | Selecting 0 mdisks

Connectivity ) (1 EEE Tt &) 0 Running Tasks !

https://3.82.30. 183/home#start a8l Done

= a o @ 0 Running Tasks |_j
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IBM SVC Tiered Storage

= Lowest Watt/ IOPS

& footprint / IOPS

SSD RAID Array(s)

IBM SAN Volume
Con_troller o

. 4
Database

= Lowest €/ I0PS

FC/SAS RAID Arrays

SATA RAID Arrays
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SVC Easy Tier

Sub-LUN optimized Data Placement!

1111 - Lowest Watt / IOPS

& footprint / IOPS
SSD RAID Array(s)

D000« Lowestes ops

FC/SAS RAID Arrays

IBM SAN Volume
Con_troller B

2,
4

=

A
e

= Lowest €/ GB

SATA RAID Arrays

12



Example — Easy Tier Impact

20

18

16

N

N

Vor Migration:
~9.13msec

Nach ca. 5 Stunden

Migration:

ODurchsehnittlichd Antwortzeit [mS}

~ 4 msec

Maximalste Verbesserung
/ der Antwortzeit auf 2 msec

ML, . 1
8 s ’ s
L, o RN 1 5 .
) LT W R ry 1 3

Migration beginntnach1h - ca. 4% der Daten verschoben
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Storwize — V7000

» Enclosures contain up to twelve 3.5” or twenty-
four 2.5” drives in just 2U

= Control enclosure: dual active-active controllers
and drives; Expansion p—
enclosure: drives only o

» Up to nine expansion enclosures attach to o
control enclosure

= Mix drive sizes and HDD/SSD in enclosure

» Eight 8Gbps FC ports plus four 1Gbps iSCSI
ports per controller pair; 16GB cache per

controller pair Software inherited from prior offerings plus enhancements

N e advanced software functions FroVernBM software functionalities

* New GUI (easy-to-use, web based) » Easy Tier({dynamic HDD/SSD management)

» RAS services and diagnostics "RAIDO, 1, 5,6, 10

= Additional host, controller and ISV interoperalyilit = Storage virtualizatiointernal and external disks)
= Integration with IBM Systems Director = Non-disruptive data migration

= Enhancements to TPC, FCM and TSM support = Global & Metro Mirror

» FlashCopy up to 256 copies of each volume

» Thin provisioning



Start Small and Grow Easily

Scale U p can be intermixed in
i i Easily add up to 9 expansion an enclosure
Drive choices losares o
= 2.5-inch (SFF) - atl)n 2 -bay pe t
_ 300GB 10K RPM SAS Expand capacity up to 240TB can be intermixed in a system

— 450GB 10K RPM SAS
— 600GB 10K RPM SAS
» 3.5-inch (LFF)
— 2TB 7,200 RPM NL-SAS

- Solid-State (SFF) =
— 300GB SAS m
=
=
O
Start small

One 24-bay control enclosure

Availability: November 12, 2010: Systems with ugfitee enclosures (up to 120 drives or 120TB) plusml storage
March 2011: Systems with up to ten enclosures ¢upi0 drives or 240TB) plus external storage
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Fresh New User Interface
Based on the well-received XIV interface

test > Getting Started System

%\recommendaﬁony
| i= Recommended Actions ¥ |

24 Internal

Drives L& @ E%
9 MDisks 4 Podls 20 Velumes

2 External 2 i5CSI Hosts
Storage Systems

“' Overview

@ watch eLearning: Overview

-

3 Fibre-Channel
Hosts

K

Integrated video
instruction

Celmitlas

Welcome!

The diagram represents all the objects that you need to create for virtual storage environment. To learn more about each
object and how it relates to overall environment, dick the icon for the ebject. To configure these objects, select a task fram
Recommended Actions. For selected actions and objects, e-Learning modules include a tutorial of the steps that are
required to complete the task.

F Visit the Information Center .
Link to more

information if needed

A Connectivity ] 1 % | O @ 1 Running Tasks

Visual task flow

guidance

System status
always available




Director Storage Control

Application
server

iISCSI/FC

FlashCopy
Manager

—» Backup path
— Restore path

HITACHI
N

Restore

= For smaller clients looking for easy-to-
use, scalable storage with intelligent
support for their business applications

» |BM offers an integrated solution formed
from extraordinary building blocks
— Scalable storage
— Efficient utilization of space
— Application-integrated data protection
— Simple manageability
— Virtualization of external disks
= For clients with IBM servers, a single
point of management for both servers
and storage



iISCSI/FC
FlashCopy

. ' T e
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FastBack agent

IP Replication

* For clients looking to
expand the intelligent
— _
support for their

business applications

—» Backup path

— Restore path

t
Mol \&

[

|

across sites for disaster
recovery protection

= |[BM offers

(SAS/NL-SAS) — IP replication

— Fibre Channel Mirroring
— Enterprise SAN-wide
management
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Storwize V7000 - Solutions at a Glance

T - ?\. : %
orén2010

Producti ity Center

TSM Admin Center

Application Local \ [ \
server Primary FlashCopy
data Versions
iISCSI/FC R FC Mirroring
g -~ (Sync or Async)
FlashCopy
Manager

Instant
Restore

Or
FastBack age
IP Replication

(SAS/NL-SAS)

Application
data

FastBack age EMC 1= | ©Sun
HITACHI) [ EMC' newrp)) \EETL) ‘
—» Backup path :
) Mo
— Restore path [‘ﬂ @9 ‘Bult) | rujimsu ?ﬂlﬂ

= For clients looking
to integrate with
enterprise recovery
management or to
extend these
solutions to data not
currently stored on
Storwize V7000

= |BM offers

— Application-integrated
software snapshot for
external data

— Unified recovery
management with
Tivoli Storage Manager

ProtecTIER
deduplication
gateway

il Y~_Storwize /7000
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= Tape
= LTOS
= Qutlook



IBM Ultrium 5

= New IBM LTO Ultrium Generation 5 Tape Drives: I

= 1.5 TB Native Physical Capacity (3.0 TB
compressed)

= Up to 140 MB/s native data transfer rate
= Encryption capable
= Media partitioning
= New: Long Term File System
= SAS at 6 Ghit/sec
= FC at 8 Gbit/sec
= Dualport

= Capability to Read/Write Ultrium 4 and read Ultrium 3
cartridges

= Multiple format support — customers can reuse
existing media

= Roadmap over 8 Generations to 12.8 TB
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e~
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i

LTO Ultrium Roadmap fur acht Generationen

wrrRIBAR Eight-Generation Roadmap
>

Generation 1 Generation # Generation 3 Generation 4 tfenéeratmn B ge_rnéarahﬂn [ Gen;_ral:mn F Genesation 8

Compressed Capacily 200 G 400 GR 1.6 TE aT 32TR

Mative Capacity 100 GB 200 GE 400 GB B0 GE 1578 3Z2TE 6.4 TE 12878
Compressed Data Rate up to 40 MB/s | up to B0 MB/s | up to 160 MB/s| up to 240 MB/s]up to 280 ME/] up to 525 MBis| up to 788 MEB/| up to 1180 MB/s
MNative Data Rate up to 20 MBfs | up to 40 MBfs |uvp to 80 MB/s | up to 120 MBis]up to 140 MBS up to 210 MBfs| up to 315 MBS up to 472 MBS

Hole: Compressed capacitios for generations 1-5 assume 2:1 compression. Compressed capacities for gonerations 6-8 mi &5 1 comprofsion (achigved with lager compaession history butfer),
Sowrces  The LTO Program. The LTO Witrium roadmap s subject to change without notice and represents goals and ives anly.

2000 2002 2004 2007 2010
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Long Term File System Example - The Smarter Tape

= Efficient: can utilize new dual-partition planned for LTO Gen-5
= Index partition and data partition: Mount a tape as if it was a hard drive

= Self describing tape enabling hierarchical directory structure, file names, file
properties, metadata files, fast search indexes, domain-specific information

BOT : EOT

F123DesrLocl1344

Partition O
Guard Wraps

-
-

Partition 1 m

Potential Applications;

»\/ideo archive and individual scene access

»Design and drawing content for manufacturing, architecture, and more
»*Medical / Health industry images

=e-discovery



Enterprise Tape Drive Roadmap

Technology Demonstratior]
1 TB - April , 2002 |
8 TB —May, 2006
35 TB —Jan 2010

3592 Model
M/T Model

Native capacity

Data transfer rate MB/S
With Compression

Cartridge Type
WORM

Encryption

Sever Attachment

Genl
3592

300 GB

40
Up to 120

JI/IA
JR/IIW

N/A

Fibre
FICON
ESCON

Gen 2
TS1120
500 GB
700 GB

100
Up to 300

JJ/IA/IB
JRIIW

Yes

Fibre
FICON
ESCON

Gen 3
TS1130

640 GB
1TB

160
360 +

JJ/IA/IB
JR/IIWIIX

Yes

Fibre
FICON

Gen 4 Gen 5 Gen 6
>1TB
>=3TB 5TB 8 TB
240 min 360 min 540 min
JA/JB/JC JB/JC JB/JC/JD
JW/IXIIY IXIIY IXNIYIIZ
Yes Yes Yes
Fibre Fibre Fibre
FICON FICON FICON



Demonstration shows. Tape can sustain roadmap for at Ieast another decade whlle
maintaining a cost advantage over other storage technologies.



Magnetic Tape (R)evolution

Product / Year: IBM 726 /1952 JAG3 /2008 LTO6 /2012 enip 2010
Capacity: 2.3MByte 1TByte 3TByte 35TByte
Areal Density: 1400 bit/ih 790Mbit/ir? 1.87Ghit/ir?
29.5Ghit/ir?
100 bit/in 343 kbit/in 488 kbit/in 5Kbit/in

Linear Density:

25x

iIncrease

Track density increasewill be the key
contributor for future tape capacity







