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Introduction

All systems use different methods to manage their work and different terms to describe
their various functions. The IBM® iSeries™ system is no exception. It is important to
know how the iSeries environment manages its work, and the terminology used for its
functions, to make better use of the system.

"Work management” is the term used to describe the functions that manage work on the
iSeries system. This course will address terminology, functions, and diagnostic
procedures that can be used to make the best use of your iSeries system.
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Agenda

®i5/0S jobs

*Subsystems and storage pools
®*Commonly used functions
*Debugging and diagnostics

*Performance basics

Agenda

In this course, you will become familiar with work management concepts and
terminology. We will discuss the two types of work (or processing) the iSeries system
does (interactive and batch). We will also explain what a job is, some of its
characteristics, and the types of jobs that can run on the iSeries system. You will come
to understand what a subsystem is, the relationship between a job and subsystem, and
basic debugging and diagnostic techniques related to work management.
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Objective and importance

Objective:
*Manage tasks by:
®Prioritizing
®Improving response time
®Improving system throughput
®Allocate resources:
®*Processor cycles
*Memory

Importance:
®*Better manage iSeries system
®Quickly address problems

Objective and importance

Work management encompasses the fundamental issues of how work gets done within
the iSeries system. Although the terminology might be unfamiliar, the concepts related to
what is going on within the system will be apparent. Work management is also
important so that you can optimally utilize the system's resources to gain the most
efficient throughput of applications on the system. As you will see, a basic understanding
of these concepts will be essential for procedures such as debugging an application and
performance tuning.
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15/0S jobs

I15/0S jobs

It is important to understand the nature of the various jobs that run in an IBM i5/0S®
operating system on an iSeries system. This section of the course will establish these
job concepts.
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Jobs and threads

A unit of work managed by i5/0S
® Single-threaded job
® Multithreaded job
® Individual tasks or user requests

® Dispatched separately @
® Managed separately
® Assigned processor cycles Job-1 Job-2 %
Job-3
Job-4

Jobs and threads

As mentioned earlier, a job is the unit of work execution within the i5/0S operating
system. A job is analogous to a process on a UNIX® system or a task in a Microsoft®
Windows® operating system.

Jobs may be single-threaded or multithreaded. Examples of multithreaded jobs are
those running Java or IBM Lotus® Domino® programs. Threads of execution, also called
tasks, are processed independently of each other. On multiprocessor systems, separate
threads within a job may be dispatched to different processors.
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Processing methods

Interactive processing

Sign on

Menu displayed

2
13l Enter menu option

Menu displayed ﬂ

Batch processing

. Submit job
Program

runs

User free to do —_—

other work on system

Processing methods

The i5/0S operating system does two types of processing: interactive and batch, as is
illustrated in this diagram.

Interactive processing utilizes two-way communication between a display station user
and the system. It is similar to a conversation. First, the user types something into the
system, and then the system displays a response back to the user. In the example
shown here, the user signs on to the system, and the feedback is a menu display. The
user chooses an option from that menu, and the system responds accordingly.

Batch processing requires only that you send information to the i5/0OS operating system
for processing. There are numerous ways in which batch jobs are submitted to the
system. For instance, you can submit a batch job via a command line. Client-side
requests, such as those submitted via iSeries Navigator, are handled as batch jobs.
Once a batch job is submitted, you are free to do other work.

The i5/0S operating system is designed to handle interactive and batch processing
simultaneously.
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Types of jobs

System jobs

Spooling User jobs

| 7 .
/ Interactive

L=

Batch

Autostart

Communication

Types of jobs

Jobs can be broadly characterized as either system jobs or user jobs. System jobs
perform system-related functions, such as starting subsystems. (We will discuss
subsystems later in this unit.) Conversely, user jobs perform work directly on behalf of a
specified user.

An autostart job is one that is started automatically when its associated subsystem is
started. Autostart jobs typically do such things as setting up for (or cleaning up after) an
application, performing backups of data files, or starting devices.

A batch job is a predefined group of processing actions that is submitted to the system.
Batch jobs run in the system background, freeing the user who submitted the job to do
other work. A batch job is analogous to a UNIX daemon process. The job requires no
interaction on the part of the user once it has been submitted. Batch jobs are typically
lower priority jobs.

Interactive jobs are workstation jobs that start when a user signs on the workstation and
end when the user signs off the workstation.

Communication jobs are started when a program start request is received from a remote
system. For performance reasons, instead of starting a communications job each time a
program start request is received, you can configure a prestart job to handle a program
start request from a remote system.

A prestart job is a batch job that starts before a work request is received. The two types
of prestart jobs:
= Prestart communications: The is a communications batch job that starts
running before a remote system sends a program start request.
= Prestart batch: This is a batch job that starts before a work request is received.

Spooling jobs are system-provided print programs (writers) that run similar to batch jobs
and print spooled printer output.
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Interactive and batch jobs

Interactive Batch
H =
SBMJOB SBMJOB
=
zl Process E Process
Subs' stem Subs' stem
5l

Interactive and batch jobs

An interactive job is active from the time a user signs on a display station until that
person signs off. While signed on, an interactive job typically goes through the following
steps:

1. A user signs on to a display station.

2. The i5/0S operating system runs the job and can generate printed output that is
placed in a spooled file and put on an output queue. An output queue contains
reports waiting to print.

This job waits on the output queue until prior jobs are printed.

The spooled output file is printed.

The user either signs off the system, which ends the interactive job, or stays
signed on, in which case the job keeps running.

akrow

A batch job, on the other hand, runs in the background. It typically moves through the
following steps:

1. A batch job can be initiated via the Submit Job (SBMJOB) command. Client-side
requests, such as those submitted via iSeries Navigator, are also handled as
batch jobs. A batch job is submitted to a job queue. The i5/0S operating system
places the jobs on the job queue in the order in which they were received.

2. The job waits on the job queue until the subsystem that is monitoring the job
gueue has the resources needed to run the job. Then, the job runs and
generates printed output that is placed in a spooled file and put on an output
gueue. The output queue is similar to the job queue, containing printed output
waiting its turn to print. The spooled output can then be printed.
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A unique job identifier

Qualified job name

000578 OL66xx DSPO1
\‘\/~/ NS —~ -~ A -~ 7
Job number User name Job name

A unique job identifier

Each job has a system-unique identifier, called a qualified job name, that consists of
three parts (or qualifiers):
= A unique six-digit job number assigned by the system
= A user name, that is the user ID under which the job was started
= A job name set by the user for submitted jobs or assigned as the name of the
device used to connect for interactive login jobs

The qualified job name, comprised of these three parts, is analogous to a UNIX process
ID. It can simplify searching for a job. For example, a complete qualified identifier will
look similar to the following:

=  WRKJOB JOB(000578/0OL66xx/DSP01)

If all three qualifiers are not known, you can still search using only some of the qualifiers.
For example, you can search by user name and job name, or by job nhame only:

» WRKJOB JOB(OL66xx/DSP01)

= WRKJOB JOB(DSPO01)

There are several commonly used commands for finding jobs, such as:
=  Work with Active Job (WRKACTJOB)
=  Work with User Job (WRKUSRJOB)
=  Work with Submitted Job (WRKSBMJOB)

Jobs can be displayed with iSeries Navigator. (Note: Several iSeries Navigator screens
will be shown later in this course, but for now, it will help to understand that it is a treelike
device for drilling down through the iSeries system’s resources.)

To view a job using iSeries Navigator, under Basic Operations, select Jobs. When this
function is first opened, the default settings will dictate that active jobs and those on the
job queue of the current user are displayed. It is important to note that iSeries Access
jobs, including iSeries Navigator functions, are not started using the user’s profile, but
rather, the QUSER command is used. Therefore, unless a batch or interactive job is
running, an empty panel might appear. By default, a user will only see the jobs specific
to that user. To change this, select View > Customize this view > Include from the
pulldown menu, and then change the User field to *ALL. Click OK to display a listing of
all jobs. To display specific job details, double-click it.
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How user profile relates to a job
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How user profile relates to a job

Every job run within the i5/0S operating system is associated with a specific user. A
user’s profile contains a great deal of information about the user and which types of jobs
he or she can run. Likewise, system jobs are associated with system-supplied user
profiles.

The user's initial menu and program are specified here. The job description, output
gueue, and printer for this user can also be specified in the profile.
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Subsystems and storage pools

Subsystems and storage pools

The i5/0S operating system utilizes subsystems and storage pools to execute jobs.
These two topics will be discussed in this section of the course.
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Using subsystems

Subsystem Subsystem

Q Q
Interactive Batch
processing processing

Spooling

Subsystem

Using subsystems

From the earlier discussion about different types of jobs, you might correctly assume that
any particular job will run most efficiently on a system designed to execute only that
specific type of job. The i5/0S operating system can contain one or more single,
predefined operating environments, called a subsystem, through which the system
coordinates work flow and resources. As each job starts, it is assigned to a subsystem.

By using different subsystems, each with its own unique operating characteristics, i5/0S

work management simulates an environment where it appears that each system was
designed specifically to run only the type of job running in that subsystem.
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Subsystem configurations

® |PL starts only the subsystem named in QCTLSBSD system value
® Environment as shipped by IBM (default) - QCTLSBSD = QBASE

Console, interactive, Spooling
batch, communications

QSYSWRK i

System functions

® Complex environment - QCTLSBSD = QCTL

Console ———| QBATCH | Batcn

YSWRK | )
QSS QSPL I Spooling

System functions | = _— e

——>| QSERVER | File server

® User-defined subsystems T

Subsystem configurations

Predefined subsystem descriptions that can be used to provide the environments most
needed are included when IBM ships the iSeries system.

The default configuration consists of a controlling subsystem called QBASE, a system
function subsystem called QSYSWRK, and a spooling subsystem called QSPL. In this
environment, all jobs on the system run under the control of the QBASE subsystem.
However, a few system and spooling jobs run under the control of QSYSWRK and
QSPL, respectively.

A more complex configuration is also provided that can be used instead of the default. It
consists of QCTL as the controlling subsystem, QSYSWRK for certain system functions,
QINTER for interactive jobs, QBATCH for batch jobs, and QSPL for spooling.

Additionally, the QCMN subsystem can be used for communications, and QSERVER
can be used for file serving.

IBM also supplies application-specific subsystems, such as QHTTPSVR for the IBM
HTTP Server.

Finally, you can define a subsystem to run a specific application. This is a convenient

way to group system resources that will be dedicated only to jobs related to specified
application.
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Subsystem information

®*Qualified object name
®Library name
®Subsystem name

Subsystem pool #1 =*BASE

*Pool allocation Subsystem pool #2 =*SHRPOOL 1
®*Possibly multiple pools per .
SubSyStem Subsystem pool #3 ilcztcla;lf;)(:)%B

®*Display subsystem description
*DSPSBSD CL command

Subsystem information
Each subsystem is uniquely identified using a qualified object name.

The amount of work that can be done in a subsystem can be controlled by changing the
number and size of the pools associated with it. Increasing the size of the pools will
allow more work to be done in that particular subsystem. Using shared storage pools,
which are discussed in greater detail later in this course, will allow the system to
distribute jobs for interactive users across multiple subsystems, yet still allow the jobs to
run in the same storage pool.
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Subsystems and iSeries Navigator

_ioix
Ele Edt View Help
PO% |F|SECS [22 minutes ol .
J Emviroment: My Connections | 4008 Active Subsystems ¢ ACtIVe SUbSyStemS
B8 My Connections -] Subsystem [ status Active Jobs ol includes all SUbSyStemS
=@ pdsoct B Golddrect Active 15 that have been started
-5 Basic Operations B 0batch active Subsystem
=68 Work Management B Qernn Active Commurnications Subsystem ) .
[ server Jobs o 1 Controling Subsystem ¢ Menu options include:
) % Job Queues B Ohttpsvr
1 B Oubpo-ereue o * ®Explore/open
T Subsystens Emewer Active *Job queues
< P = Qspl Active 0 Spooling Subsystem .Start
Gbatch B Qsyswrk Active 136 System Subsystem
B emn B Qusrwrk Active 17 User Subsystem .StOp
E = *Properties
& svr
B Qinter
B Qserver
B asol
B Qsyswrk
B Qusrwrk
&8 Memory Pools ¥
[ | Ll 5
| [1-100f 10 objects [ 2

Subsystems and iSeries Navigator

The subsystem-related information can be displayed with the text-based interface or
iSeries Navigator, as shown here. Active Subsystems, which is highlighted in the left
pane, includes all subsystems that have been started. Using the menu options, you can
explore the subsystem, view job queues, start and stop jobs, or look at various
properties.
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Main storage pool

Logical subdivisions of main storage
®*Shared pools

**MACHINE Machine pool
**BASE

**INTERACT User defined pools
**SPOOL

**SHRPOOL1-n

. *BASE
®*Private pools

®Assigned to a specific subsystem

®Up to 64 memory pools

Activity level
®*Maximum active tasks (threads) in subsystem
®"Throttle" mechanism

Main storage pool

A storage pool, also called a memory pool, is a logical division of memory that is
reserved for processing a job or group of jobs. There are two types of pools in a system:
shared and private. A shared storage pool is one in which multiple subsystems can run
jobs, whereas a private storage pool allows jobs from only a single subsystem.

The machine pool (*MACHINE) and base pool (*BASE) are considered to be special
shared pools. The machine storage pool is used for highly shared machine and i5/0S
licensed programs; and it provides storage for jobs the system must run that do not
require your attention. The size for the machine pool is specified in the system value
QMCHPOOL. No user jobs run in this storage pool.

The base storage pool contains all unassigned memory on the system. In other words, it
has all the storage that is not allocated to any other pool.

Activity levels determine the number of threads that can be active in a storage pool at
the same time. Allowing more than one active thread at once can increase resource
efficiency. This works by making use of downtime in thread processing. Occasionally,
while handling a thread, a program waits for a system resource or a user response.
During such waits, use of the storage pool is given up and another thread can take its
place. When more threads are started than can run at the same time, based on activity
level controls, the excess threads wait for the processing unit.
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Commonly used functions

Commonly used functions

You will also need to understand the most frequently executed functions to manage jobs
in an i5/0OS operating system. This next section of the course will explain these functions

to you.

Page 18 of 41



Introduction to Work Management on the IBM iSeries platform

Active pools and iSeries Navigator

L=
File Edt Yiew Help
BE | BE DGO 8 minutes old
| Environment: My Connections | Pid400f: Active Pools  Elapsed time: (1:36:52
{8 Management Central (Fid400 4 | Current [ Current Maximum | Total
B My Connections Pool Size| Threads Eligikle | _Faults
= @ Pid4oof @Machn‘ne Used by internal machine functions 510,38 62 Mo maximurm A
& D;) Basic Operations @Bese Default system pooi 5,082.97 ] 200 Z
2 ﬁ Work Management olnteuztive Used for interactive work 294,40 1 113 .0
Server Jobs &) 5pool Used for printing 25 0 3 0
B % Job Queues
-8 output Queues
- Subsystems Active Pools - Columns i x|
= M) Memary Pools
Eifactive Pocis] Columns available to display: Columns to be displayed:
IS ﬁ;::'e:ﬁ;;t_ Active -= Ineligible = Pool
& actve obs Active - Wait Description
& B® Canfiguration and Se Current Ineligible Threads Current Size (MB)
B svster vaiues Database Faults Add Before > I Current Threads
& é Hardware Database Pages Maximum Eligible Threads
- () Software Defined Size (MB) Py — I Total Faults
@1 () Fixes Inventory Non-database Faults
B Collection serfiﬂ Non-database Pages
K1 » Paging Option
[ [1-40F 4 objects [ |Reserved Size (MB) m'
Status
Tuning - Maximum Faults
Tuning - Maximum Size %
TllninE,Minimnm Eanilte ;I
[ok | cancel Helo |2

Active pools and iSeries Navigator

iSeries Navigator can be used to view and display several attributes for each storage
pool. Once you have displayed the active pools, select View > Customize this view >
Columns. Next, simply select the attributes to display. Much of the information is the
same as that shown in the text-based interface using the Work with System Status
(WRKSSYSTS) CL command, as shown on the following screen.
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WRKSYSSTS

( Work with System Status XXXXXXXX ‘\:
11/30/02 18:57:24 B
% CPU used . . . . . . . : 55.9 Auxiliary storage:
Elapsed time . . . . . . = 00:05:18 System ASP . . . . . . : 80.74 G
Jobs in system . . . . . : 751 % system ASP used . . : 86.8925
% addresses used: Total . . . . . . . . : 88.08 G
Permanent . . . . . . = .009 Current unprotect used : 7270 M
Temporary . . . . . . = .973 Maximum unprotect . . : 7271 M

Type changes (if allowed), press Enter.

System Pool Reserved Max — ----- DB----—- ---Non-DB---
Pool Size (M) Size (M) Active Fault Pages Fault Pages

1 280.68 165.66 +H+++ .0 .0 .3 1.4

2 2613.69 .44 139 12.0 .0 8.1 .2

3 30.95 .00 5 .0 .0 .0 .0

4 170.66 .00 59 .0 .0 1.0 1.1

Bottom

Command
=—==>
F3=Exit F4=Prompt F5=Refresh F9=Retrieve F10=Restart

Fl1=Display transition data F12=Cancel F24=More keys

WRKSYSSTS

To access the Work with System Status display, enter WRKSYSSTS on a command
line. Alternately, you can:

1. Enter option 3 General system tasks on the OS/400® main menu

2. Choose option 2 Status on the general system tasks menu

3. Select option 6 Work with system status on the status menu

The Work with System Status display is a powerful workload tuning tool. The following
are tips for tuning your system:

= |f CPU utilization is continually less than 80%, you might need to tune the system
if no batch jobs are running. (Note: This percentage is meaningful only if the
elapsed time is at least five minutes.)

» Failure to manage spooled files, which are typically job logs, can cause the
number of jobs in the system to range into the thousands. The more jobs the
system has to manage, the less productive work it can do.

= The percentage of permanent and temporary addresses used must never exceed
90%.

= For optimum performance, the auxiliary storage percentage used must be kept
below 70%.
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Work with active jobs

®Active jobs by subsystem identification
®Job name
*User
®Job number

*Type
®|nteractive
*Batch
*Batch immediate

®*Runtime information
*Pool
®Priority
*CPU usage
®Threads information

Working with active jobs

You can view, modify, and refresh information about currently running jobs using either
iSeries Navigator or the text-based CL command Work with Active Jobs (WRKACTJOB).

The Work with Active Jobs display can be used to find information about any job on the
system. When only a small number of jobs is running after an elapsed time of more than
one minute, and the CPU % column for any one job is significantly higher than other
jobs, then it is clear which job is consuming the CPU. It might mean that the job is in a
loop or is logging many errors. On a lightly loaded system, high CPU utilization might not
be abnormal as some jobs typically use a great deal of processor time.

If you suspect that a job is having problems, put it on hold by using option 3 on this
display while the problem is investigated further. Depending on the results, you can then
either release or end the job with this display.

To access the Work with Active Jobs display:
1. Enter option 3 General system tasks on the OS/400 main menu
2. Choose option 1 Jobs on the general system tasks menu
3. Select option 2 Work with all active job statistics on the Job menu.

You can also enter WRKACTJOB on a command line.
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Active j obs
®More function and
flexibility than text
=lol ] interface
Ble Edt View Help
= v ° i
ojmpe|xE @M el Customizable
[Erwionment My Comnectians [ 007 Astve Jobs  Elapsed tine: 000000 *Sort
{B: Management Central (Pid400 4 | Current -] ®Include
B8 iy Connections Job Name Detailed Status User Type °
=@ Pid400F B Qctl Waiting For dequeue Qsys Subsystem Columns
% Basic Operations @ Qsysscd Waiting For event Qpgmr Batch J ®*Shortcuts
£ B8 Work Management B Ohttpsvr Waiting for dequeue Qsys Subsystem °
Server Jobs % Qinter Wating For dequeue asys Subsystem Grouped by subsystem
i Gy Job Queues Waiki orr .. .
ol oumkwees || B bt oo *Menu options
&i % :h;y;t?; @ Qpwfsery Waiting for request Quser Prestart batch .Ca” StaCk
@ Q)A:mryednjobk @ Qpuwfserv Waiting For request Quser Prestart batch o ocked obiect
i & ance? @ Gpwfserv  Wating for request Quser Prestart batch OcKed objects
5 B2 Configuration and Se @ Qpwfservsd  Waiting For select Quser Batch - Server QOpen ﬁleS
System Valuss | @ Qpwfservso  Waiting for request Quser Frestart batch - ... ol .
5 75 Hordware @ CQpwhservss  Waiting For request Quser Prestart batch - ... lerary list
1[5 software @ Qpwfservs2  Waiting for request Quser Prestart batch - ...
(3 Fixes Inventory @ Qserver Waiting For event Qpgrir Autostart
BS Collection Service @ Qtfpjtep Waiting for request Quser Prestart batch - ...
Logical Partitions @ Qzdainit Waiting For request Quser Prestart commun...
* [ihletwﬂrk *||® Qzdasrvsd Waiting For select Quser Batch - Server hd
| > 4] | »
For Help, press F1 4

Active jobs

Active jobs can be viewed using iSeries Navigator. From the left side of iSeries
Navigator, expand Work Management and select Active jobs. Once you have
displayed the active jobs, select View > Customize this view > Columns. You can now
select the attributes to display.
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WRKACTJOB

(’> Work with Active Jobs XXXXXX <\\
11/17/02 12:56:08
CPU %: 35.4 Elapsed time: 00:05:07 Active jobs: 134

Type options, press Enter.
2=Change 3=Hold 4=End 5=Work with 6=Release 7=Display message
8=Work with spooled files 13=Disconnect ...

Opt Subsystem/Job User Type CPU % Function Status
DOMINOO1 Qsys SBS .0 DEQW
ADMINP QNOTES BCI .1 SELW
AMGR QNOTES BCI .0 SELW
BILLING QNOTES BCI .1 SELW
CALCONN QNOTES BCI .1 DEQW
EVENT QNOTES BCI .5 SELW
HTTP QNOTES BCI .2 SELW
QCTL QSsYs SBS .0 DEQW
+DSPO1 QSECOFR INT .2 MNU-MAIN DSPW
QINTER Qsys SBS .0 DEQW
+DSP02 QSECOFR INT .4 CMD-WRKACTJOB DSPW
QPADEVO003  LLOYD INT 1.4 CMD-WRKACTJOB RUN

More. ..
Parameters or command
===>
F3=Exit F5=Refresh F7=Find Fl0=Restart statistics
Fl1=Display elapsed data F12=Cancel F23=More options F24=More keys

J

WRKACTJOB

The Work with Active Jobs display can be used to find information about any job on the
system. By default, the jobs are sorted by subsystem, but there are numerous other
ways that they can be sorted. Type WRKACTJOB and prompt using F4.

Within the display, repeatedly pressing F11 will display various columns of data.
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(" Submit Job (SBMJOB) \;
Type choices, press Enter. :
Command to run . . . . . . . . .

Job name . . . . . . . . o o o L *JOBD Name, *JOBD
Job description . . . . . . . . *USRPRF Name, *USRPRF
Library . . . . . . . . . .. Name, *LIBL, *CURLIB
Job queue . . . . . . . o o o . *JOBD Name, *JOBD
Library . . . . . . . . . . . Name, *LIBL, *CURLIB
Job priority (on JOBQ) . . . . . *JOBD 1-9, *JOBD
Output priority (on OUTQ) . . . *JOBD 1-9, *JOBD
Print device . . . . . . . . . . *CURRENT Name, *CURRENT, *USRPRF...
More. ..
F3=Exit F4=Prompt F5=Refresh F10=Additional parameters F12=Cancel
F13=How to use this display F24=More keys
\_ J

Submitting a batch job

As previously discussed, a job queue is an object that contains a list of batch jobs
waiting to be processed. Each job has a priority (1 = highest; 9 = lowest) when it is
submitted to a job queue, and they are processed in first-in, first-out order according to
their priority.

To submit a batch job from an interactive display session, use the Submit Job
(SBMJOB) command.

A batch job has many characteristics that can be assigned, such as:
= The queue to which it is submitted
» The priority at which it is to run
*= The output queue to which its associated files will go
» The priority at which the files are placed in the output queue
» The print device that will be used

If you use the SBMJOB command, there are parameters for each of these
characteristics. There is also a parameter to specify which job description to use. Unless
specified explicitly on the command, the submitted job gets its characteristics from the
job description.

If nothing is specified, the system will use the job description in the user profile. The
default is QDFTJOBD, which specifies that batch jobs are to be submitted to QBATCH in
library QGPL. This job queue runs its jobs in subsystem QBATCH or QBASE, depending
on how your system is set up.
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Debugging and diagnhostics

Debugging and diagnostics

Of course, debugging and diagnostics are critical to all work management efforts. The
tools available for this purpose are explained next.
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Iojx]
File Edit View Help
GiNpe (X REES 1 minutes od
[En\mmmmt' My Connections Pid400f: Active Jobs  Elapsed lime: 00:00:00
= W Pidd00t =] | Currert I 2]
- Basic Operations Job Naime Detailed Status: User Type
= B Work Management @ Revprowy Waiting for signal Qtmhhttp Batch immedia...
Active Jobs @ Wasex_ap Waiting for signal Qtmbhit UG Propertins - PlS00 alol x|
Server Jobs @ Wasex_ap ‘w/aiting for signal Qtrnhhitt | | | | | |
% Job Queves @ Wasewop | Wating for signal T e e S S e R
- Output Queues @ ‘Wasexap  Waiting for signal Qb
B Subsystems @ Wasex_ap ‘waiting for signal Otmbhp 90 name SR
i Q}g Memory P"""S B Qinter Wailing for dequeue Qsys Uses waner
4 % Ngz‘b'v‘:‘f""“ ond Service @ Dspl2  Walkinglorworkstalion /0 Oser Al number 5904
i © ! Gpadev000f— - Bitt s | - -
[+ ecurity B Crerver Reset Statistics 0 Type: IneracIe
=@ Users and Groups o . ;
& o0 Users peiser | IR aall] | —
+ i Groups @ 0 wisery JobLog Juser
8% Users Not in a Group © Op fserv Detais b Ouser Detailod status "aing for dequeue fiom data gueue
# [ Databases @ Qpw servsd i Quser il
o3, File Systems @ Opwl rvsg e Fanelc
- [BY Backup @ Opwfsved OO Fanell | Functon Gsh command
+ @Applicalionoevelopment @ Opwfser s Jiush
) ; ijAFE’ Manager | a9 ° - Entarad svstern - BUAiD3 104 717 AM
Displays the properties of the selected items. Delete/End...
Monitor... 1 Gtaned BRI 101717 AM
Properties Bubyataen Dinder
Litirary: Osys
JOD ORECIPICN NIMe: QINve
Lioray, Gapl
Gancel | _vwo [

Active jobs and iSeries Navigator

From the left side of iSeries Navigator, expand Work Management and select Active
jobs. On the right side of the iSeries Navigator screen, when you right-click a job, a
context menu will be shown. From this menu, you can change the attributes and hold,
release, or end the job. You can also select Properties, as shown in this screen shot.
Other functions are also available. There is extensive information about a job to help
determine what it is currently doing or what it has done. The fully qualified job name
(containing the job name, user, and number) appears near the top. Nearly everything
that the system knows about this job can be accessed from this context menu.

The Work with Job menu, accessed via the WRKJOB CL command, presents similar
information. In addition to the CL command, the WRKJOB menu can be accessed from
the OS/400 main menu.

1. Enter option 1 User tasks.

2. From the User Tasks menu, enter option 1 Display or change your job.
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Display call stack

=
File Edt Yiew Help
DNPe XEFECS 7 it o

| Environment: My Corneclions i Pidd00f Active Jobs  Elapsed time: 01:00:40

-85 Basic Operations _+| | |erenl | =]
8 Work Management | J0 Name Detsiled Status: User Type
E Server Jobs l% Qctl Waiting for dequeue Qsys Subsystem
L stome Blo g wamplmewe o i
& Ha ouput Quewe: | | ghttpswr Watting for dequeue Qsys B Edt Yew beb
£ 5"} Subsystems B Qinter Wwaiting for dequeue Qsys #leF|ome [tmiutesod
4 Memary Pools r— - i — -
g || b Reset Statistics | P91 QIR [ Gpaderd0h User Qg Mo B2 Thiead i
lé Active Job . NS Ao Call.. | Procedur Modds | P Statenent I
ctive Jobs = Printer Out AL, | Procedure rogran —
& B Configuration and EQser J:)bLo = deqete e 56 Qrovdag
o[ Metwark Qp g ’“t Quser &5 QobRuleminal Qo Qpdztml 2100
[ Databases ® n I P
<7, Flle Systems & » Release il
(&)l Backup e — Threack
- Application De veloy @ Qp Move Transactions
5 AFP Manager @ Qs DeleteEnd... —E o =
lapse: mance Statisti
& 0% OnDemond Archive__| | @ Q4 Monikor,., i N e i
v||® 9@ LastSQLStatement
« | Ll_ « Properties
Displays the call stack for the selected jobs.
[ [1-50F6 objects [ 7

Display call stack

The call stack includes information for all programs and procedures for the specified job.
If the call stack changed during processing, the displayed information might not be
correct. Press Refresh to update the call stack.

The default view includes columns showing the procedure name and the program name
in the call stack. For integrated language environment (ILE) programs, it can be useful to
show additional information so that the view can be customized to include activation
group name, module name, and various other information.

The high-level language statement identifier is included if the program or procedure
contains debug information. For ILE procedures, more than one statement ID can exist.
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File Edit View Halp
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Subsystems || qoerve  printer Output A
& Memory Pools @ opnf | Message ID | Message Text [ sent [ e Sew
By advanced 10t || @ gont - > b | 2 1/7/03 4:41:56PM  Currenk request i
Qpy Details o
& Active Jobs & opof———————hau @ qsHo003 Mew QSH session started. 1/7)03 4:41:56PM  Information 0
ggsz“ﬂ” R | i blec | @ cPCas0t Object QPOZTRML type *DTAQ created inlbrary QT...  1/7J03 4:41:55PM  Campletion 0
B searty @ gt o x| ah 17103 4:41S5 P Processedrequest O
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o2 File Systems ® g:’; Delete/End... E‘:“ @ CRTCMOD MODULE(QUIGGIRON) SRCSTMF(ron.c) ., 1/7J03 4:41:001PM  Frocessed request 0
% Bﬂ(“mp | ° de”a'i Maritar... _:u‘ @ CPFO00! Ervor found on *N command. 1j7103 4:40:03PM  Escape k]
"'@ :ﬁg ‘I\;:tr';’;:re"e‘ & ouis_ Properties [ | P croooia A matching parenthesis not found, 1j7J03 4:40:03PM  Diagnostic 30
&% Onemand Archiv_| | @  Qaisfie Walting Far dequ | B CPDO014 A matching apostrophe not found. 1j7/03 4:40:03PM  Diagnostic ]
|| o i waiting for dequ | 2 CRTCHOD MODULE(QUIGGIRON) SRCSTMF(ron.c) ... 1/7/03 4:40:03PM  Processedrequest 0
;I L4 1 @ cpFooo1 Error found on *N command. Escape 30
Shows the job log For the selected jobs. @ crooo13 A matching parenthesis not found, Diagnostic 30
@ crooots A matching apostrophe not found. Diagnostic 30
= command = CRTCMOD MODULE(QUIGG{RON) SRCST... Processedrequest 0
@ qsHo004 Current QSH session ended. Completion 0
@ceczion Object QPOZTRML in QTEMP type *DTAQ deleted. Completion 0
@QSHOM Mew QSH session started. Information 0
@ cpeasnt Object QPOZTRML type *DTAQ created in library Q... Completion 1]
® qsh Processed request 0
B qsHooo4 Current Q5H session ended, Completion 0
Bcpczisl Object QPOZTRML in QTEMP typs *DTAQ deleted. Complation 0
Z) Aeunnns. Bl s AEL i, obmohmd Trmemn mbimm n =
q | ;IJ
| |1 - 22 of 86 objects 4

Job log

The i5/0S operating system keeps a detailed record of the activity of each job. This
trace (of the commands run and the system messages a job receives) is called a job log,
and it can be a useful aid in problem determination. From iSeries Navigator, simply
double-clicking the job will allow you to view its job log. A log can be viewed as long as
the job is active in the system. Regardless of the method used, if insufficient detail is
shown to determine precisely what the job has done, right-clicking will display all
available details.

The overlaying screen shot seen here shows the job log details.
The log for a batch job is created when the job is placed on a queue. It contains a trace
of all of the job's activity for as long as it is active. By default, if a batch job completes

successfully, its log is deleted from the system. If the job fails, the job log is spooled to
an output queue.
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System operator messages
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System operator messages

Often, the only thing wrong is that there is an unanswered message in one of the system
message queues. When in doubt, check for messages here.

The system operator message queue (QSYS/QSYSOPR) is typically used to collect
system-management-related messages.

This screen demonstrates using iSeries Navigator to display these messages.
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Displaying and printing spooled files
Spooled output is a listing that is queued to be printed. Spooled files associated with
multiple output queues can be shown. The status of each, the number of pages per

copy, and the number of copies to be printed are displayed. Although you can control
which spooled files are displayed, the default is for the current user.

When you double-click one of the items in the right-hand pane, iSeries Navigator will
activate the advanced function presentation (AFP) viewer. This will give you a view of
the contents of the spooled file on the screen.

By right-clicking one of the spooled files, you will see a context menu that allows
numerous options. These options include the ability to perform the following functions:
open or display the file, hold, release, print next, send, copy, cut, move, and delete the
spool files.

Selecting the Properties option from the context menu allows you to change many of
the properties of the spooled files. For example, some of the options that can be
changed include the output queue, printer, starting and ending page to print, form type,
and number of copies to print. As a practical matter, to print a spooled file (or, as another
example, if you want to send it as an attachment) it is easy to simply drag-and-drop it
onto your desktop or into a folder.
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Performance management
methodology and tooling

Performance management methodology and tooling

Particular methodologies and related tooling will help you to better manage the flow of
jobs through the i5/0S operating system and to optimize the performance of an
application within a single job. You will be learning about these as you proceed through

this last section of the course.
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Performance management methodology

®*Determine performance critical applications and time periods.
®Estimate a reasonable response time.

®Do first level tuning.

®Repetitively collect and review performance data.

®Periodically do what-if capacity planning.

Performance management methodology

If a mixed workload is running within the i5/0S operating system, it is not likely that all
applications require optimal performance. For example, the performance of overnight
batch jobs might not be critical, provided they complete sometime between midnight and
6:00 a.m. However, interactive applications run by users during the business day might
require millisecond response time.

The runtime characteristics of various applications within a mixed workload are more
than likely different from one another. Disk-intensive applications will merit a review of
disk arm utilization. The percent busy value ought not exceed 40%. Disk arm utilization
can be viewed using the command WRKDSKSTS, or through iSeries Navigator by
clicking: My Connections > server-name > Configuration and Service > Hardware >
Disk Units. At this point you will be prompted for service tools sign-on. Then choose All
Disk Units.

The information gathered here will show the average total system CPU utilization,

the average total system interactive job CPU utilization, and the response time
disk arm utilization.
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First-level tuning

Check the following:

*Memory pool size and activity level
®*Number of subsystems within a memory pool

*Memory pool paging option (Expert cache system value)

®*Minimize pool page fault rates

First-level tuning

First-level refers to the first series of items that are to be reviewed when diagnosing a
performance problem. Check each of the following and adjust as needed:

Memory pool size: A high rate of faulting in a pool indicates that there is not
enough memory, or that too many jobs are in the pool competing for memory.
Adjusting the memory pool size in one of the following ways can prove beneficial:

= Use System Tuner (which is a QPFRADJ system value) to automatically

adjust memory pools and activity levels.

= Manually change memory pool sizes; be sure to turn off the system tuner.
Special considerations are made for the Base pool, which is the only memory
pool that does not have a defined amount of memory. It contains whatever is not
allocated elsewhere and has a minimum amount of memory required to run.
Number of subsystems within a memory pool: Too many subsystems in a
pool can have a negative effect on performance. It can be beneficial to create a
separate pool for one or more subsystems.
Number of jobs (and threads) in a memory pool: Too many jobs (or threads
within those jobs) in a memory pool can negatively impact system performance.
Activity level too low: If a job is Waiting for activity level, review memory pool
usage as mentioned above. You can also increase the activity level for the pool.
Insufficient CPU resource: View the CPU% column for active jobs. If the
system is busy, the job might not be getting enough CPU resource. Consider
changing the run priority of the job (1 being the highest priority).
Memory pool paging option: If the application is disk-intensive (that is, low
CPU utilization and sufficient memory), consider turning on Expert Cache. To do
this in iSeries Navigator, click Work Management > Memory pool >
Shared Pools. Then, from the right iSeries Navigator panel, right-click the pool.
Then click Properties > Configuration to set the paging option to calculated.
Low job run priority: See Insufficient CPU resource above. Also, on a system
with high CPU% and a job with low priority, consider a dynamic adjustment of job
priorities (QDYNPTYSCD and QDYNPTYADJ system values).
Page fault rates are too high: Fault rates between 20 and 30 per second are
acceptable. Higher rates can be reduced by increasing the memory pool size. In
some cases when storage is available, reducing this value even further can
improve performance as well.

For more information on first-level tuning, such as performance issues, refer to the
Resources section of this course.
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Performance management tools
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Performance management tools

The following tools are available to assist in performance management:

= Collection Services: This tool gathers performance data at user-defined
intervals and stores this information in collection objects on the system. Other
tools, discussed below, rely on these collection objects for their data.

» Performance database files: Database files can be generated from the
collection objects maintained by collection services.

= Monitors: These display current information about system performance.
Additionally, they can be used to carry out predefined actions when a specific
event occurs.

= Graph history: This tool provides a graphical display of performance data
collected by collection services over a specified period of time.

= PMiSeries: Formerly known as PM/400, this tool automates the collection,
archival, and analysis of system performance data and returns reports to help
manage system resources and capacity.

You can learn more about these tools at the Web site shown on this chart. A link to this
site is also provided in the Resources section of this course.
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Types of analysis

System-level tools and commands
®Collection services
®Performance advisor
*Commands:
*WRKSYSSTS
*WRKACTJOB / also available through iSeries Navigator
*WRKDSKSTS
*WRKSYSACT (part of 5722-PT1)
*WRKACTGRP (part of 5722-PT1)
Application-level and module-level tools
®*Trace job
®Collection services
®*pPerformance explorer

ibm.com/eserver/iseries/perfmgmt

ibm.com/servers/enable/site/porting/iseries/overview/perf_tips.html

Types of analysis

Various types of performance analysis are provided by the previously discussed tools.
These tools are listed here as a review and are grouped by the type of analysis they
offer. These categories are as follows:

e System-level analysis: This includes surveying hardware utilization, response
times, and batch run times. Tools in this category identify such things as
bottlenecks, project workload growth, and system upgrade alternatives. System-
level performance optimization can be at the expense of individual applications.

o Application-level analysis: This includes job traces, profiles, and statistics
measured at a transaction or batch job level. Tools in this category can identify
modules or subroutines that are consuming the most resources.

e Module/subroutine-level analysis: This is the most detailed analysis. Tools in
this category identify specific areas in code that are causing errors, reducing
resources, or generally not allowing the best performance. These areas can then
be redesigned or recoded to improve efficiency.

Both system-level and application-level data can be collected by collection services. The
base operating system (i5/0S) contains the commands and programs necessary to
collect data. To analyze the collected data, the Performance Tools for iSeries licensed
program must be installed.

You can learn more about these tools at the Web site shown on this chart. A link to
these site is also provided in the Resources section of this course.
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Uses of performance management tools

Use Performance Tools to:
®Print reports
®Display collected performance data
®Run work with system activity command to see real time OS/400 and
SLIC jobs/task run priority, CPU utilization, disk 1/0s, and more
®*Do what if capacity planning with Patrol for iSeries

iSeries Navigator: System performance monitors
®Real time graphical display of approximately 30 metrics
®Drill down to heaviest OS/400 jobs or SLIC tasks using the metric
®Management central collection services

Uses of performance management tools

Performance Tools for iSeries, 5722-PT1, is a licensed program required to do the back-
end analysis of data collected with the Performance Explorer (PEX). The licensed
program is not required to collect the data, it is only for analysis. Therefore, information
that is collected can be restored onto a different iSeries machine where the licensed
program is installed.

iSeries Navigator provides interfaces to view system monitor performance data, either in
real time or as Management Central Collection Services data. Collection Services allows
you to gather data with little or no observable impact on system performance.

You can use iSeries Navigator to configure Collection Services to collect the needed
data as frequently as you want. Once Collection Services has been configured and
initiated, performance data is continuously collected. When you need to work with the
information that has been gathered, it can be copied to a set of performance database
files.
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IBM Performance Management for iSeries
systems

PM iSeries:
®Collects performance data and provides summary resource utilization
reports.
®Shows trends and highlights where additional resources should be
considered.
®More information at: ibm.com/eserver/iseries/perfmgmt

iISeries Navigator:
®Job log query otimizer debug messages
*Visual explain
®*Performance monitors
®Display currently running SQL for a job
®Display locked rows

IBM Performance Management for iSeries systems

In i5/0S V5R3, the Performance Management/400 name was changed to IBM
Performance Management for eServer iSeries (abbreviated as PM iSeries).

PM iSeries is a dynamic tool shipped with the i5/0S operating system that automates
many of the functions associated with capacity planning and performance analysis.
When activated, the i5/0S Performance Monitor automatically collects system utilization
information. This information can include CPU utilization, disk capacity, response time,
and throughput, as well as application and user information related to usage statistics.

The data collected can be transmitted to IBM and analyzed (for a fee). You will then
receive capacity planning and performance analysis reports and graphs that
demonstrate your current operating system efficiencies. Based on the trends, the reports
will let you know when you need to consider rectifying an approaching problem.

Alternately, iSeries Navigator provides a visual means to analyze database performance
data. This includes processes such as job log query optimizer, debug messages, visual
explanations, summaries, detailed performance monitors, display of current running SQL
for a specific job, and display of locked rows.

Some third-party tools, such as those available from Centerfield Technology, provide

similar, but richer, performance analysis functions. For more information on Centerfield
Technology, refer to the link provided in the Resources section of this course.
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Management Central

An optional component of iSeries Navigator
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Management Central

Management Central provides a set of functions that enable i5/0S administrators to
manage multiple endpoint systems connected across a TCP/IP network, all from one
central iSeries system. Management Central affords a wide range of functions, including
monitors to view real-time performance data, and Collection Services to manage
performance monitoring and specify the performance data to be collected.

Page 38 of 41



Introduction to Work Management on the IBM iSeries platform

Summary

*Wealth of information available to understand how work
gets processed

*Subsystems and memory pools allow customization
*System-level tuning can optimize throughput and resource

utilization

Summary

The iSeries system offers a wealth of information to understand how work is processed
within the i5/0S operating system. The system architecture supports constructs, such as
subsystems and memory pools, that permit you to customize how work is processed.
Based on operational characteristics of the workload, system resources can be adjusted
for maximum efficiency. In addition, applications can be optimized for the fastest
performance. If jobs fail or performance is suboptimal, the i5/0OS operating system offers
diagnostic messages and tools.
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Resources

The following Web sites offer additional information in regards to the topics discussed in
this course:

iSeries Information Center performance topics:

» Managing performance on an iSeries system:
publib.boulder.ibm.com/infocenter/iseries/v5r3/topic/rzahx/rzahx1.htm

= Performance issues:
publib.boulder.ibm.com/infocenter/iseries/v5r3/topic/rzaks/rzakspoorperforma
nce.htm

=  Work management issues:
publib.boulder.ibm.com/infocenter/iseries/v5r3/topic/rzaks/rzaksdailyworkman
age.htm

= As well as other related links on topics such as troubleshooting Work
Management, manuals, and experience reports.

o Performance management for IBM iSeries
ibm.com/eserver/iseries/perfmgmt

e Performance tips
ibm.com/servers/enable/site/porting/iseries/overview/perf_tips.html

e Centerfield Technology
www.centerfieldtechnology.com
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Trademarks and special notices

© IBM Corporation 1994-2005. All rights reserved.
References in this document to IBM products or services do not imply that IBM intends
to make them available in every country.

The following terms are trademarks or registered trademarks of International Business
Machines Corporation in the United States, other countries, or both: IBM, the IBM logo,
eServer, iSeries, i5/0S, Lotus, Domino, and ibm.com.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the
United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft
Corporation in the United States, other

UNIX is a registered trademark of The Open Group in the United States and other
countries.

Other company, product or service names may be trademarks or service marks of
others.

Information is provided "AS IS" without warranty of any kind.
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