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TOPIC 1
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Script: As a server administrator, you are a visible guardian of the company’s information assets and gatekeepers of IT expenditures. In today’s information technology environment, server administrators are challenged to manage issues such as server sprawl, availability and growth while maintaining server performance and security and containing hardware costs.
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Script: You already know that the costs go beyond just the hardware. In addition to the purchase price of your hardware, the operating system cost, server management, tracking and servicing can inflate your budget. If the hardware is not scalable, you could end up spending more money on it when you need to expand. More hardware in more locations can mean more service calls, more individual servers to manage, and more time and cost to maintain the individual servers.
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Script: In a successful business, server growth is an expected event. E-mail, proprietary applications, customer information, corporate financial data and other databases inevitably will need more space as your company takes on new challenges and grows new markets. The challenge for you, the IT professional, is to effectively manage server growth while dealing with the other challenges such as performance, server sprawl and hardware costs. To do this, you will need server hardware that is dependable and scalable.
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Script: Server growth can lead to server sprawl. Server sprawl happens when you have multiple servers in multiple locations to perform specialized functions. These systems are often underutilized. Server sprawl decreases your business agility and operational efficiency. This results in an increase in your total cost of ownership (or TCO). “IBM Micro-Partitioning™ technology is designed to enable users to get more than the average 15 to 20 percent utilization rate typical in UNIX® server farms,” according to Mark Papermaster, vice president of technology development in IBM Systems and Technology Group. According to Papermaster, using an IBM OpenPower™ server with an IBM POWER5™ processor and Micro-Partitioning technology might allow you to increase the server utilization from this 15 percent utilization rate to over 80 percent.*
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Script:  Server administrators expect exceptional reliability, dependability and availability to power business functions. How many sleepless nights have you had as a server administrator because of a server application crash? The consequences of downtime are lost revenues and productivity. Businesses are expected to be up and running 24 hours a day, seven days a week. A loss of business continuity is unacceptable in today’s on demand business environment.
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Script: In today’s on demand world, your business cannot survive without high-performing systems. Time is valuable to company employees and clients, and critical business applications require superior performance.
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Script: Because much of your company’s active information assets are stored on servers, security is critical. A security breach can affect not only the company’s internal operations, but also customers, vendors and other entities that interact with the company. At best, business can regroup and resume; at worst, the business fails.
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Script: Is there a solution that can help you meet all these challenges? Introducing IBM eServer® OpenPower servers. These servers meet the requirements of today's businesses for simplification, power and flexible technology — all at an affordable price.

IBM OpenPower servers with Advanced OpenPower Virtualization features provide the following key advantages.
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Script: You already know that the Linux® operating system provides a cost-effective operating system environment and delivers the power you need to run your business-critical applications. OpenPower servers are tested to run popular Linux distributions like Red Hat and SuSE.
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Script: Advanced OpenPower Virtualization helps you to use processor and storage capabilities more effectively. For example, you can increase server utilization and reduce server sprawl by leveraging partitions to consolidate multiple applications on a single server.
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Script: Virtualization enables rapid deployment of applications. Using logical partitioning, abbreviated as LPAR, Dynamic LPAR, Micro-Partitioning and the virtual LAN, you can deploy more applications in less time. Creating new server images using logical partitioning and virtualization is faster and more efficient than ordering new hardware and setting it up. You also save time because you can implement multiple applications more effectively within logical partitions while also maximizing the processor using Micro-Partitioning technology.  
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Script: OpenPower servers using Advanced OpenPower Virtualization options provide a flexible architecture. Using the flexible architecture available to micropartition your processor means that you can use multiple releases and versions of Linux in separate partitions on the same server. You can implement this feature knowing that you have the reliability features you expect from IBM.
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Script: 

· IBM POWER™ processor technology has been in the marketplace for more than 13 years, and has been in 64-bit production servers, used by Global 1000 clients. IBM POWER5™ processors are the latest evolution of POWER processor technology.
· Advanced OpenPower Virtualization features includes Micro-Partitioning support for a processor being shared by many logical partitions. Virtual Ethernet provides high-speed connections between partitions and using one or more shared Ethernet adapters provides connectivity between virtual LANs.

· OpenPower systems are tuned for Linux to take advantage of inherent characteristics of Power Architecture technology, including improved memory and data access, faster data locks and faster acquisitions than non-POWER processor-based systems.
· IBM OpenPower servers provide enterprise-class reliability, availability and serviceability features.
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Script: When you are planning your OpenPower server installation, the IBM eServer Hardware Information Center is a critical resource. Use the Information Center for server planning, installation and configuration. You can access the eServer Hardware Information Center on your installation CD; however, the latest eServer hardware information will always be on the Web at http://ibm.com/servers/library/infocenter.
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Script: In this topic, you learned how IBM eServer OpenPower servers can meet your needs by offering Advanced OpenPower Virtualization, and a variety of other optional features, at an affordable price. You have also learned how to use the eServer Information Center. Now, learn more about Advanced OpenPower Virtualization in topic 2.

TOPIC 2

1 of 20
Script: What is virtualization in the server environment? When you virtualize your computing environment, you consolidate the physical and logical resources into a manageable virtual environment. For example, if you access an external drive, the drive is "virtually yours" or usable by your system even if it is in a different location.
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Script: This enables you to pool resources such as processors, memory, network and storage into a single virtual environment enabling you to allocate them flexibly to handle business workloads.
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Script: Virtualization matters because it can help you lower hardware costs, consolidate multiple servers for easier management, deploy new server images more quickly, increase overall performance and throughput, and flexibly adjust to ongoing computing demands.
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Script: With OpenPower servers, you can create virtual processors from physical processors, virtual memory from your physical memory, share a single Ethernet adapter among multiple virtual servers and share available storage in a flexible way among multiple virtual servers. This way, one powerful physical server can serve as multiple virtual servers.
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Script: IBM eServer hardware offers you the ability to segment, or partition, your processors, memory, storage and network adapters to create independent virtual servers within one server box. Why partition the server components? Because partitioning the components provides the flexibility needed to deploy multiple independent workloads, or virtual servers, within one physical server. This enables better hardware management and throughput, improved availability of resources and applications, and more efficient use of server resources.

What if you were currently running four different Linux applications on four different physical servers, and none of the applications consume all of the processor, memory or storage resources available? With virtualization, you can assign a single server processor to run all four applications on one physical unit.  

Next, learn about virtualizing your individual server components.
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Script: When you virtualize processors, you divide your total processor resources among the partitions as needed. You can even specify units of less than a whole processor. This technology is called Micro-Partitioning. You can create partitions that use as little as 1/10th of a processor. This way, each of your virtual servers has as much processing power as needed.
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Script: When you create partitions, you can choose between dedicated and shared processors. Dedicated processors are whole processors that are assigned to a single partition. If you choose to assign dedicated processors to a logical partition, you must assign at least one processor to that partition. Likewise, if you choose to remove processor resources from a dedicated partition, you must remove at least one processor from the partition.   
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Script: The IBM POWER5 Hypervisor TM technology manages the physical processors on the server. It places the processors into a pool from which it manages partial processors when Micro-Partitioning technology is used. In addition, when dedicated processors are not in use, these processors are also shared among the LPARs. This can allow a busy partition to run with more processor power than is actually assigned. Of course, when you activate a partition that uses dedicated processors, its dedicated processors are returned for the exclusive use of that partition.
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Script:  Dynamic Logical Partitioning , also referred to as dynamic LPAR,  is the method used to increase the flexibility of partitioned systems by enabling administrators to add, remove or move system resources—such as communications adapters and processors —between partitions without the need to restart each partition or the system.   

For example, early in the morning, authentication server activity spikes as users log in after having their morning coffee. After 10 a.m., Authentication server activity falls dramatically while file print server activity increases. With virtualization, you do not need to overprovision the processor and capacity of each of the two physical servers. Instead, you can share the processor resources. The server components will be efficiently used at a much greater percentage throughout the day rather than having a processor and a dedicated server idle and unproductive at certain times of the day. If you temporarily need more resources, you can use the dynamic LPAR capability to reassign resources immediately, but only on a temporary basis. Resources that are reassigned through dynamic LPAR are returned to their owners when the affected partitions are restarted. To make changes permanent, you need to change the resource assignments in the partition profile.
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Script: A virtual LAN, or VLAN, enables partitions to communicate with each other without having to dedicate a real network adapter for that purpose. 
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Script:  In conjunction with VLAN, shared Ethernet lets you share one or more real Ethernet adapters among multiple partitions. You might use this feature when you need more Ethernet adapters than are physically available on the server. Virtual Ethernet adapters are handled by the Virtual I/O Server and created through the HMC.
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Script: You can use virtual SCSI to pool disk resources and assign virtual disk space as needed. Additionally, you can use virtual memory to give each partition just the amount of memory needed for that partition’s workload. You, the administrator, now have more control over the assignment of storage and memory resources.
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Script: You can apply advanced OpenPower virtualization capabilities to a variety of server situations.
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Script: Now that you know more about virtualization and partitioning with OpenPower servers, take a few moments to learn about five of the most common ways to use this innovative technology.

15 of 20
Script: With Advanced OpenPower Virtualization, you can consolidate multiple servers and replace them with a single server containing multiple virtual servers. Now you can use less floor space, have only one piece of hardware to manage, and support a flexible number of server images.
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Script:  OpenPower servers support use of multiple operating system instances in separate partitions. For example, you can run one or more copies of a popular open-source web server, like Apache, using Linux partitions. On an OpenPower server, you can access the following benefits:
· Run other Linux powered business applications

· Run different versions of the same application on separate partitions in one server box 

· Run Linux from different distributions on the same server

· Use the individual partitions to run multiple releases

· Support both production and test environments
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Script: Through partitioning and dynamic LPAR, you can balance workloads across your business environment. For example, you have a partition for your corporate payroll application and a partition that runs the web server application for your employee intranet. Through dynamic LPAR, you could move server resources from the Web server application, when employees are not heavily accessing the intranet to give your server more power to finish the job of processing your company’s payroll. This could be done manually using dynamic LPAR commands, by using scripts, or by sharing the resources through Micro-Partitioning technology, thus allowing the POWER5 Hypervisor to provision resources as workloads demand them.
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Script: Eliminating the time and cost associated with ordering and installing new hardware is the first step to faster deployment. You can deploy and optimize server resources in real time. This unique capability means that you save time because you can reallocate processor, memory and storage while the machine is running and without having to reboot the server or the partitions to enable the changes. 


After you have created the partition, you can quickly load an operating system and other code. If you are an application service provider, you can quickly create new web servers for new clients or create new partitions to satisfy the increasing demands of current clients. 
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Script: By partitioning the processor, memory and other elements of the server you can maximize server usage. As mentioned in the introduction, servers generally average between 15 to 20 percent utilization. By creating the appropriate number of server images in a single real server, and giving each an appropriate amount of resources, you can dramatically enhance your utilization of the server as compared to buying a new hardware server for each application.
20 of 20

Script: Now that you’ve learned about the components of virtualization and how you can apply these Advanced OpenPower Virtualization capabilities to each component, learn how to configure the eServer OpenPower servers to take advantage of Advanced OpenPower Virtualization.
TOPIC 3

1 of 14
Script: Now let’s learn how to configure your OpenPower server to use the Advanced OpenPower Virtualization features. You can use these features to refine your business processes in the following ways:

· Create parallel production and test environments

· Consolidate several servers into a single logically partitioned system 

· Provide improved resource utilization

POWER Hypervisor technology is designed to create independent, discrete partitions on your OpenPower server. Each partition is designed to be secure, so that application or operating system errors in one partition will not affect other partitions. Instead, the other partitions continue to run normally. This eliminates a major single point of failure that is often cited in traditional "scale up" server consolidation solutions.
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Script: Review the planning checklist and other documents you created when you first accessed the eServer Hardware Information Center. These include your OpenPower Server documentation, physical layout design documents, and other documents related to the partitioning of your server. To access the Advanced OpenPower Virtualization features, you need to order the POWER Hypervisor and Virtual I/O Server features.
When you order these features, you will be given an activation code. The rest of these instructions assume that you have purchased all components related to Advanced OpenPower Virtualization.

3 of 14
Script: When you receive your server, before you unpack it, refer to your planning documents, such as the IBM eServer Hardware information Center document, Physical Site Planning and Preparation. It’s on the Initial Server Setup page. Then, use the Guided Setup Wizard provided on the Hardware Management Console, or HMC. After completing the Wizard, the HMC should remain on while you install the server. Also at this time, make any hardware configuration changes associated with your server. For example, you might need to move Ethernet adapters around within the server in order to take full advantage of your physical location. After you complete these configuration changes, you can physically install the server. If you have a rack-mounted server, you can install the server in the rack. Finally, verify the Ethernet cable connection between the server and the HMC.
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Script: Now, plug in the power for the server. The HMC will add the server as a managed system. After you connect the server to the power source, wait several minutes for the operator panel fields on the HMC window to update and confirm recognition of the server. During this time, you may not see or hear anything happening with the server. After several minutes, you will see an entry on the HMC that says 'Pending Authorization'. You will need to enter three passwords at this time, before the server will power on. These three passwords are explained on the HMC panels. Next, you will see the lights flash on the operator panel, and under the Server and Partition icon, you will see an entry on the HMC for the server. The server will be identified by its model, type, and serial number, and likely be in a state of “Power Off.”
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Script: Next, activate the Advanced OpenPower Virtualization features that came with the server. If you purchased your OpenPower server directly from IBM, the activation code is already entered. If you purchased your OpenPower server through an IBM reseller, an Entitlement Letter is included with your server. This letter contains your unique Entitlement Number. Follow the instructions in the letter to go to the Web and request the activation code. The activation code consists of 34 characters. Enter the activation code with no spaces or breaks on the HMC. After the code is accepted in the HMC, you can continue configuring the server to use the Advanced OpenPower Virtualization features.

6 of 14
You can also upgrade an existing OpenPower server to use Advanced OpenPower Virtualization features: 

· If you purchased your server directly from IBM, place an MES order for the feature. You will be directed to a Web page for an activation code. 

· If you purchased your server through an IBM reseller, your reseller will order the POWER Hypervisor Advanced OpenPower Virtualization feature for you. You will receive an Entitlement Letter that will guide you through the remainder of the activation process. 

For more detailed information about activating Advanced Open Power Virtualization features, go to the Learn More section in this module that contains links to more information on activation.
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Script: Now, start the manufacturing default configuration profile to verify that your hardware is all reporting in properly. Delete that partition, once the hardware is verified, and use the Create Partition Wizard in the HMC to create logical partitions, dynamic logical partitioning and Micro-Partitioning. The wizard in the HMC and the eServer Hardware Information Center guides you through the process of creating the LPAR and its profile. The profile that you create specifies which resources will be assigned to that partition when the partition is booted using that profile. You need at least at one profile for each partition. However, you can create multiple profiles for a partition. 
Your first logical partition will include your Virtual I/O Server. When you specify the first partition as a Virtual I/O Server, be sure to use the recommended values specified in the IBM eServer Hardware Information Center on the page titled, “Creating the Virtual I/O Server logical partition and partition profile.” In addition, you will want to assign all of the system I/O to this server. The Linux partitions access the I/O as clients of the Virtual I/O Server. After you create the LPAR profile for the server, you can choose to create your Linux partitions or to install the Virtual I/O Server code. In this module, your next step will be creating the Linux partitions.
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Script: You create additional logical partitions and profiles using the same wizard in the HMC that you used when creating the Virtual I/O Server. However, when creating these partitions, take care to specify these additional partitions as Linux partitions. Use the eServer Hardware Information Center and your planning documents to specify the amount of processor, memory, I/O devices and storage needed for each additional partition. Next, if you have not done so already, install the code for the Virtual I/O Server.
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Script: To install the Virtual I/O Server software code, you will need to download the code or have the software code on CD-ROM and have access to a bootable CD or DVD ROM drive on the server. The IBM eServer Hardware Information Center contains instructions to help you install the Virtual I/O code. If you purchased the code on CD-ROM, the Information Center also has instructions that teach you how to set up a bootable drive. The installation process is automatic and typically takes about 20 minutes.

Note that if you have not finished creating your Linux partitions; remember to do so before you go on to defining your Virtual SCSI and I/O adapters.
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Script:  After you install the code for the Virtual I/O Server, configure the server, including changing the root password and setting up a TCP/IP connection to the HMC. Next, assign, or provision, virtual disk resources for the Linux clients. At this point, physical disks owned by the Virtual I/O Server can either be exported and assigned to a client partition as a whole or can be partitioned into logical volumes. You can export these logical volumes as virtual disks to one or more client partitions. To make the physical or logical volume available to a client partition, assign the volume to a Virtual SCSI server adapter on the Virtual I/O Server. To establish this link, you must ensure that the server and client slots for the adapters match. Then, link the SCSI server adapter to a SCSI client adapter in the client partition. The client partition accesses its assigned disks through the Virtual SCSI client adapter.  
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Script: To create a virtual target device, or logical volume, which maps the virtual SCSI server adapter to a physical or logical volume, log in to the Virtual I/O Server and run the ‘mkvdev’ command. To create the logical volume on a separate disk, you must first create a volume group and then assign one or more disks by using the “mkvg” command. In addition, you can create a volume group and assign a disk to this volume group using the “mkvg” command. Next, use the HMC to define the logical volume, which will be visible as a disk to the client partition. The size of this logical volume is the size of disks that are available to the client partition. This process is repeated for each Virtual SCSI connection that you create.
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Script:  To configure a shared Ethernet adapter, use the HMC to create the virtual Ethernet adapter for the Virtual I/O Server. After creating the virtual Ethernet adapter, configure the shared Ethernet adapter. Open a terminal window on the Virtual I/O Server, log in and enter the line commands needed to configure the adapter. The following parameters are mandatory:

· The target device, or physical adapter used as part of the shared Ethernet adapter device.
· The virtual Ethernet adapters that will use the shared Ethernet adapter.
· The default virtual Ethernet adapter used to handle untagged packets. Note that if you have only one virtual Ethernet adapter for this partition, use it as the default. 

· The port (or virtual) ID, or PVID, associated with your default virtual Ethernet adapter.
See “Configuring the Shared Ethernet Adapter” in the IBM eServer Hardware Information Center for more information about specific server configuration issues.
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Script: Select the partition on which you want to install Linux and then activate the partition and open a Virtual Terminal. The System Management Services panel is displayed. On this panel, you will specify from which media to boot, and the boot method. Follow the installation instructions for your distribution of Linux and specify which disk or virtual SCSI disk is the destination drive. For detailed instructions, see “Installing Linux” in the IBM eServer Information Center.
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Script: Congratulations! Now that you have configured your server, you can realize the benefits of Advanced OpenPower and begin saving on hardware costs, simplifying your server management and maximizing your server utilization. For more information about Advanced Open Power Virtualization and OpenPower servers, go to the Learn More resources listed on the following panel.

Additional resources

General IBM OpenPower server information

ibm.com/servers/eserver/openpower

Support Web site for OpenPower

ibm.com/servers/eserver/support/openpower

IBM eServer Hardware Information Center

ibm.com/servers/library/infocenter

IBM Linux on OpenPower

ibm.com/servers/eserver/linux/power

Advanced OpenPower Virtual features activation code Web links

Purchased directly from IBM: ibm.com/servers/eserver/openpower/cod/

Purchased through AAS: http://www-912.ibm.com/pod/pod
*The performance increase stated is a potential increase that has been achieved in IBM-internal testing and can vary depending on system and environmental factors. These results have not been verified by an independent third party and IBM does not guarantee that you could achieve these results in your environment. Your results may vary. Contact your IBM customer representative for more information.
