BROCADE=

CONFIGURATION GUIDE

Brocade Vyatta Network OS
MPLS Configuration Guide, 5.2R1

Supporting Brocade 5600 vRouter, VNF Platform, and Distributed
Services Platform

53-1004725-01
24 October 2016



© 2016, Brocade Communications Systems, Inc. All Rights Reserved.

Brocade, the B-wing symbol, and MyBrocade are registered trademarks of Brocade Communications Systems, Inc., in the United States and in other
countries. Other brands, product names, or service names mentioned of Brocade Communications Systems, Inc. are listed at www.brocade.com/en/legal/
brocade-Legal-intellectual-property/brocade-legal-trademarks.html. Other marks may belong to third parties.

Notice: This document is for informational purposes only and does not set forth any warranty, expressed or implied, concerning any equipment,
equipment feature, or service offered or to be offered by Brocade. Brocade reserves the right to make changes to this document at any time, without
notice, and assumes no responsibility for its use. This informational document describes features that may not be currently available. Contact a Brocade
sales office for information on feature and product availability. Export of technical data contained in this document may require an export license from the
United States government.

The authors and Brocade Communications Systems, Inc. assume no liability or responsibility to any person or entity with respect to the accuracy of this
document or any loss, cost, liability, or damages arising from the information contained herein or the computer programs that accompany it.

The product described by this document may contain open source software covered by the GNU General Public License or other open source license
agreements. To find out which open source software is included in Brocade products, view the licensing terms applicable to the open source software, and
obtain a copy of the programming source code, please visit http:/www.brocade.com/support/oscd.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
2 53-1004725-01


http://www.brocade.com/en/legal/brocade-Legal-intellectual-property/brocade-legal-trademarks.html
http://www.brocade.com/en/legal/brocade-Legal-intellectual-property/brocade-legal-trademarks.html
http://www.brocade.com/support/oscd

Contents

= T 9
Document conventions.........cccens .9
NOTES, CAUtIONS, GNT WAINMINGS ... rvvivieiieeisiesessessessesssss st sss a8 e85 5 8188888815585 8858588888888 9

TEXE fOIMNATHING CONVENTIONS. ..ottt s st s s8R 8 58585888888 9
COMMEANA SYNTAX CONVENTIONS......eoieieieseieieeesesessesessesesssssss st ss st sss a8 ss 8828848584588 4858058888858 0288881480888 10

BrOCATE FESOUITES.....ovvuuiveieeesieeeiss st esss e ess s8R 8888888888888 18£8 R8s 10
DOCUMIENT FEEADACK. ....veevoereeeetseeeeeeessseeeeeesss e eeesss s eeesss e ess 8888885588888 8555844558888 R 85k 10
Contacting Brocade TECANICAI SUPPOM . ...ttt 11
BrOCATE CUSTOMIEIS. ..ottt eese ettt e s8££ 8888488884888 E RS0 11

BrOCATE OEM CUSIOMEIS. ...ouiieiieiieeetiseeseisse st eessss et et st 8888588858888 8888858858888 11

LT R O Y= 13
BaSIC MPLS fOrWATTING SUDPOM . ....cuuveerreeeieeessieeeesseseessesesssseesssssessssseessssassssssessssssssssssassssssasssssssssssssessssssessssssassssssassssssasssssssssssssessssssssssssssssssssssssssssssssnnes 13
LLDP SUPOM ettt s8R 84S 8RR R4St 13
RISVPTE SUPPOM . oureeueereeerueeesereeseessseessseeesseesseessseesssesesssesssessssasssssessssesssssesssassssseesssassssaeessseesssessssaesssoesssseesssassssaessssessssessssaessssessseesssassssasessseesssassssessssnsssnessssnssss 14

INOT YO SUPPOIEA. ...oui ettt s e84 8 5885858845888 8 8884588588585 14
IETF RFC and Internet Draft SUPPOIT fOr MPLS.........ooiiiisessssesssissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssasssssssssssssssssssssssssnssssssssssssssses 14
HOW IMIPLLS WOTKS. ... tvttnieeisisseessseessseesesssessssseess s ssss s8££ 8888888848888 8888488800 15
How packets are forwarded through an MPLS GOMI@IN. ... sssssssssssssssssssssssssssssssssssssssssssssssssssssssassssssssssssssssssnns 15
Displaying GIODal MPLS INfOIMNATION....... corrreerereesreesresessesessesesssesssesssesssessssesessesessssessssessssessssessssessssesssssseasssessssessssessssesssssssasssiasssessssessssesssssssasseas 21
Displaying the label assignment for MPLS traffic leaving the LSR.... 21
Displaying the MPLS forwarding INfOIrMM@TION. ... eessss s sesss st sss a8 8 888880 21
Displaying the MPLS CroSS-CONNECT TDIE.. ...t ess s ess st 88 888888888888 22
DiISPIAYING the IMPLS G001 HADIE........ieeireeeieie sttt es st 8888488888888 8RR 880 22
Displaying the MPLS iNCOMING SEGMIENT TDIE. ... reeiieeeeeesseeessss e sssssse s esssss st 22
DISPIAYING the IMP LS INTEITACES . ..uurverrreiesireeeeisseeisiese st st ssssss st sss s es 8885888888888 8058858588888 8880 22
Displaying MPLS interfaces 0N the data PIane..... s sesssssssssssssssssssssssssssssssssssssessssssssssssssssssssasssssssssssssssssssssssssssssssssassssssseses 23
Displaying the MPLS label table information on the data Plane. ... st sss st 23
Global MPLS Configuration Considerations.... .25

IP-0VEr-MPLS TTL PIrORAGAtION CONTIOL ... ittt st sssss st sess s sess st 8885888888 25
Configuring TTL propagation for the MPLS AOMAIN........isiessssssssissssssessssssesssssssss st st sssssssessssssesssssssssssssssssssssssssssssssssssssssnns 25

L L TSR e 45 03 Y- T3 T LN 27
MPLS O EratioNal COMMENTS.......ciuuiiiiiiiesiiee ittt s 5818888858888t 27
MPLS CONFIGUIATION COMIMIENTS... . titttiieiirireieeieiieeeesee st ess s ess s e85 £8 8888888588888 28

clear interfaces dataplane mpls counters....
monitor dataplane mpls events | packet-error enable | disable....

PFOYOCOIS INPIS AEFAUREL .ovviveeeee ettt 8888858888888 31
ProtoCols MPIS diSADIE=IP=PrOPAGAIE T ...ttt s s8££ 32
protocols mpls label-range MaximMUM=IA0EI-VAIUE ...t st s 33
protocols mpls label-range MINIMUM =IA0EI-VAIUE.........cco it s s 34
SNOW AAtaplane MIPIS INTEITACES ...ttt sS85 88888888888 35
show dataplane Mpls 1abel—table [ WIN=IEIIX ] ...t seeesssssssss s sssssssssseeesssssssss s sssss s sssssssssss s ssssssssnssnn 36
SNOW datapIane StAtISHCS MIPIS ...t s8££ 37
SNOW MNPIS CIOSS=CONMMECT ... ettt ettt s8££ 8885885858588 8585881888t 38
SNOW MNPIS FOIWAITING . ...e. ettt s sS85 5405881818888 39

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01 3



SNOW INPIS IN=SEGMENTAAIIE. ..ottt sae et s8R 40

SNOW MNIDIS INEEITACE. ..ooe et 42
SHOW MPIS 12DEI-EDIE [ IONGEI=PTEIIXES L. sssssssssssssss s RS SRR RRRRRRSRRRR00 0000 43
SNOW MNPIS OUL-SEGIMENTAGDIE.. ...ttt 8588888888858 888800 44
Label Distribution ProtoCol. ... 45
LLDP OVEIVIEW. ..ceotevereeireeiieiseesiseesiss st 8 £ 8 8 ££8 R 8RR 45
L DP 0T MNINOIOGY ettt it se ettt 8 8881848858588 46
Configuring LDP on an interface... .46
LDP OUDOUNT FEC fIREING ..ttt 885388888 47
P EIEQUISITES ... vvtaver ettt b8R8 8 8888888 47
Configuring LDP OUDOUNG FEC fIREING...uvveireriireieieeieseeeessse s ssssse s st sssss st st 881888888588 47
LDP Hello interval and HEllo NOId tIMEOUL HIMIEIS ...ttt sttt st 47
Precedence of the Hello hold tiMe SETNGS. ...ttt sess et s 48
Precedence Of the Hello INTErVal SEHINGS. ...ttt 88888888 48
SEHING LDP HEIO INTEIVAI VAIUES ...vvorevetireitieseiiiesseissesssi st st ssssssssssssss st s sss s st 5815855880888 88885588880 48
SEHING LDP HEIIO NOIT HIMBOUL.....oouuvevrrieireiiiieee s cessess s ssssss st st st ssss e85 88 8885858588888 49
Setting hold tiMe @Nd INTEIVAl GIODAIIY ...t a s s8R 49
Configuring LDP MeSSAgE @UNENTICAION. ...ttt s8££ 49
RESEHHNG LDP NEIGNIDOIS. ... ettt 8888818885858 8 2585881882888 49
ValidQtNG LLDP SESSION MESEL....uiuiriiiieiieeiieeeiie sttt ss sttt 8 5858858588288 588848585t 50
MPLS LDP-IGP SYNCRIONIZAtON. ...ttt sss st 1888888888585 50
CONTIGUIAtION CONSIAETATIONS......eooueeeireeeiieeeis ettt ees s s8££ 88888888 51
Configuring MPLS LDP-IGP synchronization...... .51
Enabling MPLS LDP-IGP synchronization ON @n INTEITACE. ... i ssisssessssesssssesssssss st sssss st st ssssssssssssssssssssssssssssssnnes 52
LO0eT 0y 1T U] 3T TN P 53
LDP GraCefUl RESTAI........rrveerieeceeeie e esis st sse s8££ 54
CONFIGUIING LDP GR NEIPEI ... cvtirrveireiesiesecisessssssssassssessssssssssssssssssessssssssssssssssssss s st ss8ssaes58ss00 45814000881 140 0888000588100 5 858588 54
LDP session Keepalive iMeEouUt CONTIGUIATIONS ...ttt st a8 a8 s 55
SEtHNG the KEEPAIIVE HIMEBOUL ..ottt es sttt 8 R8s 55
SEtHNG the KEEPAIIVE INTEIVAIS ..ottt e84 R84SR0 55
Configurable LDP LSR ID....cccccconvvrnerennn. .55
Limitations......ccoueenernneinnnn. ... O6
CONFIGUNNG ThE LDP LSRR D ..ot sss st sss s a5 5185558585855 888885888 56
ST o] o SR I B o @Yoy 1T U =1 (o7 o T TP 57
CONFIGUING IMPLS LDP ©XAIMIPIE ... ciotueriitueeieieeiessseeesseeeessesesssseeesssssseesss st 8815815884458 8444881058818 8858888888880 57
MINIMIUM IMPLS LDP ©XAMNPIE.....ouuvetueeeeimeeresseeessseseesssesssssssesssssesssssesssssessssssessssssssssssssesssssessssssssssssssssssassssssassssssassssssasesssssassssssessssssssssssasssssssassssnsessssnnseses 57
LDP COMMANGS....ciuiuiurerisiesssssesesessssssssesesssssse e s sssssesesessssssssesessssssssssestasssssssssessasssssssesess s ssessssessesssessesess e eseeeesE e s e s eEeEsE e s e R e e s e sE e e Rebsenesn e s Rnrnen 59
LDP OPEratioNal COMMANGAS........oiiieeeieceveeste st bbbt 60
LDP CONFIGUIATION COMIMIGNTS. .11ttvtttiriitiriesseriesssssesssssssssssssssssssssssssssssssssss s ssssssssss s ss s 5880045800588 588 8884588885888 60
ClEAT MPIS [AP STAISHICS..vvvtuirveiieriie ittt ettt 8885888885885 888 62
monitor protocol mpls Idp enable|disable [ dsm | events | fsm | nsm | packet | A | USMN Ju..eeweeeeeeeeeceeesscssssssssssssssssssssssssssssesessessessessssssseeeeee e 63
protocols mpls-Idp address-family ipv4 label-policy advertise eXPliCit=NUIL....c..c..ciirrirrisss s ssssssssssseens 64
protocols mpls-Idp address-family ipv4 label-policy advertise Prefix=list ... ssssees 65
protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode independent..........oiss s, 66
protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode ordered..........i s 67
protocols mpls-ldp address-family iPV4 tranSPOr-a0AIESS ...t st e es s 68
protocols mpls-ldp discovery interfaces Nello-NOITHMIE ... sttt 69
protocols mpls-ldp discovery iNterfaces NEO=INTEIVAL ...t 70

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
4 53-1004725-01



protocols mpls-Idp discovery interfaces interface address—family IPVA ...t ssst st ssssssssneees 71

protocols mpls-Idp discovery interfaces interface Nello-NoIAtIME. ... 72
protocols mpls-Idp discovery interfaces interface REllO=INtEIVAL ...ttt sssss s 73
protocols mpls-Idp discovery interfaces interface igp-syNChronizatioN=delay..........ciriiiisses s sssssssssees 74
protocols mpls-Idp discovery interfaces interface SeSSION-Ka-NOIAHIME ... st sssss s ssssseas 76
protocols mpls-Idp discovery interfaces interface SESSION-Ka=iNtErVal.......coouiiiiriiisisssss st s ssssssnenns 77
protocols mpls-ldp graceful-restart NEIPEI-ENADIE ...t s 78
protocols mpls-ldp graceful-restart rECONNECI-HIME ...t s 79
protocols Mpls-Idp graceful-reStart rECOVEIY—IME. ...t s bbbt 80
PFOYOCOIS IMNPIS=IAD 1OG ASMN... ittt ettt ees et et 8 888888885888 81
PrOYOCOIS MPIS=IAD 1OG EVENTS....cvuiiieiieete it ess sttt 8 8888888888888 82
PFOTOCOIS IMNPIS=IAD 1OG FSM.iitiiiiiieriiireieise et ess sttt 8 8888888858858 8 888888855 83
(o]} coTele] IS a'aT o1E=el oo 38TV N 0T 0O OO OSSO OO ST RON 84
protocols mpls-Idp log packet address | all | hello | init | keepalive | label | NOHTCAHION. c.oooooooooooeeeeeeeeeeeeeeeeesessssssssssssssssssssssssssssssssnnns 85
ProtoCols MPIS=IAP 10G M.ttt ssss s ...86
protocols mpls-Idp log usm.... .87
protocols MPIs-Idp IS-id ... ...88
protocols mpls-Idp Nneighbors NEIGhDOr MAS=PASSWOIT ...t s bbbt 89
protocols mpls-Idp neighbors session-downstream-0N=AEMANG.......cco. sttt 90
protocols mpls-Idp Neighbors SESSION=Ka=NOIAtMIE ...ttt 91
protocols mpls-Idp NEIGhDOrs SESSION=KA=INTEIVAL ...t bbb 92
FESEY MNIDIS [ttt ettt ee s s8££ 8888848585888+ 8 E R ER£E R AR 93
SOW TNIDIS IOttt ettt ettt 8888888588584 8488888580488 E AR 94
SNOW MNPIS I @OJACENCY ...ttt et ss st e85 8 8588484888888 8 5888 95
SNOW MPIS A QAVEIISEIADEIS .....oooveeireeeieieie et ettt 8 8885848888888 96
SNOW MIPIS [P GISCOVETY .ottt 97
SNOW MNPIS I JOWNSIIEAM ..ottt ss s e85 8885885885858 5888858858880 98
SNOW MNPIS A FOC ittt s 8888855855858 8 8445854858855 8 558888 99
SNOW MNPIS 1D GraCETUITESTAM. ...ouv ettt 100
ESaToN T 0 aT 1 E=H e TN T T JE=1Y ] o Tl OO OO PPN 101
SNOW IMIPIS AP INTEITACE ..vrireeeeiee ettt ess et s8R 885888 SRR 102

SNOW MNPIS TP ISP vvtrieerriire ittt ss st 8 8285884888588 8 2585854188884 103
SNOW MPIS 1P NEIGNIDOIS. ... .ottt 8 888885888888t 104
SNOW MNPIS I FOULES ..ottt ees ettt 8888888888588 888888 105
SNOW MNIPIS I SESSION.....etuveirceiieeetieeeeeseeeees st es s s8££ 8848585888884 £8 858588 106
SNOW MNPIS I STATISTICS vttt 8 888888585888 R R 107
SNOW MNPIS A UPSIIEAM ..ottt ettt 108
MPLS Traffic ENGINEEIING....iuiureeirrereresesesssesesesssssssesesesssssssasesssssssssasessasssssssessssssssssssesssssssssssstssasssssssestsssssssssessssssssssesssssssssssessssssssssessssssssssssassanas 109

USING MPLS N 1raffiC ©NGINEEING ...vtrreeirrieiseeiiisne e sessssssssessessssssssssssssss st ss 5858148888885 8855888888888 109
CSPF calculates a traffie-engINEErad Pathi. ...ttt 109
SIGNAIEA LSPS....u ettt essseess et es s ess s ess e ss 2858588842484 8 1458858885888 R RS R AR 110
Traffic ENGINEEMNG DAtADASE. .....cvvrriieesiiss i ssssess st sss st st 2858888888888 8588888888888 110
LSP attributes and requirements used for traffic @NGINEEIING ..o sttt 110
Setting traffic engineering parameters for MPLS INteITaCeS ...t ss s 110
How CSPF calculates a traffic-engINEEred Path.......o.. ettt 112
ConfIgUNNG CSPF INtEITACE CONSIIAINT.... .ottt s et es s8R 112
HOW RSVP €StabliShes @ SIGNAIEA LSP....... i esaise st st ess st st 8858588888880 113
ENabling OSPF-TE LSAS fOr MPLS INTOITACES........iiireiinreeinesessseessisse s ssss s sssssssss s sss st sss e85 8 8 ss8ss 117
Displaying MPLS @Nd RSVP INOIMIETION. ... cesseseesseseessssssssss st st st sssss s ess 4558144588588 58885888 117
DISPIAYING RSV P N OIMNGHON. . veetireeetreeiseseessseeesiseesei et sessss et ss s8££ 8888588888888 118

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01 5



MPLS fast reroute USING ONE-10=0NE DACKUD......ccvvurreeiiecreeeiieeereeesecrsss e eessss e sesss st et 122

LINK PrOTECHON FOr FRR.....ocoticiee ettt 122
Path selection MEtric fOr COPF COMPUIGTION ...t sss st ssss st s8R 124
ConfIgurNg TE-MELNIC fOr MPLS INTEIACE. ...ttt 888888888 125
USING TGP SNOIMCULS ..ottt ess s ess s8££ 8588585845818 8885812882588 8 14882 E 858828t 125
L@0eT oy Te [U LT g T ST T I TP 127
ENAbliNg MPLS TraffiC ENGINEEIING.....iiiiiriieesiiie st ssss st ssss s sss st 5888858580888 127
CoNfIGUING MPLS RSVP INTEITACES. .....iiviceiiiese sttt sss s sss a1 515188888 127
Establishing adminiStrative GrOUD MAMIES.. ...t 129
ConfIGUNNG MPLS RSVP GlODal SEHINGS. ....vveireieireieieeeiseeieses e st seesssseeess s esss s ess 88 £88 88858888 129
RESEHNG RSVP SESSIONS. ...oouiviriiriiieeiseeeisesisse st es s ss s 8188881888848 8 1888888t 130
CONfIGUING MPLS RSVP NEIGNIDOIS. ...ttt csisse st essssessess st ssss 8818858058058 8 88880 131
CONFIGUING MPLS RSVP HUNNEIS....courrrvieiecrieeieeeeesessseeseessssseesssssse e sssssse e sssssssee s esss s 0588588858888 131
ConfIGUING MPLS RSVP PIMAIY DAt.....cieerieeereesieeiessessessseessissesssssssssssssssssssssssssssss s ssssssssssssasssssssssssssssesssssssssassssssassssssssssssssssssssssssssssssssssssssssas 132
CONfIGUING MPLS RSVP fASt FEIOULE........vvuireieiirieiierscisessessssssssssssssssse st ssssssssssssssssssssssssssss a8t 558405581400 55 8800088088888 133
Configuring MPLS RSVP SECONUAIY PAth......iiieieiiiiiiereiiieseiissssssssss st sssssssssssssssssss st ss 1555155858588 134
ENADING MPLS RSVP-TE IMONITOIING . .ttrvtrrierreereeeseeessaeessesesseessssesssseessssesssassssasesssessssessssssssassssssesssassssasssssessssesssssssssasssssessssassssasesssassssasssssssssessssassssansssness 135
CONFIGUNNG MPLS RSVP IOGGING 1wtttrvetrietretireiesseessseisesessesessssssssssssssesssassssssssssessssesssssssssasssssssssassssasssssessssesssssssssssssssssassssasssssessssesssssssssssssssssssssssssssansssss 136
RSV/P TEITESIN FEAUCTION. ...... oottt et eeess et eees s8R 137
SEHNG UP SIGNAIEA LSPS .. .ottt ss st s s8££ 8581885858588 58818888 137
SEHNG U PATNS .ot 8881588888888 137
IMOTITYING @ PAEN. ettt 8 88888888888 138
Configuring MPLS fast reroute using 0ne-10-0N€ DACKUD........cc.iiiiiriiie sttt 140
MPLS fast reroute using one-to-one backup configuration OPHIONS........cir st sss st 140
RSVP Sample CoNfigUIation....... iR R R R e 141
MiINIMUM MPLS RSVP @XAMNPIE... ..ottt 141
LS Y oy I @] 4o g F=T T T3 143
RSVP OpEratioNal COMMBNGS. ....uuvvviueriisereiseeesssssssssssesssssssssss st sssssss st s88 1458888588588 8 8088815885858 144
RSVP CONTIGUIATION COMIMIANTS....... ittt iesreeseeese s e st st ess s ss s s8££ 4581888858588 8888888t 145
Global MPLS RSVP CONfIGUIAtiON COMMANTS.......iiiiirieireisesisesissssssesesssesssss st sessssssssessssssssssasssssssassssssssssessssessssssssssssssssssssassssasssssessssssssnssssssssssnss 147
ClEAT TNIPIS ISV STAISTICS .. vevieieite st s8££ 8 85858888 148
monitor protocol mpls rsvp enable|disable cspflevents|fsmINSMIPACKE|FD. ... 149
protocols Mpls-rsvp globals adMiN=grOUDRS VAIUE..........ccoc.iiesees sttt 150
Protocols MPIS-rsVP GloDAlS EXPICI=PATNS ...ttt 151
protocols mpls-rsvp globals explicit-paths eXpliCit-roUte-0DJECES ...t sss s 152
protocols mpls-rsvp globals explicit-paths explicit-route-objects aCtion I00SE ... s 153
protocols mpls-rsvp globals explicit-paths explicit-route-objects action StrCt ... e 154
protocols mpls-rsvp globals explicit-paths expliCit-route-0bjects AAAIESS. ... st ssss 155
Protocols MPIS-rsvp globalS rEOPHIMIZAtION ...t ass s8R 157
protocols mpls-rsvp globals reoptimIiZatioN INTEIVAL ...t s st s 158
protocols mpls-rsvp globals tail-signaling @XPICI=NUIL........o et es st nsst s 159
ProtoCols MPIS-rSVP INTEITACES INTEITACE ...t SRS sss 160
protocols mpls-rsvp interfaces iNterface adMiN=-grOUDS. ...t s 161
protocols mpls-rsvp interfaces interface bandwidth-constraints MaximuM=reservable. ... 162
protocols mpls-rsvp interfaces interface signaling Nello INtEIVAL. ...t 163
protocols mpls-rsvp interfaces interface signaling Nello FECEIPT ...t 165
protocols mpls-rsvp interfaces interface signaling Nello IMEOUL ...ttt 166
protocols mpls-rsvp interfaces interface signaling refreSh INTEIVAL ...ttt 167
protocols mpls-rsvp interfaces interface signaling refresh reduction diSable ... 168

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
6 53-1004725-01



protocols Mpls-rsvp INterfaces INTEIface t@-MMEIC ...t 169

PrOtOCOIS IMPIS=ISVID OG COPF worurveirurieiiireesinseiesessesss st ssss s ssss e sss s8££ 8888088088585 8 8458148888588 170
PrOtOCOIS IMPIS=ISVID 0G EVENTS ....otueieiereeiseesesiessseess st ssss st sessssesss s 8858585858888 58855888588 171
PrOtOCOIS MPIS=TSVID 1OG FSIM ©OIESS ...ttt ettt st 8888885585888 172
PrOtOCOIS MPIS=ISVD 10G FSIM INGIESS ..vvoeiviieiiiisseieiese s ss sttt 8888888888 173
protocols Mpls-rsvp 10g fSM tranSit AOWNSIIEAM.......coo it S s s s s 174
Protocols MPIS-rsvp 10g fSM traNSIt UDSIIEAM......ociiic s s 175
protocols mpls-rsvp 1og NSM......ccccoerrnrenneirnneenn.

protocols mpls-rsvp log packet

PFOYOCOIS IMNPIS=ISVID IOG 0.t rieieieieieiiee sttt s8££ 88888888
ProtoCOlS MPIS-rSVP NEIGNDOIS NMEIGNIDON . ... st
PrOtOCOIS MPIS=ISVD TUNNEIS TUNNE! ..ottt s8££
protocols Mpls-rsvp tunnels tUNNEl UIOTOUIE=ANNOUNCE ...ttt

protocols mpls-rsvp tunnels tunnel autoroute-announce absolute-metric
protocols mpls-rsvp tunnels tunnel autoroute-announce relative-metric ..

Protocols MPIS-rsvp tUNNEIS TUNNE! AESHNATION. ... s
protocols mpls-rsvp tunnels tunnel Primary DANAWIATN. ...t
protocols mpls-rsvp tunnels tunnel Primary eXPlC=Path.......co st ss st
protocols mpls-rsvp tunnels tunNel Primary fast-rerOULE. ...t
protocols mpls-rsvp tunnels tunnel primary fast-reroute DANAWIALN ...
protocols mpls-rsvp tunnels tunnel primary fast-reroute node-protection-desired..........orrici s 190
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints include-any..........ccooccmnecnneicrnsicinniiinns 191
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints include-any affinity-names ................. 193
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints exclude-any.........cccoveovervineeosericseris 195
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints exclude-any affinity-names................. 197
protocols mpls-rsvp tunnels tunnel primary fast-reroute Priority RO ... 199
protocols mpls-rsvp tunnels tunnel primary fast-reroute Priority SEIUD ..ot sssss e 201
protocols mpls-rsvp tunnels tunne primary fast-reroute Protection ONE-10-0NE ... e 203
protocols Mpls-rsvp tunnels tUNNEl PrIMArY IOCKAOWN. ... sses sttt s e 204
protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints include-any.......c..ceiens i 205
protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints include-any affinity-names..........cooccicinrciinenninns 206
protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints exclude-any..........ciresssssssesienns 208
protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints exclude-any affinity-names ..., 209
protocols mpls-rsvp tunnels tunnel primary path-selection hop-limit. .
protocols mpls-rsvp tunnels tunnel Primary Priority MO ... st es bbb
protocols mpls-rsvp tunnels tuNNEl PrimMary PriOTitY SEHUD. ... it st s st
protocols mpls-rsvp tunnels tunnel primary record-route reCord=1aDEl. ...t essenes 214
protocols mpls-rsvp tunnels tunnel secoNdary BANAWIALN. ... 216
protocols mpls-rsvp tunnels tunnel secondary eXPlIC-PatN........cco s s s s s 217
protocols mpls-rsvp tunnels tUNNEl SECONTANY IOCKAOWN. ...ttt st st st 218
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints include-any.......c.ciresse, 219
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints include-any affinity-names ..., 220
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints exclude-any ..., 222
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints exclude-any affinity-names..........cooeevvcieerviiennrnnn. 223
protocols mpls-rsvp tunnels tunnel secondary path-selection ROP=lMit.......cc..coorii st 225
protocols mpls-rsvp tunnels tunnel secondary priority hold..........cccoueeinenees

protocols mpls-rsvp tunnels tunnel secondary priority setup

protocols mpls-rsvp tunnels tunnel secondary record-route reCord-1aDel. ... s 228
ProOtOCOIS MPIS=ISVP tUNNEIS TUNNEI SOUICE.......eoirveireieeireite et ses st e85 888858888 230
reset Mpls rsvp tunNel all [ PrMArY | SECONTAIY L rrviiiiiieeeeeeceeeesessssssseesssssssesssssssssessssssssssssssss s ssssssssssssssssssessssssssssssssssssssssssssssssssssssesssssenes 231
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reset MPIS rSVP tUNNEIINGIESS Gll | NAME ..o s 232

reset mpls rsvp tunnel name <name> [ PrMANY | SECONAAIY T ..vvvvveeeciiieeeeeeeeeeeeesissssss e sssssessssssssesessssssssssss s sesssssssssssssssssssssssssssssssssssssssesssenes 233
reset MpIS rsvp tUNNEI NON=INGIESS All | NBIME ... ssssssssssssssssssssssssssssssssssssssssssssssssssssss s 234
reset mpls rsvp tunnel reoptimize all | name [ PriMary | SECONAAIY T ....vvvvvvvvvvvvvvereevesevessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssos 235
£ T3 0 T 1 E= €51 o OO 236
SNOW MPIS TSV QUMNIN=GIOUDS wreveieeeureesriiseeeseesssesesasessssssssessssesssssssssssssssesssassssasssssessssessssssssaessssessssassssasesssassssassssssssssnssssessssanssssesssassssasssssnssssessssnsssnssssness 237

show mpls rsvp interface
show mpls rsvp neighbor
SNOW MPIS TSV PN 1.ttt s8££ 8 88858888188

SNOW IMIPIS TSV SESSION ..veeticeeieeeeieeeesieeseesseeeessse st ess s es s8££ 8888858488888 858888 AR

SNOW MNPIS ISV SESSION COUNT......iittiiiieeieeieeeeieecets et eessee et st 8 8888888888858 88 242
show mpils rsvp session [ egress | ingress | transit ] [ dOWN | UP T LAl ..o issssssssseeessssessssssennssssones 243
show mpls rsvp session name <Name> [ PriMAry | SECONTAIY L..........ovverrrmiooooiiiiiierssveeeeeeeesessssssssssssssssssseeesssssssssssssssssssssssseeesssssssssssssssssssssseeeeeeen 244
SNOW MIPIS TSV STAISTICS.....ovieeec sttt

show mpls rsvp summary-refresh ....
SNOW MNPIS TSV TUNNME! w.eeotiiieieiiesies ittt 8 5885585858858 8855855855888
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Document conventions

The document conventions describe text formatting conventions, command syntax conventions, and important notice formats used in
Brocade technical documentation.

Notes, cautions, and warnings

Notes, cautions, and warning statements may be used in this document. They are listed in the order of increasing severity of potential

hazards.

A\
A

NOTE
A Note provides a tip, guidance, or advice, emphasizes important information, or provides a reference to related information.

ATTENTION
An Attention statement indicates a stronger note, for example, to alert you when traffic might be interrupted or the device might
reboot.

CAUTION
A Caution statement alerts you to situations that can be potentially hazardous to you or cause damage to hardware,
firmware, software, or data.

DANGER
A Danger statement indicates conditions or situations that can be potentially lethal or extremely hazardous to you. Safety
labels are also attached directly to products to warn of these conditions or situations.

Text formatting conventions

Text formatting conventions such as boldface, italic, or Courier font may be used to highlight specific words or phrases.

Format
bold text

italic text

Description

|dentifies command names.
Identifies keywords and operands.
|dentifies the names of GUI elements.

|dentifies text to enter in the GUI.

|dentifies emphasis.
|dentifies variables.

|dentifies document titles.

Courier font |dentifies CLI output.

Identifies command syntax examples.
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Brocade resources

Command syntax conventions

Bold and italic text identify command syntax components. Delimiters and operators define groupings of parameters and their logical
relationships.

Convention Description

bold text Identifies command names, keywords, and command options.

italic text Identifies a variable.

value In Fibre Channel products, a fixed value provided as input to a command option is printed in plain text, for

example, --show WWN.

[] Syntax components displayed within square brackets are optional.

Default responses to system prompts are enclosed in square brackets.

{x|ylz} A choice of required parameters is enclosed in curly brackets separated by vertical bars. You must select
one of the options.

In Fibre Channel products, square brackets may be used instead for this purpose.
x|y A vertical bar separates mutually exclusive elements.
<> Nonprinting characters, for example, passwords, are enclosed in angle brackets.
Repeat the previous element, for example, memberlmember...].

\ Indicates a “soft” line break in command examples. If a backslash separates two lines of a command
input, enter the entire command at the prompt without the backslash.

Brocade resources

Visit the Brocade website to locate related documentation for your product and additional Brocade resources.

White papers, data sheets, and the most recent versions of Brocade software and hardware manuals are available at www.brocade.com.
Product documentation for all supported releases is available to registered users at MyBrocade.

Click the Support tab and select Document Library to access documentation on MyBrocade or www.brocade.com You can locate
documentation by product or by operating system.

Release notes are bundled with software downloads on MyBrocade. Links to software downloads are available on the MyBrocade landing
page and in the Document Library.

Document feedback

Quality is our first concern at Brocade, and we have made every effort to ensure the accuracy and completeness of this document.
However, if you find an error or an omission, or you think that a topic needs further development, we want to hear from you. You can
provide feedback in two ways:

+  Through the online feedback form in the HTML documents posted on www.brocade.com

By sending your feedback to documentation@brocade.com

Provide the publication title, part number, and as much detail as possible, including the topic heading and page number if applicable, as
well as your suggestions for improvement.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
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Contacting Brocade Technical Support

As a Brocade customer, you can contact Brocade Technical Support 24x7 online, by telephone, or by e-mail. Brocade OEM customers

should contact their OEM/solution provider.

Brocade customers

For product support information and the latest information on contacting the Technical Assistance Center, go to www.brocade.com and

select Support.

Contacting Brocade Technical Support

If you have purchased Brocade product support directly from Brocade, use one of the following methods to contact the Brocade

Technical Assistance Center 24x7.

Online Telephone
Preferred method of contact for non-urgent Required for Sev 1-Critical and Sev 2-High
issues: issues:

Case management through the
MyBrocade portal.

Quick Access links to Knowledge
Base, Community, Document Library,
Software Downloads and Licensing
tools

Brocade OEM customers

Continental US: 1-800-752-8061
Europe, Middle East, Africa, and Asia
Pacific: +800-AT FIBREE (+800 28
3427 33)

Toll-free numbers are available in
many countries.

For areas unable to access a toll-free
number: +1-408-333-6061

E-mail
support@brocade.com

Please include:
Problem summary
Serial number
Installation details

Environment description

If you have purchased Brocade product support from a Brocade OEM/solution provider, contact your OEM/solution provider for all of

your product support needs.

- OEM/solution providers are trained and certified by Brocade to support Brocade® products.

Brocade provides backline support for issues that cannot be resolved by the OEM/solution provider.

+  Brocade Supplemental Support augments your existing OEM support contract, providing direct access to Brocade expertise.
For more information, contact Brocade or your OEM.

+  For questions regarding service levels and response times, contact your OEM/solution provider.
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MPLS Overview

Basic MPLS fOrWarding SUPPOM ...t 13
LDP support......nenis

RSVP-TE support
Not yet supported
IETF RFC and Internet Draft SUPPOIt fOr MPLS ...t 14
HOW IMIPLLS WOTKS. ... vettietieeieise s eis st s8££ 15

Multiprotocol Label Switching (MPLS) on the Brocade 5600 vRouter provides the data plane support and the basic Label Distribution
Protocol (LDP) and Resource Reservation Protocol for Traffic Engineering (RSVP-TE) support that serves as a foundation on which to
build additional features.

The following support is provided:
Basic MPLS forwarding
LDP
RSVP-TE

Basic MPLS forwarding support

The following basic MPLS forwarding features are supported:
Label Switched Paths (LSPs) using IPv4 next hops
Imposition of labels onto IPv4 packets
Routes with de-aggregate to global tables
ECMP for imposition and labeled routes
IP fragmentation
IP traceroute using LSPs (when TTL propagation is enabled)
Generation of too-big ICMP (when the MTU is exceeded with the DF bit set)
Configurable TTL propagation
Configurable label table size

Per-interface packet statistics

LDP support
The following LDP features are supported:
Label allocation and advertisement control

- Outbound filtering
- Allocation control; only label ranges supported

Null label allocation

- Explicit null if configured; implicit null if not configured
- Session authentication

IGP synchronization

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
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RSVP-TE support

Downstream-on-demand advertisement mode

IPv4 LSPs
ECMP for imposition and labeled routes
Graceful restart helper

Operation in default VRF only

RSVP-TE support

The following RSVP features are supported:

CSPF OSPF computation (resource utilization)

Explicit path (loose and strict)

Fast reroute with one-to-one protection
IGP shortcut (IGP routes through a tunnel)
IPv4 point-to-point tunnels

Node and link protection

Path affinities

Reoptimization

Record route

Refresh reduction (scalability)

Shared explicit filter

Tail end implicit or explicit null signaling
RSVP operation in default VRF only

Not yet supported

The following features are not currently supported:

L3VPN

Diffserv-aware TE

Facility backup

Graceful restart for RSVP-TE
MPLS QoS

Point-to-multipoint tunnels
Shared Risk Link Groups (SRLG)

Tunnels to destinations outside the OSPF area

IETF RFC and Internet Draft support for MPLS

The Brocade vRouter 5600 implementation of MPLS supports the following IETF RFCs and Internet drafts.

RFC Number
RFC 3031

14

RFC Title
Multiprotocol Label Switching Architecture
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How MPLS works

RFC Number RFC Title

RFC 3032 MPLS Label Stack Encoding

RFC 5036 LDP Specification

RFC 2205 Resource ReSerVation Protocol (RSVP) Version 1 Functional Specification
RFC 2209 Resource ReSerVation Protocol (RSVP) Version 1 Message Processing Rule
RFC 3209 RSVP-TE

RFC 4090 Facility backup and Fast Reroute

RFC 3630 TE Extensions to OSPF v2

How MPLS works

MPLS uses a label-switching forwarding method to direct packets through a network. In label switching, a packet is assigned a label and
passes along a predetermined path of routers. Forwarding decisions are based on the contents of the label, rather than information in the
IP header of the packet.
The following sections describe these basic MPLS concepts:

How packets are forwarded through an MPLS domain

The kinds of Label Switched Paths (LSPs) that can be configured on a device

The components of an MPLS label header

How packets are forwarded through an MPLS domain

In an MPLS domain, packets are forwarded from one MPLS-enabled router to another along a predetermined path, called an LSP.

An MPLS domain consists of a group of MPLS-enabled routers, called Label Switching Routers (LSRs). LSPs are one-way paths
between MPLS-enabled routers on a network. To provide two-way traffic, you must configure LSPs in each direction.

The LSRs at the head end and tail end of an LSP are known as Label Edge Routers (LERs). The LER at the head end, where packets
enter the LSP, is known as the ingress LER . The LER at the tail end, where packets exit the LSP, is known as the egress LER. Each LSP
has one ingress LER and one egress LER. Packets in an LSP flow in one direction: from the ingress LER toward the egress LER.
Between the ingress and egress LERSs, there may be zero or more transit LSRs. A device that is enabled for MPLS can perform the role
of an ingress LER, transit LSR, or egress LER in an LSP. Furthermore, a device can serve simultaneously as an ingress LER for one LSP,
transit LSR for another LSP, and an egress LER for some other LSP.

The figure titled "Label switching in an MPLS domain” depicts an MPLS domain with a single LSP consisting of three LSRs: an ingress
LER, a transit LSR, and an egress LER.

NOTE
In the following figure, Ingress LER, Transit LSR, and Egress LER are virtual
routers.
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How MPLS works

FIGURE 1 Label switching in an MPLS domain

MPLS Domain

Ingress LER Transit LSR Egress LER
L HH
[LL] »>
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L] L
Classifies packet Looks up inbound label in database @ Removes MPLS label
Assigns labe| Swaps inbound label with outbound label Forwards packet using

next hap in LSP

Label switching in an MPLS domain works as described below.

16

1.

The Ingress LER receives a packet and pushes a label onto it.

When a packet arrives on an MPLS-enabled interface, the device determines to which LSP (if any) the packet is assigned.
Specifically, the device determines to which Forwarding Equivalence Class (FEC) the packet belongs. An FEC is simply a group
of packets that are all forwarded in the same way, typically represented by a prefix in the routing table. FECs are mapped to
LSPs. When a packet belongs to an FEC and an LSP is mapped to that FEC, the packet is assigned to the LSP.

When a packet is assigned to an LSP, the device, acting as an ingress LER, applies (pushes) a tunnel label onto the packet. A
label is a 32-bit, fixed-length identifier that is significant only to MPLS. Refer to the MPLS label header encoding information
for specific information about the contents of a label. From this point until the packet reaches the egress LER at the end of the
path, the packet is forwarded by using information in its label, not information in its IP header. The IP header of the packet is not
examined again as long as the packet traverses the LSP.

On the ingress LER, the label is associated with an outbound interface. After receiving a label, the packet is forwarded over the
outbound interface to the next router in the LSP.

A transit LSR receives the labeled packet, swaps the label, and forwards the packet to the next LSR.

In an LSP, zero or more transit LSRs can exist between the ingress and egress LERs. A transit LSR swaps labels on an MPLS
packet and forwards the packet to the next router in the LSP.

When a transit LSR receives an MPLS packet, it looks up the label in its MPLS label table. This table maps the label and
inbound interface to a new label and outbound interface. The transit LSR replaces the old label with the new label and sends the
packet out the outbound interface that is specified in the table. This process repeats at each transit LSR until the packet reaches
the next-to-last LSR in the LSP (for signaled LSPs).

The following figure illustrates an example of the label-swapping process on a transit LSR.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01



FIGURE 2 Label swapping on a transit LSR
Transit LSR
LLI

In interface 2/1 with label 123  |fj
»
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How MPLS works

U out interface 3/1 with label 456

R

Label
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In this example, a packet comes into interface 2/1 with label 123. The transit LSR then looks up this interface-label pair in its
MPLS label table. The inbound interface-label pair maps to an outbound interface-label pair - in this example, interface 3/1 with
label 456. The LSR swaps label 123 with label 456 and forwards the packet out interface 3/1.

3. The egress LER receives the labeled packet, pops the label, and forwards the IP packet.

When the packet reaches the egress LER, the MPLS label is removed (this is called popping the label), and the packet can then
be forwarded to its destination by using standard hop-by-hop routing protocols. On signaled LSPs, the label is popped at the

penultimate (next to last) LSR, rather than the egress LER.

Penultimate hop popping

On signaled LSPs, the MPLS label is popped at the next-to-last LSR in the LSP, instead of at the egress LER. This action is called

penultimate hop popping.

Penultimate hop popping improves forwarding efficiency by allowing the egress LER to avoid performing both an MPLS forwarding table
lookup and an IP forwarding table lookup for each packet exiting the LSP. Instead, the MPLS label is popped at the penultimate LSR, and
the packet is forwarded to the egress LER with no MPLS encoding. The egress LER, in fact, does not recognize the packet as emerging

from an LSP.

The following figure illustrates the operation that takes place at the penultimate LSR in an LSP.
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How MPLS works

FIGURE 3 Penultimate hop popping
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»
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When an LSR receives an MPLS packet, it looks up the label in its MPLS forwarding table. Normally, this table maps the label and
inbound interface to a new label and outbound interface. However, when this LSR is the penultimate LSR in an LSP, the label and
inbound interface map only to an outbound interface. The penultimate LSR pops the label and forwards the packet, now a regular IP
packet, out the outbound interface. When the packet reaches the egress LER, no indication exists that it was forwarded over an LSP. The
packet is forwarded by using standard hop-by-hop routing protocols.

MPLS label header encoding
The following diagram illustrates the structure of the 32-bit MPLS label header. When a packet enters an LSP, the ingress LER pushes a
label onto the packet.

FIGURE 4 Structure of an MPLS Label Header

Label Value EXP |S TTL

An MPLS label header comprises of the following parts:

Label value (20 bits)

The label value is an integer in the range of 16 through 1048575. (Labels O through 15 are reserved by the IETF for special usage.)
EXP field (3 bits)

The EXP field is designated for experimental usage. By default, a device uses the EXP field to define a Class of Service (CoS) value for
prioritizing packets traveling through an LSP.

S (Bottom of Stack) field (one bit)

An MPLS packet can be assigned multiple labels. When an MPLS packet has multiple labels, they are logically organized in a last-in,
first-out label stack. An LSR performs a pop or swap operation on the topmost label; that is, the most recently applied label in the stack.
The Bottom of Stack field indicates whether this label is the last (oldest) label in the stack. When the label is the last one in the stack, the
Bottom of Stack field is set to one. If not, the Bottom of Stack field is set to zero.
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How MPLS works

A device acting as an LSR can perform one push, swap, or pop operation on an incoming MPLS packet. The device can accept MPLS
packets that contain multiple labels, but only the topmost label is acted upon.

TTL field (eight bits)
The TTL field indicates the Time To Live (TTL) value for the MPLS packet. At the ingress LER, the TTL value of an IP packet is copied to

its MPLS TTL field. At each transit LSR hop, the MPLS TTL value is decremented by one. When the MPLS TTL value reaches zero, the
packet is discarded. The MPLS TTL value is copied into the IP header at the egress LER.
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splaying Global MPLS Information

Displaying the label assignment for MPLS traffic 1eaving the LSRR ...
Displaying the MPLS forwarding iNfOrmMation. ...ttt
Displaying the MPLS CroSS-CONNECT taDI@........c.iiiiieiee sttt
Displaying the MPLS 1201 HADIE.........iiiee s
Displaying the MPLS iINCOMING SEGMENT ADIE. ...t
Displaying the MPLS INTEITACES. ...
Displaying MPLS interfaces on the data Plane...... s
Displaying the MPLS label table information on the data plane........ e

You can display the following information about the global MPLS configuration:

Information about MPLS-enabled interfaces on the device

Statistics about the MPLS-enabled interfaces

MPLS summary information

Status information about signaled LSPs that are configured on the device
Information about paths that are configured on the device

The label that is applied at each hop in an LSP

Contents of the MPLS routing table

Displaying the label assignment for MPLS traffic leaving the LSR

To display the MPLS out segment table that shows the label assignment for MPLS traffic leaving the LSR, enter the show mpls out-

segme

vy

nt-table command.

atta@vyatta:~$ show mpls out-segment-table
Out-segment with ix: 12, owner: LDP, out intf: dpOplsl, out label: 3
Nexthop addr: 192.166.3.2 cross connect ix: 1, op code: Push

Out-segment with ix: 4, owner: LDP, out intf: dpOs4, out label: N/A
Nexthop addr: 192.168.252.253 cross connect ix: 3, op code: Push

Displaying the MPLS forwarding information

To display MPLS forwarding information, enter the show mpls forwarding-table command.

vy

>L

>L
>L
>L
>L

Brocade

atta@vyatta:~$ show mpls forwarding-table

Codes: > - selected FTN, p - stale FTN, B - BGP FTN, K - CLI FTN
L - LDP FTN, R - RSVP-TE FTN, S - SNMP FTN,
I - IGP-Shortcut, U - unknown FTN

FEC Nexthop Out-Label Out-Intf
1.1.1.1/32 192.166.3.2 52490 dpOplsl
192.166.1.1 3 dpOpls3
3.3.3.3/32 192.166.3.2 3 dpOplsl
192.166.2.0/30 192.166.3.2 3 dpOplsl
192.166.4.0/30 192.166.3.2 3 dpOplsl
192.166.8.0/30 192.166.3.2 3 dpOplsl
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Displaying the MPLS cross-connect table

Displaying the MPLS cross-connect table

Use the show mpls cross-connect command to show the association between the MPLS in segment table and the MPLS out segment
table.
To display the MPLS cross-connect table, enter the show mpls cross-connect command.
vyatta@vyatta:~$ show mpls cross-connect
Cross connect ix: 3, in intf: dpOplsl in label: 52484 out-segment ix: 4
Owner: LDP, Persistent: No, Admin Status: Down, Oper Status: Up

Out-segment with ix: 4, owner: LDP, out intf: dpOs4, out label: N/A
Nexthop addr: 192.168.252.253 cross connect ix: 3, op code: Pop

Displaying the MPLS label table

Use the show mpls label-table command to display the MPLS label table that is used for forwarding encapsulated traffic.
To display the MPLS label table, enter the show mpls label-table command.

vyatta@vyatta:~$ show mpls label-table
Codes: > - selected ILM, p - stale ILM, K - CLI ILM, T - MPLS-TP

Code FEC In-Lbl Out-Lbl In-Intf Out-Intf Nexthop

> 3.3.3.3/32 52481 3 dpOpls3 dpOplsl 192.166.3.2

> 10.0.0.0/8 52484 N/A dpOplsl dp0s4 192.168.252.253
> 192.166.4.0/30 52480 3 dpOpls3 dpOplsl 192.166.3.2

> 10.0.0.0/8 52484 N/A dpOpls3 dpOs4 192.168.252.253
> 192.166.8.0/30 52482 3 dpOpls3 dpOplsl 192.166.3.2

> 192.166.2.0/30 52485 3 dpOpls3 dpOplsl 192.166.3.2

Displaying the MPLS incoming segment table

Use the show mpls in-segment-table command to display the MPLS incoming label to Next Hop Label Forwarding Entry (NHLFE)
mapping.
To display the MPLS incoming segment table, enter the show mpls in-segment-table command.

vyatta@vyatta:~$ show mpls in-segment-table
Owner: LDP, # of pops: 1, fec: 3.3.3.3/32, ILM-ID: 23
Cross connect ix: 1, in intf: dpOpls3 in label: 52481 out-segment ix: 12
Owner: LDP, Persistent: No, Admin Status: Down, Oper Status: Up
Out-segment with ix: 12, owner: LDP, out intf: dpOplsl, out label: 3
Nexthop addr: 192.166.3.2 cross connect ix: 1, op code: Swap

Owner: LDP, # of pops: 1, fec: 10.0.0.0/8, ILM-ID: 17
Cross connect ix: 3, in intf: dpOplsl in label: 52484 out-segment ix: 4
Owner: LDP, Persistent: No, Admin Status: Down, Oper Status: Up
Out-segment with ix: 4, owner: LDP, out intf: dpOs4, out label: N/A
Nexthop addr: 192.168.252.253 cross connect ix: 3, op code: Pop

Displaying the MPLS interfaces

Use the show mpls interface command to display the MPLS-enabled interfaces for label switching and the corresponding label range in
use for local labels.
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Displaying the MPLS label table information on the data plane

To display the MPLS-enabled interfaces, enter the show mpls interface command.

vyatta@vyatta:~$ show mpls interface
Interface lo
Label switching is disabled
Interface dpOs4
Label switching is disabled
Interface dpOplsl
Label switching is enabled with label-space 0
minimum label value configured is 16
maximum label value configured is 1048575
Interface dpOpls2
Label switching is enabled with label-space 0
minimum label value configured is 16
maximum label value configured is 1048575
Interface dpOpls3
Label switching is enabled with label-space 0
minimum label value configured is 16
maximum label value configured is 1048575

Total number of mpls interface is 3

Displaying MPLS interfaces on the data plane

Use the show dataplane mpls interfaces command to display the MPLS-enabled interfaces on the data plane.
To display the MPLS interfaces on the data plane, enter the show mpls dataplane mpls interfaces command.

vyatta@vyatta:~$ show dataplane mpls interfaces
MPLS Interfaces
dpOplsl, ifindex: 9, mtu: 1500

address: 192.166.3.1/30 fe80::5054:£ff:fe00:201/64 192:166:3::1/64
dpOpls2, ifindex: 10, mtu: 1500

address: 192.166.5.1/30 192:166:5::1/64 fe80::5054:£ff:£fe00:202/64
dpOpls3, ifindex: 11, mtu: 1500

address: 192.166.1.2/30 192:166:1::2/64 fe80::5054:ff:fe00:203/64

Displaying the MPLS label table information on the data plane

Use the show dataplane mpls label-table command to display the MPLS label table information on the data plane. The with-prefix
option includes FEC information in the output.
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Displaying the MPLS label table information on the data plane

To display the MPLS label table information on the data plane, enter the show dataplane mpls label-table command.

24

vyatta@vyatta:~$ show dataplane mpls label-table with-prefix
Label Space: 0
in label: exp-null, fec:ipv4, outgoing label: imp-null
label: rtr-alrt, outgoing label: imp-null

in
in
in
in
in
in
in
in
in
in

in

in

in

label: exp6-null, fec:ipv6, outgoing label: imp-

label: 52480,
nexthop
label: 52481,
nexthop
label: 52482,
nexthop
label: 52484,
nexthop
label: 52485,
nexthop
label: 53120
nexthop
label: 53121
nexthop
label: 53128
nexthop
nexthop
label: 53129
nexthop
label: 53130
nexthop

fec:ipv4 192.166.4.0/30
via 192.166.3.2, dpOplsl, outgoing
fec:ipv4 3.3.3.3/32
via 192.166.3.2, dpOplsl, outgoing
fec:ipv4 192.166.8.0/30
via 192.166.3.2, dpOplsl, outgoing
fec:ipv4 10.0.0.0/8
via 192.168.252.253, dp0Os4
fec:ipv4 192.166.2.0/30
via 192.166.3.2, dpOplsl, outgoing
(local), fec:ipv4 192.166.4.0/30
via 192.166.3.2, dpOplsl, outgoing
(local), fec:ipv4 192.166.8.0/30
via 192.166.3.2, dpOplsl, outgoing
(local), fec:ipv4 1.1.1.1/32
via 192.166.3.2, dpOplsl, outgoing
via 192.166.1.1, dpOpls3, outgoing
(local), fec:ipv4 3.3.3.3/32
via 192.166.3.2, dpOplsl, outgoing
(local), fec:ipv4 192.166.2.0/30
via 192.166.3.2, dpOplsl, outgoing

null

label:

label:

label:

label:

label:

label:

label:
label:

label:

label:

imp-null
imp-null

imp-null

imp-null
imp-null
imp-null

52490
imp-null

imp-null

imp-null
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Global MPLS Configuration
Considerations

IP-0ver-MPLS TTL Propagation CONTIOL.. ... ittt 25

The considerations for the global configuration of MPLS are:
TTL Propagation
Setting global MPLS policy parameters

IP-over-MPLS TTL propagation control

In the MPLS label header, the TTL field indicates the Time To Live (TTL) value for an MPLS packet. For IP-over-MPLS applications, at
the ingress LER the TTL value of an IP packet is decremented by one and the IP checksum is recalculated. The TTL value is then copied
to the MPLS TTL field in the packet. At each transit LSR hop, the MPLS TTL value is decremented by one. When the MPLS TTL value
reaches one or zero, the packet is discarded.

At the MPLS router that pops the label (either the penultimate LSR or egress LER), the MPLS TTL value of the incoming packet is
copied to the IP TTL field of the packet, the IP TTL field is decremented by one, and the checksum is recalculated. The result is that each
LSR in the MPLS domain is counted as one hop. This behavior is the default.

Optionally, you can configure TTL propagation so that the entire MPLS domain appears as two hops. In this case, the ingress LER
decrements the TTL value of the IP packet by one and then places a value of 255 in the MPLS TTL field of the packet. The MPLS TTL
value is decremented by one as the MPLS packet passes through each LSR in the MPLS domain. When the label is popped, the value in
the MPLS TTL field is discarded, not copied to the IP TTL field of the packet. The TTL of the unlabeled IP packet is then decremented
by one as it passes through the egress LER. This means that the IP TTL of the packet is decremented twice from the time it enters the
ingress LER to the time it exits the egress LER, making the MPLS domain appear as two hops.

Configuring TTL propagation for the MPLS domain

By default, TTL propagation is enabled for IP over MPLS traffic when an RSVP and an LDP tunnel terminate on the same node. For
traceroute to report the hops along the LSP, TTL propagation must be enabled. To make an entire MPLS domain appear as two hops,
perform the following steps in configuration mode.

1. First, you must enter the following command to disable TTL propagation for IP-over-MPLS. Repeat this step for all nodes in
the MPLS domain.

vyatta@R1l# set protocols mpls disable-ip-propagate-ttl
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IP-over-MPLS TTL propagation control

2. Enable user-defined TTL propagation. 255 is the default. Repeat this step for all nodes in the MPLS domain.

NOTE
The protocols mpls default-ttl command is used only when TTL propagation is disabled.

vyatta@Rl# set protocols mpls default-ttl <0-255>

Once user-defined TTL propagation is enabled on all nodes in the MPLS domain, routes across the MPLS domain appear as 2
hops, ingress and egress, to the MPLS LSP. The default-ttl value is put on the packets as they enter the LSP. At the tail node,
once the MPLS header is removed, the IP TTL is once again used. No details are provided on how many hops the LSP crosses
in the MPLS domain.
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MPLS Commands

MPLS 0perational COMMENTS ...t 27
MPLS CONFIGUIATION COMIMIENTS.....iiiiiiiiiitiieiesieeisie st 28

clear interfaces dataplane MPIS COUNTEIS. ... 29
monitor dataplane mpls events | packet-error enable | diSbIe................vvvvvceeeeeeesscesecieesseeeeee e 30
PrOtOCOIS MPIS AEFAUREEL ...oooioei s 31
protocols mpls disable-ip-Propagate—tl ... 32
protocols mpls label-range MaximumM=1abel-Value ... 33
protocols mpls label-range MiNiMUM=1abel-ValUe...........ccooiiiii e 34
Show dataplane MPIS INTEITACES ... s 35
show dataplane mpls label-table [ WIth=prefiX ] ... esssseessseseeeeeesssssssss e eeessssensnnns 36
ShoW dataplane StatiStICS MIPIS ... s 37
SNOW MIPIS CrOSS=CONMECT. ..ot 38
SNOW MIPIS FOTWAIAING 1ottt 39
SHOW MIPIS IN=SEGMENTAGDIE. ... 40
SNOW MIDIS INEEITACE. ettt 42
show Mpls label-table [ IONGEI-PrefIXES L. eeeeeeeeesseeeeeeeeeessseesss s seeeessssesssssssseeeeesssssesssssssssseeeessssesssssas e 43
ShOW MPIS OUt-SEGMENTEADIE. ..o 44

List of the supported MPLS operational commands and configuration commands

The supported MPLS commands are grouped into the following sections:

MPLS operational commands

MPLS configuration commands

MPLS operational commands

The following clear command is available with MPLS:

clear interfaces dataplane mpls counters | [<text> counters]

The following show commands are available with MPLS:

1
2.

© ® N o 0 M W

show mpls cross-connect

show mpls forwarding-table

show mpls in-segment-table

show mpls interface

show mpls label-table [ x.x.x.x/x ] [ longer-prefixes ]
show mpls out-segment-table

show dataplane mpls interfaces

show dataplane mpls label-table [ with-prefix ]

show dataplane statistics mpls

NOTE
See also the show mpls-Idp and show mpls rsvp commands.
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MPLS configuration commands

MPLS configuration commands

The following configuration commands are available with MPLS:

1.

2
3.
4

protocols mpls default-ttl <0-255>
protocols mpls disable-ip-propagate-ttl
protocols mpls label-range maximum-label-value <16..1048575>

protocols mpls label-range minimum-label-value <16..1048575>

NOTE

See also the protocols mpls-Idp and protocols mpls-rsvp commands.

Logging is enabled for the MPLS data plane with the following command:

monitor dataplane mpls events | packet-error enable | disable

28
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clear interfaces dataplane mpls counters

clear interfaces dataplane mpls counters

Clears the counters for MPLS-enabled interfaces on the data plane.

Syntax

clear interfaces dataplane mpls [ interface ] counters

Parameters

interface
The MPLS-enabled interface name.

Modes

Operational mode

Usage Guidelines

Use this command to clear the counters for all MPLS-enabled interfaces that are displayed by the show dataplane mpls
interfaces command.

Optionally, you can use this command to clear the counters for the named interface.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01 29



monitor dataplane mpls events | packet-error enable | disable

monitor dataplane mpls events | packet-error enable | disable

Enables or disables the generation of debug messages that are related to MPLS events or packet errors on the data plane.

Syntax

monitor dataplane mpls events|packet-error enable|disable

Modes

Operational mode

Usage Guidelines

Use this command to enable or disable the generation of debug messages that are related to MPLS events or packet errors on
the data plane.

Examples

The following example shows how to enable MPLS data plane events monitoring.
vyatta@vyatta:~$ monitor dataplane mpls events enable

As a result, MPLS data plane event entries are logged into the data plane log, as shown with the following example of an MPLS data
plane event entry in the /var/log/dataplane/vplane. log data plane log.

[ 643.678900] MPLS: RTM NEWROUTE table 254 type unicast scope 0 proto 11 in 53135 payload 4 out 548080
dev dpOplsl2 via 10.10.12.7
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protocols mpls default-ttl
Sets the default TTL value.

Syntax

set protocols mpls default-ttl 0-255
delete protocols mpls default-ttl 0-255
show protocols mpls default-ttl 0-255

Parameters
0-255

The default value of the TTL, which ranges from O through 255.

Modes

Configuration mode

Configuration Statement

protocols {
mpls {
default-ttl <0-255>
}

Usage Guidelines

protocols mpls default-ttl

Use this command to configure the default Time To Live (TTL) value for an MPLS packet when imposing MPLS labels onto IP

packets if TTL propagation is disabled. If the default TTL value is not specified, it is 255.

NOTE

The protocols mpls default-ttl command is used only when TTL propagation is disabled.

Use the set form of this command to specify the default TTL value.

Use the delete form of this command to delete the previously specified default TTL value. This command resets the default

TTL value to 255.

Use the show form of this command to display the default TTL value.

Example
The following example shows how to set the TTL value to 100.

vyatta@R1l# set protocols mpls default-ttl 100
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protocols mpls disable-ip-propagate-ttl

protocols mpls disable-ip-propagate-ttl
Disables propagation of the TTL value from the IP packet when imposing MPLS labels.

Syntax
set protocols mpls disable-ip-propagate-tt|
delete protocols mpls disable-ip-propagate-tt|

show protocols mpls disable-ip-propagate-tt|

Modes

Configuration mode

Configuration Statement

protocols {
mpls {
disable-ip-propagate-ttl
}

Usage Guidelines

Use this command to disable propagation of the Time To Live (TTL) value from the IP packet when imposing MPLS labels.

Use the set form of this command to disable the propagation of the TTL value from the IP packet.

Use the delete form of this command to re-enable the propagation of the TTL value from the IP packet.

Use the show form of this command to display whether the propagation of the TTL value from the IP packet is disabled.
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protocols mpls label-range maximum-label-value

protocols mpls label-range maximum-label-value

Sets the maximum value of the MPLS label range.

Syntax
set protocols mpls label-range maximum-label-value 16..1048575
delete protocols mpls label-range maximum-label-value 16..1048575

show protocols mpls label-range maximum-label-value 16..1048575

Parameters

16.1048575
The maximum value of the label range, which ranges from 16 through 1048575.

Modes

Configuration mode

Configuration Statement

protocols {
mpls {
label-range {
maximum-label-value <16..1048575>
}

Usage Guidelines

The default maximum value of the label range is 1048575. The value that you set must be greater than the minimum value of
the label range. Changes to the label range will take effect immediately only when no MPLS applications have been configured
or if the maximum value is increased; otherwise they remain pending until the applications are disabled or the next system
reboot.

Use the set form of this command to set the maximum value of the label range.
Use the delete form of this command to delete the maximum value of the label range.

Use the show form of this command to display the configured maximum value of the label range.

Example
The following example shows how to set the maximum value of the label range to 200000.

vyatta@R1l# set protocols mpls label-range maximum-label-value 100000

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01 33



protocols mpls label-range minimum-label-value

protocols mpls label-range minimum-label-value

Sets the minimum value of the MPLS label range.

Syntax
set protocols mpls label-range minimum-label-value 16..1048575
delete protocols mpls label-range minimum-label-value 16..1048575

show protocols mpls label-range minimum-label-value 16..1048575

Parameters

16.1048575
The minimum value of the label range, which ranges from 16 through 1048575.

Modes

Configuration mode

Configuration Statement

protocols {
mpls {
label-range {
minimum-label-value <16..1048575>
}

Usage Guidelines

The default minimum value of the label range is 16. The value that you set must be less than the maximum value of the label
range. Changes to the label range take effect immediately only when no MPLS applications have been configured or the
minimum value is reduced; otherwise they remain pending until the applications are disabled or the next system reboot.

Use the set form of this command to set the minimum value of the label range.
Use the delete form of this command to delete the minimum value of the label range.

Use the show form of this command to display the configured minimum value of the label range.

Example
The following example shows how to set the minimum value of the label range to 100.

vyatta@Rl# set protocols mpls label-range minimum-label-value 100
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show dataplane mpls interfaces
Displays the MPLS-enabled interfaces that are on the data plane

Syntax

show dataplane mpls interfaces

Modes

Operational mode

Usage Guidelines

Use this command to display the interfaces that support MPLS on the data plane.

Examples

The following example shows how to display the MPLS-enabled interfaces on the data plane.

vyatta@vyatta:~$
MPLS Interfaces

dpOplsl, ifindex:

address:

dpOpls2, ifindex:

address:

dpOpls3, ifindex:

address:

show dataplane mpls interfaces

9, mtu: 1500

192.166.3.
10, mtu:
192.166.5.
11, mtu:
192.166.1.

1/30
1500
1/30
1500
2/30

fe80::5054:ff:fe00:201/64 192:166:3::1/64
192:166:5::1/64 fe80::5054:ff:£fe00:202/64

192:166:1::2/64 £e80::5054:££:£e00:203/64
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show dataplane mpls label-table [ with-prefix ]

show dataplane mpls label-table [ with-prefix ]
Displays the MPLS label table information on the data plane.

Syntax

show dataplane mpls label-table [with-prefix]

Parameters
with-prefix

Displays the FEC information in the output.

Modes

Operational mode

Usage Guidelines

Use this command to display the label table information used for forwarding MPLS-encapsulated traffic on the data plane.

Examples

The following example shows how to display the label table and FEC information on the data plane.

vyatta@vyatta:~$ show dataplane mpls label-table with-prefix

Label Space: 0

in label: exp-null, fec:ipv4,
in label: rtr-alrt, outgoing label:
in label: exp6-null, fec:ipve,
in label: 52480, fec:ipv4 192.
nexthop via 192.166.3.
in label: 52481, fec:ipv4 3.3.
nexthop via 192.166.3.
in label: 52482, fec:ipv4 192.
nexthop via 192.166.3.

outgoing label:
imp-null
outgoing label:

166.4.0/30
2, dpOplsl,
3.3/32

2, dpOplsl,
166.8.0/30
2, dpOplsl,

in label: 52484, fec:ipv4 10.0.0.0/8

nexthop via 192.168.252.253,

in label: 52485, fec:ipv4 192.166.2.0/30
nexthop via 192.166.3.2, dpOplsl,

in label: 53120 (local),

nexthop via 192.166.3.2, dpOplsl,

in label: 53121 (local),

nexthop via 192.166.3.2, dpOplsl,

in label: 53128 (local),

nexthop via 192.166.3.2, dpOplsl,
nexthop via 192.166.1.1, dpOpls3,

in label: 53129 (local),

nexthop via 192.166.3.2, dpOplsl,

in label: 53130 (local),

nexthop via 192.166.3.2, dpOplsl,

36

dpOs4

outgoing
outgoing

outgoing

outgoing

fec:ipv4 192.166.4.0/30

outgoing

fec:ipv4 192.166.8.0/30

outgoing

fec:ipv4 1.1.1.1/32

outgoing
outgoing

fec:ipv4 3.3.3.3/32

outgoing

fec:ipv4 192.166.2.0/30

outgoing

imp-

imp-null

null

label:

label:

label:

label:

label:

label:

label:
label:

label:

label:

imp-null
imp-null

imp-null

imp-null
imp-null
imp-null

52490
imp-null

imp-null

imp-null
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show dataplane statistics mpls

show dataplane statistics mpls
Displays the MPLS statistics on the data plane.

Syntax

show dataplane statistics mpls

Modes

Operational mode

Usage Guidelines
Use this command to display the MPLS statistics on the data plane.

Examples

The following example shows how to display the MPLS statistics on the data plane.

vyatta@vyatta:~$ show dataplane statistics mpls
MPLS Interfaces
dpOplsll, ifindex: 10
in bytes: 12798
in unicast packets: 137
in errors: 0
label lookup failures: 0
out bytes: 0
out unicast packets: 0
out errors: 0
out fragmented packets: 0
dpOplsl2, ifindex: 11
in bytes: 11376
in unicast packets: 112
in errors: 0
label lookup failures: 0
out bytes: 12798
out unicast packets: 137
out errors: 0
out fragmented packets: 0
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show mpls cross-connect

show mpls cross-connect

Displays the MPLS cross-connection information.

Syntax

show mpls cross-connect

Modes

Operational mode

Usage Guidelines

Use this command to display the MPLS cross-connect association of the mpls-in-segment-table and the mpls-out-segment
table.

Examples

38

The following example shows how to display the MPLS cross-connect association of the mpls-in-segment-table (in intf:
dpOp1sl) and the mpls-out-segment table (out intf: dpOs4).

vyatta@vyatta:~$ show mpls cross-connect
Cross connect ix: 3, in intf: dpOplsl in label: 52484 out-segment ix: 4
Owner: LDP, Persistent: No, Admin Status: Down, Oper Status: Up
Out-segment with ix: 4, owner: LDP, out intf: dpOs4, out label: N/A
Nexthop addr: 192.168.252.253 cross connect ix: 3, op code: Pop
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show mpls forwarding

show mpls forwarding
Displays the MPLS forwarding table.

Syntax

show mpls forwarding

Modes

Operational mode

Usage Guidelines
Use this command to display the MPLS forwarding table that is used for imposing IPv4 traffic into an MPLS LSP.

The show mpls forwarding-table command displays the following information:

Output field Description
FEC Forwarding Equivalence Class
Nexthop Next-hop address
Out-Label Output label pushed onto the MPLS packet
Out-Intf Egress interface name
Examples

The following example shows how to display the MPLS forwarding table:

vyatta@vyatta:~$ show mpls forwarding-table

Codes: > - selected FTN, p - stale FTN, B - BGP FTN, K - CLI FTN
L - LDP FTN, R - RSVP-TE FTN, S - SNMP FTN,
I - IGP-Shortcut, U - unknown FTN

FEC Nexthop Out-Label Out-Intf
>L 1.1.1.1/32 192.166.3.2 52490 dpOplsl
192.166.1.1 3 dpOpls3
>L 3.3.3.3/32 192.166.3.2 3 dpOplsl
>L 192.166.2.0/30 192.166.3.2 3 dpOplsl
>L 192.166.4.0/30 192.166.3.2 3 dpOplsl
>L 192.166.8.0/30 192.166.3.2 3 dpOplsl
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show mpls in-segment-table

show mpls in-segment-table

Displays the segment table for the incoming packet.

Syntax

show mpls in-segment-table

Modes

Operational mode

Usage Guidelines

Use this command to display the segment table for the incoming packet and show the incoming label-to-NHLFE mapping.

The show mpls in-segment-table command displays the following information:

Output field Description

Owner: Protocol, such as LDP

# of pops: Number of pops

fec: IP prefix for the FEC

ILM-ID: Internal index of the label table

Cross connect ix:

Internal cross connect index

in intf:

Ingress router

in label:

Label on the packet from the ingress router

out-segment ix:

Internal out segment index

Owner: Protocol, such as LDP
Persistent: Yes or No

Admin Status: Up or Down

Oper Status: Up or Down

Out-segment with ix:

Internal index of the out segment

owner: Protocol owner

out intf: Egress router

out label: Label on the packet for the next router (N/A for the egress router)
Nexthop addr: Address of the next-hop router

cross connect ix:

Internal index of the cross connect

op code:

Swap or Pop
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Examples

show mpls in-segment-table

The following example shows how to display the incoming segment table and the incoming label-to-NHLFE mapping by using

the show mpls in-segment-table command on the intermediate LSR.

vyatta@vyatta:~$ show mpls in-segment-table
Owner: LDP, # of pops: 1, fec: 3.3.3.3/32, ILM-ID: 23
Cross connect ix: 1, in intf: dpOpls3 in label: 52481 out-segment ix: 12
Owner: LDP, Persistent: No, Admin Status: Down, Oper Status: Up
Out-segment with ix: 12, owner: LDP, out intf: dpOplsl, out label: 3
Nexthop addr: 192.166.3.2 cross connect ix: 1, op code: Swap

Owner: LDP, # of pops: 1, fec: 10.0.0.0/8, ILM-ID: 17
Cross connect ix: 3, in intf: dpOplsl in label: 52484 out-segment ix: 4
Owner: LDP, Persistent: No, Admin Status: Down, Oper Status: Up
Out-segment with ix: 4, owner: LDP, out intf: dpOs4, out label: N/A
Nexthop addr: 192.168.252.253 cross connect ix: 3, op code: Pop
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show mpls interface

show mpls interface
Displays all MPLS-enabled interfaces.

Syntax

show mpls interface

Modes

Operational mode

Usage Guidelines

Use this command to display all the interfaces that are enabled for label switching and the corresponding label range that is in

use for local labels.

Examples

The following example shows how to display all the MPLS- enabled interfaces.

vyatta@vyatta:~$ show mpls interface
Interface lo
Label switching is disabled
Interface dp0Os4
Label switching is disabled
Interface dpOplsl
Label switching is enabled with label-space 0
minimum label value configured is 16
maximum label value configured is 1048575
Interface dpOpls2
Label switching is enabled with label-space 0
minimum label value configured is 16
maximum label value configured is 1048575
Interface dpOpls3
Label switching is enabled with label-space 0
minimum label value configured is 16
maximum label value configured is 1048575

Total number of mpls interface is 3
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show mpls label-table [ longer-prefixes ]

show mpls label-table [ longer-prefixes ]
Displays the MPLS label table.

Syntax

show mpls label-table [ x.x.x.x/x ] [ longer-prefixes ]

Parameters

XXXX/X
The prefix or address parameter. Specify an IPv4 prefix to display any FEC that matches the supplied prefix.

Modes

Operational mode

Usage Guidelines
Use this command to display the MPLS label table that is used to forward MPLS-encapsulated traffic.

Examples
The following example shows how to display the MPLS label table that is used to forward MPLS-encapsulated traffic.

vyatta@vyatta:~$ show mpls label-table
Codes: > - selected ILM, p - stale ILM, K - CLI ILM, T - MPLS-TP

Code FEC In-Lbl Out-Lbl In-Intf Out-Intf Nexthop

> 3.3.3.3/32 52481 3 dpOpls3 dpOplsl 192.166.3.2

> 10.0.0.0/8 52484 N/A dpOplsl dp0s4 192.168.252.253
> 192.166.4.0/30 52480 3 dpOpls3 dpOplsl 192.166.3.2

> 10.0.0.0/8 52484 N/A dpOpls3 dpOs4 192.168.252.253
> 192.166.8.0/30 52482 3 dpOpls3 dpOplsl 192.166.3.2

> 192.166.2.0/30 52485 3 dpOpls3 dpOplsl 192.166.3.2

The following example shows how to display the MPLS label table using the longer-prefixes option.

vyatta@vyatta:~$ show mpls label-table 10.10.8.0/22 longer-prefixes
Codes: > - selected ILM, p - stale ILM, K - CLI ILM, T - MPLS-TP

Code FEC In-Lbl Out-Lbl In-Intf Out-Intf Nexthop

> 10.10.9.0/24 53125 53123 dpOplsll dpOplsl2 10.10.12.7
> 10.10.8.0/24 53124 3 dpOplsll dpOplsl2 10.10.12.7
> 10.10.10.0/24 53134 3 dpOplsl2 dpOplsll 10.10.11.5
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show mpls out-segment-table

show mpls out-segment-table

Displays the out segment table.

Syntax

show mpls out-segment-table

Modes

Operational mode

Usage Guidelines
Use this command to display the segment table that includes the label assignment for the MPLS traffic leaving the LSR.

The show mpls out-segment-table command displays the following information:

Output field Description
Out-segment with ix: Internal index of the out segment
owner: Protocol, such as LDP
out intf: Name of the interface from which traffic is leaving
out label: Label on the packet for the next router, or N/A if this is the egress router.
Nexthop addr: Address of the next-hop router
cross connect ix: Internal index of the cross connect
op code: Push
Examples

The following example shows how to display the label assignment for the MPLS traffic that is leaving the LSR.

vyatta@vyatta:~$ show mpls out-segment-table
Out-segment with ix: 12, owner: LDP, out intf: dpOplsl, out label: 3
Nexthop addr: 192.166.3.2 cross connect ix: 1, op code: Push

Out-segment with ix: 4, owner: LDP, out intf: dpOs4, out label: N/A
Nexthop addr: 192.168.252.253 cross connect ix: 3, op code: Push
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LDP overview

When used to create LSP tunnels, Label Distribution Protocol (LDP) allows a set of destination IP prefixes (known as a Forwarding
Equivalence Class or FEC) to be associated with an LSP.
Each Link State Router (LSR) establishes a peer relationship with the neighboring LDP-enabled routers and exchanges label mapping

information. This label mapping information is stored in an LDP database on each LSR. When an LSR determines that one of the peers
is the next-hop for a FEC, the LSR uses the label mapping information from the peer to set up an LSP that is associated with the FEC.

The devices advertise their loopback addresses to their LDP peers as a 32-bit prefix-type FEC. When an LSR installs a label for a FEC, it
also creates an MPLS tunnel route, which is then made available to routing applications. This allows each router to potentially be an
ingress LER for an LSP whose destination is the device’s loopback address.

The result of an LDP configuration is a full mesh of LSPs in an MPLS network, with each LDP-enabled router a potential ingress, transit,
or egress LSR, depending on the destination.

The system supports LDP for the configuration of non-traffic-engineered tunnel LSPs in an MPLS network. LDP is described in RFC
5036.

The Brocade vRouter 5600 implementation supports the following aspects of LDP:
Liberal label retention—Each LSR sends its peers Label Mapping messages, which map a label to a FEC. The peer LSR
receiving these messages retain all of the mappings, even though they may not actually be used for data forwarding.
Unsolicited label advertisement—The LSR sends Label Mapping messages to its LDP peers even though they did not explicitly
request them.
Ordered label distribution—The LSR sends a Label Mapping message to its peers only when it knows the next hop for a FEC, or
is itself an egress LER for the FEC. When an LSR does not know the next hop for a FEC, and is not an egress LER for the FEC,
it waits until a downstream LSR sends it a Label Mapping message for the FEC. At this point, the LSR can send Label Mapping
messages for the FEC to its peers. This allows label mappings to be distributed, in an orderly fashion, starting from the egress

LER and progressing upstream.

The LDP label space ID has a default value of zero which improves interoperability with routers from other vendors.
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Configuring LDP on an interface

LDP terminology

Before implementing LDP, familiarize yourself with the following key terms and definitions.

Apply Current Route Compare the current route with the received label mappings and install any downstream mappings,
as appropriate.

Current Route Current next hop info for a FEC. The current route may not be applied immediately to the current
label mapping as a result of LWD at ingress.

Downstream mapping (DM) Represents the label mapping received from a downstream peer for a FEC.

FEC Forwarding Equivalency Class. Each FEC is a destination IP address for an LDP tunnel.

LDP Label Distribution Protocol.

Label mapping LDP message that indicates the label to be used for an FEC from the peer.

LSP Label Switched Path.

LWD Label Withdrawal Delay.

Route event Update from the routing table to LDP.

Upstream Mapping Represents the label mapping sent to an upstream peer for a FEC.

Configuring LDP on an interface

To establish LDP sessions and exchange labels with a peer, LDP must be enabled on the neighbors’ interfaces.

To use LDP, configure a loopback address with a 32-bit mask on the LSR. The first loopback address configured on the device is used

in its LDP identifier. When the loopback address used in the LDP identifier is removed, all LDP functions on the LSR are shut down. LDP
sessions between the LSR and its peers are terminated, and LDP-created tunnels are removed. When other loopback interfaces are
configured on the device, the lowest-numbered loopback address is used as a new LDP identifier. LDP sessions and tunnels are set up

using this new LDP identifier.

Configure LDP on the same set of interfaces that IGP routing protocols such as OSPF are enabled.

To configure LDP on an interface, perform the following steps.

1. Enable MPLS LDP on an interface in configuration mode.

vyatta@R1# set protocol mpls-ldp discovery interfaces interface dpOplsl address-family ipv4

2. Verify the configuration of the interface in operational mode.

vyatta@vyatta:~$ show mpls 1ldp interface dpOplsl

Interface LDP Identifier LDP Enabled Version Merge Capability

dpOplsl 2.2.2.2:0 Enabled IPv4

The following example displays MPLS LDP configured on three interfaces.

vyatta@vyatta:~$ show mpls 1ldp interface

Interface LDP Identifier LDP Enabled Version Merge
lo 2.2.2.2:0 Disabled N/A
dp0s4 2.2.2.2:0 Disabled N/A
dpOplsl 2.2.2.2:0 Enabled IPv4 Merge
dpOpls2 2.2.2.2:0 Enabled IPv4 Merge
dpOpls3 2.2.2.2:0 Enabled IPv4 Merge
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Merge capable

Capability

capable
capable
capable
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LDP Hello interval and Hello hold timeout timers

LDP outbound FEC filtering

LDP outbound FEC filtering allows LDP to perform outbound filtering for label advertisement. It gives you the ability to control which
FECs can be advertised and to which LDP neighbors. It also reduces the number of labels distributed to neighbors and the number of
messages exchanged with peers. Through this feature, LDP scalability and convergence, security, and performance are improved.

LDP performs a hop-by-hop or dynamic path setup in an MPLS network by assigning and distributing labels to routes learned from the
underlying IGP routing protocols. By default, LDP distributes all FECs that are learned locally or from LDP neighbors to all other LDP
neighbors. When this behavior is not desired, you can configure LDP to perform outbound FEC filtering.

Outbound filtering is achieved by creating a prefix list that specify prefixes whose label mappings can be distributed. The prefix list is
applied globally to all the LDP neighbors. The FECs permitted by the prefix list are accordingly distributed to the specified LDP neighbor
or to all LDP neighbors.

Prerequisites

MPLS and LDP protocols must be enabled on the router to use this feature.

Configuring LDP outbound FEC filtering

Configures a prefix list.

MPLS LDP must be enabled.

Configure a prefix list to avoid advertising the 10.0.1.0/24 prefix.
1. Edit the prefix list.

vyatta@R1# edit policy route prefix-list label-policyl0
vyatta@Rl# set rule 10 action deny

vyatta@Rl# set rule 10 prefix 10.0.1.0/24

vyatta@R1l# set rule 20 action permit

vyatta@Rl# set rule 20 prefix 0.0.0.0/0

vyatta@Rl# set rule 20 le 32

2. Configure LDP outbound filtering

vyatta@R1l# set protocols mpls-1dp address-family ipv4 label-policy advertise prefix-list label-
policylO

LDP Hello interval and Hello hold timeout timers

The LDP Hello interval and Hello hold timeout timers are used to establish Hello adjacency between peers. The Hello interval is the time
period between which the LSR sends out Hello messages and the Hello hold timeout is the amount of time that the sending LSR
maintains its record of Hellos from the receiving LSR without receipt of another Hello message.

The Hello interval and Hello hold timeout timer values can be obtained from the global default values or configured globally on a router.
The Hello hold timeout timer value can also be configured through an interface. When configuring these values the following constraints
must be followed:

The Hello interval value must be less than 1200

The Hello hold timeout value must be less than 3600

The Hello hold timeout value must be greater than or equal to 3 times the Hello interval value
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Setting LDP Hello interval values

The values can be set that determine the values used on the configured router and values sent to adjacent peers for their configuration.
The following sections describe how to set the values:

+  Setting the LDP Hello interval values
Setting the LDP Hello hold time sent to adjacent LSRs
+  Determining the LDP Hello hold time on an MPLS interface

Precedence of the Hello hold time settings

The precedence of the Hello hold time value settings is as follows:
Determining the LDP hold time on an MPLS interface:
An MPLS interface uses the LDP Hello hold time to determine how long it waits for its LDP peers to send a Hello message.
* For link LDP sessions - In this case, the wait time is determined by any one of the below criteria.
1. When the Hello hold time is set per-interface, that value is used.
2. When the Hello hold time is not set per-interface, the hold time in the received message is used.

3. When the Hello hold time in the received message is zero (0), the default value of 15 seconds is used.

Precedence of the Hello interval settings
The precedence of the Hello interval value settings is as follows:

+  Forlink LDP sessions - the LDP Hello interval can be set globally which applies to all LDP interfaces or on a per-interface
basis. The LDP Hello interval values in LDP link sessions are determined by the following procedure in the order described
below.

1. When the Hello interval is set per-interface, that value is used.
2. When the Hello interval is not set per-interface, then the value set for LDPs globally is used.

3. When the Hello interval is not set either globally or per-interface, the global default value is used. When a Hello adjacency
already exists, the adjacency remains up and any new configured interval takes effect upon the expiration of the current Hello
interval timer. Consequently, the next and subsequent Hello messages are sent at the new interval.

Setting LDP Hello interval values

Set the LDP Hello interval value to configure the time period between which the LSR sends out Hello messages

To change the global link and target intervals for LDP Hello messages, and configure a link interval for an interface, enter the
following command.

vyatta@R1l# set protocols mpls-1ldp discovery interfaces interface dpOplsl hello-interval

In the following example, the hello interval set to 10. The default value is 5. You can enter an integer from 5 through 1200.

vyatta@Rl# set protocols mpls-ldp discovery interfaces interface dpOplsl hello-interval 10
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Resetting LDP neighbors

Setting LDP Hello hold timeout

To change the default hold time included in LDP Hello messages, perform the following step.

Change the hold time for link sessions on the interface. In this example a hold time of 30 is specified. You can enter an integer
between 15 and 3600.

vyatta@R1# set protocols mpls-1dp discovery interfaces interface dpOplsl hello-holdtime 30

Setting hold time and interval globally
Set LDP hold time and Hello interval globally.

For an LDP session between routers, you must configure LDP on an interface to allow the device to advertise its loopback interface to
the peers.

To set the hold time and interval included in LDP Hello messages globally perform the following steps.

1. Setthe hold time globally.

vyatta@Rl# set protocols mpls-ldp discovery interfaces hello-holdtime 30

2. Set the interval globally.

vyatta@Rl# set protocols mpls-ldp discovery interfaces hello-interval 10

Configuring LDP message authentication

Configuration of an authentication key on a per LDP session basis is supported to protect against spoofed TCP segments in a
connection stream.

The LDP session can be to an adjacent peer (basic discovery) . You must configure both sides of an LDP peer link.

LDP authentication is based upon the TCP MDS5 signature option specified in RFC 2385. This RFC defines a new TCP option for
carrying an MDS5 digest in a TCP segment.

To configure LDP message authentication, enter the following command.
vyatta@R1l# set protocols mpls-1ldp neighbors neighbor <ip address> md5-password <text>
The following example shows how to configure an LDP message authentication key named early for the neighbor at IP address
10.10.10.3.

vyatta@Rl# set protocols mpls-1ldp neighbors neighbor 10.10.10.3 md5-password early

Resetting LDP neighbors

You can terminate and re-establish an MPLS LDP neighbor session when at least one LDP Hello adjacency exists with the peer. When
the LDP session terminates, the database associated with the LDP session is also cleared.

The LDP sessions are automatically re-established when at least one Hello adjacency exists with the neighbor, and LDP configuration
remains unchanged.

When an LDP session is terminated as a result of the reset mpls Idp command, the Brocade device generates a notification message for
the neighbor. The other end of the LDP session detects this reset operation and tries to re-establish the session.
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Validating LDP session reset

NOTE
Resetting an LDP session that is not in an operational state has no impact.

1. Enter the reset mpls Idp session all command to terminate all LDP sessions.

vyatta@vyatta:~$ reset mpls ldp session all
In this example, both the link and targeted LDP sessions are terminated. When the all option is specified instead of a peer
address, all LDP sessions on the Brocade device are reset.

2. Enter the reset mpls Idp session <ip address> command to terminate the LDP sessions with the neighbor.
vyatta@vyatta:~$ reset mpls ldp session 10.234.123.64
In this example, the link LDP sessions with neighbor 10.234.123.64 are terminated.

When the session re-establishes, the session-specific information is re-learned from its peer:

LDP downstream and upstream label database displayed by the show mpls Idp downstream and show mpls Idp upstream
command

LDP label switched path displayed by the show mpls Idp Isp command
LDP peer displayed by the show mpls Idp neighbor command

LDP FECs learned from the resetting neighbor sessions displayed by the show mpls Idp fec command FECs are not cleared
immediately but are marked that no LDP session exists.

Validating LDP session reset

You can check the LDP session specific parameters to validate that a session has been successfully reset.

The LDP session state transitions from OPERATIONAL to NON_EXISTANT upon clearing it. However, the states may quickly
transition. In this case, the show mpls Idp session command shows the current state.

The LDP session-specific database is cleaned upon resetting the LDP session.

The TCP port number on the active end of the LDP session may have been changed once the LDP session comes up after the
reset; the TCP port number before and after the reset may be different.

Syslog logs the event of a LDP session going down and then coming back up as a result of resetting the LDP session. Use the
command show log to view the syslog events.

The following example shows the use of the show mpls Idp session command to validate the LDP session reset.
vyatta@vyatta:~$ show mpls ldp session

Peer IP Address IF Name My Role State KeepAlive
5.5.5.5 dpOpls3 Passive OPERATIONAL 30

MPLS LDP-IGP synchronization

MPLS LDP-IGP synchronization provides a means to synchronize LDP and IGPs to minimize MPLS packet loss.
MPLS LDP-IGP synchronization also provides the following benefits:

Provides a means to disable LDP-IGP synchronization on interfaces that you do not want enabled

Allows you to globally enable LDP-IGP synchronization on each interface associated with an IGP Open Shortest Path First
(OSPF)
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MPLS LDP-IGP synchronization

MPLS LDP-IGP synchronization may be enabled on an interface. LDP determines convergence (receipt of all labels) for a link through
one of two methods:

Receive Label silence mechanism

End Of Lib mechanism (RFC 5919)

The following figure provides an example of LDP-IGP synchronization.
FIGURE 5 Example with LDP-IGP synchronization

Link Without LDP Adjacency
is not used for IGP-routed traffic, allowing [
LDP Tunnel establishment
from AorB, toF

T 10.1.1.2 TOT.7.1 T 50.1.7.1 B0.1.7.2
— — .

Link

Next Hop Link to Node F
LDP Adjacency — — — —

LDP Tunnel

When the LDP peer is not reachable, the IGP establishes the adjacency to enable the LDP session to be established. When an IGP
adjacency is established on a link but LDP-IGP Synchronization is not yet achieved or is lost, the IGP advertises the maximum metric
(max-metric) on the link.

Configuration considerations
Affects IPv4 metrics only

Configuring MPLS LDP-IGP synchronization

Configuring MPLS LDP-IGP includes the following tasks:

» Configuring MPLS LDP-IGP synchronization with OSPF interfaces (required)

» Selectively disabling MPLS LLDP-IGP synchronization from some OSPF interfaces (optional)
« Verifying MPLS LDP-IGP synchronization with OSPF (optional)
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Enabling MPLS LDP-IGP synchronization on an interface

Enabling MPLS LDP-IGP synchronization on an interface

You can enable LDP-IGP synchronization on an interface that belongs to an OSPF process and override global LDP-IGP
synchronization.

Perform the following steps.

52

1

Enable LDP-IGP synchronization with OSPF on the interface.

vyatta@R1l# set protocols mpls-1ldp discovery interfaces interface dpOplsl igp-synchronization-delay

<delay>

2. Verify LDP-IGP synchronization with OSPF on the interface.

vyatta@vyatta:~$ show ip ospf interface dpOplsl
dpOplsl is up, line protocol is up
Internet Address 192.166.2.1/30, Area 0.0.0.0, MTU 1500

Process ID 0, routing-instance (default), Router ID 1.1.1.1, Network Type BROADCAST, Cost: 10
Transmit Delay is 1 sec, State DR, Priority 1, TE Metric 10

LDP-OSPF Sync configured
Holddown timer not configured

Designated Router (ID) 1.1.1.1, Interface Address 192.166.2.1
Backup Designated Router (ID) 3.3.3.3, Interface Address 192.166.2.2

Timer intervals configured, Hello 10, Dead 40, Wait 40,
Hello due in 00:00:05

Neighbor Count is 1, Adjacent neighbor count is 1

Hello received 197 sent 205, DD received 3 sent 4

LS-Reqg received 1 sent 1, LS-Upd received 71 sent 32

LS-Ack received 9 sent 37, Discarded 0

No authentication

3. Verify LDP-IGP synchronization with LDP.

vyatta@vyatta:~$ show mpls ldp igp sync
lo is up, line protocol is up

LDP not configured; LDP-IGP Synchronization not enabled.

dpOs4 is up, line protocol is up

LDP not configured; LDP-IGP Synchronization not enabled.

dpOplsl is up, line protocol is up
LDP configured; LDP-IGP Synchronization enabled.
Session IP Address : 3.3.3.3
Sync status: Achieved
Delay timer: Configured, 15 seconds, Not Running
dpOpls2 is up, line protocol is up

LDP not configured; LDP-IGP Synchronization not enabled.

dpOpls3 is up, line protocol is up
LDP configured; LDP-IGP Synchronization enabled.
Session IP Address : 2.2.2.2
Sync status: Achieved
Delay timer: Configured, 15 seconds, Not Running
dpOpls4 is up, line protocol is up

LDP not configured; LDP-IGP Synchronization not enabled.

lol is up, line protocol is up

LDP not configured; LDP-IGP Synchronization not enabled.

Retransmit 5
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Configuring LDP

¢ LDP GraCefUl RESTAI ...ttt
+  LDP session Keepalive timeout configurations
+  Configurable LDP LSR ID....
«  Configuring the LDP LSR ID

The minimum configuration required to enable MPLS with LDP is to enable LDP on an interface.
Configure the interfaces on which LDP should be activated.
To create a configuration that supports LDP, perform the following steps in configuration mode.

1. Enable MPLS with LDP on a specific interface.

vyatta@Rl# set protocols mpls-ldp discovery interfaces interface dpOplsl address-family ipv4
vyatta@R1l# commit

2. Repeat Step 1 for all interfaces on which LDP is be enabled.
3. Display the MPLS LDP status for a specific interface.

vyatta@Rl# exit
vyatta@Rl:~$ show mpls ldp discovery dpOplsl

Status : Enabled
Version : IPv4

Primary IP Address : 192.166.3.1
Interface Type : Ethernet
Label Merge Capability : Merge Capable
Hold Time : 15

Hello Interval : 5

Targeted Hello Interval : 15

Targeted Hold Time : 45

Keepalive Interval : 10

Keepalive Timeout : 30
Advertisement Mode : Downstream Unsolicited
Label Retention Mode : Liberal
Multicast Hellos : Enabled

Max PDU Length : 4096

4. Display all interfaces configured for LDP discovery.

vyatta@Rl:~$ show mpls ldp discovery

Interface LDP Identifier LDP Enabled Version Merge Capability
lo 2.2.2.2:0 Disabled N/A

dp0s4 2.2.2.2:0 Disabled N/A

dpOplsl 2.2.2.2:0 Enabled IPv4 Merge capable
dpOpls2 2.2.2.2:0 Enabled IPv4 Merge capable
dpOpls3 2.2.2.2:0 Enabled IPv4 Merge capable
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LDP Graceful Restart

In the following example, three interfaces are enabled for MPLS LDP and the show mpls Idp discovery command is used to display all
interfaces configured for LDP discovery.

vyatta@R1# set protocols mpls-1dp discovery interfaces interface dpOplsl address-family ipv4
vyatta@R1l# set protocols mpls-ldp discovery interfaces interface dpOpls2 address-family ipv4
vyatta@R1l# set protocols mpls-1ldp discovery interfaces interface dpOpls3 address-family ipv4
vyatta@R1l# commit

vyatta@Rl# exit

vyatta@Rl:~$ show mpls ldp discovery

Interface LDP Identifier LDP Enabled Version Merge Capability
lo 2.2.2.2:0 Disabled N/A

dp0s4 2.2.2.2:0 Disabled N/A

dpOplsl 2.2.2.2:0 Enabled IPv4 Merge capable
dpOpls2 2.2.2.2:0 Enabled IPv4 Merge capable
dpOpls3 2.2.2.2:0 Enabled IPv4 Merge capable

LDP Graceful Restart

LDP Graceful Restart (GR) helps minimize MPLS traffic loss when an LDP component is restarting in a router that is capable of
preserving its MPLS forwarding states across restart. LDP GR is based on RFC 3478 (Graceful Restart mechanism for Label
Distribution Protocol).

LDP GR works between a router and its neighbor and its capability must be advertised when sending an LDP Initialization message.

The router can also support LDP GR in helper-only mode. In this mode, a router does not preserve its forwarding entries on a LDP GR
restart. It indicates to its peers that forwarding state is not preserved by sending an initialization message with the Reconnect Time and
the Recovery Time set to zero (0) in FT session TLV. However, it can help a neighboring router recover its forwarding entries when the
neighbor is going through restart.
An LDP GR enabled router goes into helper-only mode (GR helper) when any of the following events occur on the neighboring routers.
Remove and re-add of the MPLS configuration
+  TCP communication broken (such as, session keepalive timer expires)
+ UDP communication broken (for example, an adjacency goes down)
Restarting LDP component by disabling and enabling the loopback
+  Restarting a LDP session by issuing the reset mpls Idp session command
In helper-only mode, the LDP GR procedure works at the session level. Any of the previous events causes the helper to detect session

down and start the GR procedure. The operation of the GR helper is the same independent of what has happened on the restarting LSR
that triggers the GR procedure.

When LDP GR is enabled on a router, the configuration does not apply to the current sessions. The LDP GR configuration is applied for
the new sessions brought up after the configuration is added.

Configuring LDP GR helper

By default LDP GR is disabled. You can globally enable it. When LDP GR enabled, the router waits until it receives an LDP Initialization
message from its neighbor to know whether it must delete its states or start the LDP GR recovery procedure. Also, LDP GR is applicable
to all LDP sessions regardless of the adjacency type that exists between the neighbors.
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NOTE
The following command only takes effect on newly created sessions. For existing sessions, it is required that the sessions be
restarted for the new configuration to take effect.

Configure MPLS LDP GR helper mode.

vyatta@Rl# set protocols mpls-ldp graceful-restart helper-enable

LDP session Keepalive timeout configurations
Keepalive messages are used to help maintain the integrity of the LDP session.

After an LDP session is established, an LSR maintains the integrity of the session by sending Keepalive messages. The Keepalive timer
for each peer session resets whenever it receives any LDP protocol message or a Keepalive message on that session. When the
Keepalive timer expires, LDP concludes that the TCP connection is bad or the peer is dead and terminates the session.

Setting the Keepalive timeout

Use session-ka-timeout to set the Keepalive interval or the time interval at which the session Keepalive message is sent when no other
LDP protocol message is sent to the LDP peer.
To configure the Keepalive timeout, perform the following step.

Set the Keepalive timeout in the range of 30 through 3600 seconds.

vyatta@R1# set protocols mpls-1dp neighbors session-ka-holdtime 60

Setting the Keepalive intervals

Use session-ka-intervals to configure the number of intervals after which the session is terminated when no session Keepalive or other
LDP protocol message is received from the LDP peer.

To configure the Keepalive interval, perform the following step.

Set the Keepalive interval in the range of 10 through 1200 seconds.

vyatta@R1l# set protocols mpls-1ldp neighbors session-ka-interval 20

Configurable LDP LSR ID

LDP uses LDP messages to communicate between LDP peers for the correct functioning of LDP. All LDP messages contains a LDP
header which is composed of LDP version, length of message, LDP ID, and is followed by a message. The LDP ID for LDP is
composed of the LSR-ID and label space. The LSR ID is the first available loopback interface address. However, you can specify an IP
address of your choice to use as the LSR ID for the LDP identifier.

By default, Brocade routers select the first valid and operationally UP IP address among all the enabled loopback interfaces as LSR ID
for LDP. When the IP address or loopback interface that is used as the LSR ID goes down, LDP selects the next operationally UP IP
address among all enabled loopback interface as the LSR ID. Otherwise, LDP will be down.

When no valid IP address is available to be selected as the LSR ID, LDP continues to remain disabled until a valid IP address is
configured on an enabled loopback interface.
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FIGURE 6 LDP Header format

LDP Header Format

Version PDU Length

LDP Identifier

LDP uses a configured IP address as the LSR ID only when this IP address is configured on one of the enabled loopback interfaces.
After you configure an LSR ID with a valid IP address, LDP must use the configured value as the LSR ID and restarts to use the new
address.

When this IP address is not configured in the enabled state on any of the loopback interfaces, LDP continues in the disabled state. LDP
is enabled as soon as this IP address is configured on one of the enabled loopback interfaces.

When you disable the feature, the LSR ID selection procedure falls back to default behavior of selecting an LSR ID for LDP when LDP is
enabled.

Limitations
You cannot configure value 0.0.0.0. If you try to configure the feature with this value, the feature rejects the configuration.

You can only configure IPv4 addresses for the LSR ID.

Configuring the LDP LSR ID

By default, the LSR-ID is the first available loopback interface address. However, you can specify an IP address of your choice to use as
the LSR-ID for the LDP identifier.

Ensure that the LSR ID IP address is an operationally UP IP address on an enabled loopback interface.
Enter the following command to configure an LSR ID.
vyatta@R1# set protocols mpls-1ldp lsr-id <ip address>

The configured IP address selected as the LSR ID for LDP is an operationally UP IP address on an enabled loopback interface.
You can configure only an IPv4 address.

The following example shows how to configure the LDP router ID as 1.1.1.1.

vyatta@R1l# set protocols mpls-ldp lsr-id 1.1.1.1
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ConfIGUNNG MPLS LDP EXAMIPIE ...ttt 57
MiINIMUM MPLS LDP @XAMIPIE. ...ttt 57

This section presents examples of typical MPLS LDP configurations.

Configuring MPLS LDP example

How to create a basic MPLS LDP configuration
MPLS LDP must be enabled on interfaces before MPLS LDP is supported.

The minimum configuration required to enable MPLS with LDP is to configure the interfaces on which LDP should be activated:

1. Enable LDP on the interface.

vyatta@R1# set protocols mpls-1dp discovery interfaces interface dpOpls9 address-family ipv4
vyatta@R1l# commit
vyatta@Rl# exit

2. Verify the MPLS LDP configuration.

vyatta@Rl:~$ show mpls ldp session
Peer IP Address IF Name My Role State KeepAlive
4.4.4.4 dpOpls9 Passive OPERATIONAL 30

Minimum MPLS LDP example

Minimum configuration example for MPLS LDP
MPLS LDP must be enabled on interfaces before MPLS LDP is supported.
This configuration example is for MPLS LDP on LSR1, LSR2, and LSR3 in the following topology:
LSR1 ------ LSR2 —------- LSR3
1. Enter the following configuration commands on LSR1.

set interfaces dataplane dpOplsl address 10.1.2.1/30

set interfaces loopback lol address 1.1.1.1/32

set protocols mpls-1dp address-family ipv4 transport-address 1.1.1.1

set protocols mpls-1ldp discovery interfaces interface dpOplsl address-family ipv4
set protocols mpls-1dp lsr-id 1.1.1.1

set protocols ospf area 0.0.0.0 network 1.1.1.1/32

set protocols ospf area 0.0.0.0 network 10.1.2.0/30

set protocols ospf parameters router-id 1.1.1.1

commit
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Verify the MPLS LDP configuration by entering the following command on LSR2.

58

2. Enter the following configuration commands on LSR2.

set
set
set
set
set
set
set
set
set
set

interface
interface
interface
protocols
protocols
protocols
protocols
protocols
protocols
protocols

commit

s dataplane dpOplsl address 10.1.2.2/30
s dataplane dpOpls2 address 10.1.3.1/30
s loopback lol address 2.2.2.2/32

mpls-1dp discovery interfaces interface dpOplsl address-family ipv4
mpls-1dp discovery interfaces interface dpOpls2 address-family ipv4

mpls-1ldp lsr-id 2.2.2.2

ospf area 0.0.0.1 network 2.2.2.2/32
ospf area 0.0.0.0 network 10.1.2.0/30
ospf area 0.0.0.0 network 10.1.3.0/30
ospf parameters router-id 2.2.2.2

3. Enter the following configuration commands on LSR3.

set
set
set
set
set
set
set

interfaces
interfaces
protocols
protocols
protocols
protocols
protocols

commit

dataplane dpOplsl address 10.1.3.2/30
loopback lol address 3.3.3.3/32

mpls-1dp discovery interfaces interface dpOplsl address-family ipv4

mpls-1dp lsr-id 3.3.3.3

ospf area 0.0.0.0 network 3.3.3.3/32
ospf area 0.0.0.0 network 10.1.3.0/30
ospf parameters router-id 3.3.3.3

run show mpls ldp session
Peer IP Address

1.1.1.1
3.3.3.3

IF Name My Role State
dpOplsl Passive OPERATIONAL
dpOpls2 Passive OPERATIONAL

KeepAlive
30
30
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LDP operational commands

List of the supported MPLS LDP operational commands and configuration commands

The supported MPLS LDP commands are grouped in the following sections:
MPLS LDP operational commands
MPLS LDP configuration commands

LDP operational commands
The following clear, reset, and show commands are available with MPLS LDP:
1. clear mpls Idp statistics
2. reset mpls Idp [adjacency all | X XXX ]| [session all | X X.X.X]
show mpls Idp
show mpls Idp adjacency

show mpls Idp advertise-labels

3
4
5
6. show mpls Idp discovery [ <interface> ]
7. show mpls Idp downstream

8. show mpls Idp fec

9. show mpls Idp graceful-restart

10. show mpls Idp igp sync

11. show mpls Idp interface [ <interface> ]
12. show mpls Idp isp [ detail | host | prefix ]
13. show mpls Idp neighbors

14. show mpls Idp routes

15. show mpls Idp session [X.X.X.X]

16. show mpls Idp statistics

17. show mpls Idp upstream

LDP configuration commands
The following global configuration commmands are available with MPLS LDP:
1. protocols mpls-Idp Isr-id <ipaddr>
protocols mpls-Idp neighbors neighbor <ip address> md5-password <text>
protocols mpls-Idp neighbors session-downstream-on-demand
protocols mpls-Idp neighbors session-ka-holdtime 30..3600
protocols mpls-Idp neighbors session-ka-interval 10..1200
protocols mpls-Idp address-family ipv4 label-policy advertise explicit-null

protocols mpls-Idp address-family ipv4 label-policy advertise prefix-list <name>

© N o g b WD

protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode independent
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10.
11
12.
13.

protocols mpls-ldp address-family ipv4 label-policy distribution-control-mode ordered
protocols mpls-ldp address-family ipv4 transport-address <ip address>

protocols mpls-Idp graceful-restart helper-enable

protocols mpls-ldp graceful-restart reconnect-time 10..1800

protocols mpls-Idp graceful-restart recovery-time 30..3600

The following interface configuration commands are available with MPLS LDP:

1.

© N o g bk WD

protocols mpls-Idp discovery interfaces interface <name> address-family ipv4

protocols mpls-Idp discovery interfaces hello-holdtime 15..3600

protocols mpls-Idp discovery interfaces hello-interval 5..1200

protocols mpls-Idp discovery interfaces interface <name> igp-synchronization-delay 3..60
protocols mpls-Idp discovery interfaces interface <name> hello-holdtime 15..3600
protocols mpls-Idp discovery interfaces interface <name> hello-interval 5..1200

protocols mpls-Idp discovery interfaces interface <name> session-ka-holdtime 30..3600

protocols mpls-Idp discovery interfaces interface <name> session-ka-interval 10..1200

The following logging configuration commands are available with MPLS LDP:

1

o gk WD

7.

protocols mpls-Idp log dsm
protocols mpls-ldp log events
protocols mpls-Idp log fsm
protocols mpls-Idp log nsm
protocols mpls-Idp log rib
protocols mpls-Idp log usm

protocols mpls-ldp log packet address | all | hello | init | keepalive | label | notification

Logging is enabled for LDP with the following command:

monitor protocols mpls Idp enable | disable [ dsm | events | fsm | nsm | packet | rib | usm ]
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clear mpls Idp statistics

clear mpls Idp statistics

Clears the packet statistics that are displayed by the show mpls Idp statistics command.

Syntax

clear mpls Idp statistics

Modes

Operational mode

Usage Guidelines

Use this command to clear the packet statistics that are displayed by the show mpls Idp statistics command.
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monitor protocol mpls Idp enable|disable [ dsm | events | fsm | nsm | packet | rib | usm ]

monitor protocol mpls Idp enable|disable [ dsm | events | fsm | nsm |
packet | rib | usm ]
Enables or disables the generation of debug messages that are related to MPLS LDP logs.

Syntax

monitor protocol mpls Idp enable|disable dsm | events | fsm | nsm | packet | rib | usm

Modes

Operational mode

Usage Guidelines

Use this command to enable or disable the generation of debug messages that are related to MPLS LDP logs.

Examples

The following example shows how to enable MPLS LDP Finite State Machine monitoring.
vyatta@vyatta:~$ monitor protocol mpls ldp enable fsm
As a result, the LDP debugging status is on when displayed with the show monitoring command.

vyatta@vyatta:~$ show monitoring

LDP debugging status:

LDP finite state machine debugging is on
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protocols mpls-Idp address-family ipv4 label-policy advertise explicit-null

protocols mpls-ldp address-family ipv4 label-policy advertise explicit-null

Enables an egress router to advertise an explicit null label in place of an implicit null label to the penultimate hop router.

Syntax
set protocols mpls-ldp address-family ipv4 label-policy advertise explicit-null
delete protocols mpls-Idp address-family ipv4 label-policy advertise explicit-null

show protocols mpls-Idp address-family ipv4 label-policy advertise explicit-null

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
address-family ipv4 {
label-policy {
advertise explicit-null

}

Usage Guidelines

Use this command to enable an egress router to advertise an explicit null label (value 0) in place of an implicit null label (value 3)
to the penultimate hop router.

Use the set form of this command to enable an egress router to advertise an explicit null label in place of an implicit null label to
the penultimate hop router.

Use the delete form of this command to delete the configuration that enables an egress router to advertise an explicit null label
in place of an implicit null label to the penultimate hop router.

Use the show form of this command to display the configuration that enables an egress router to advertise an explicit null label
in place of an implicit null label to the penultimate hop router.
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protocols mpls-Idp address-family ipv4 label-policy advertise prefix-list

protocols mpls-ldp address-family ipv4 label-policy advertise prefix-list

Applies the prefix list name to filter outgoing label advertisements.

Syntax
set protocols mpls-Idp address-family ipv4 label-policy advertise prefix-list name
delete protocols mpls-Idp address-family ipv4 label-policy advertise prefix-list name

show protocols mpls-Idp address-family ipv4 label-policy advertise prefix-list name

Parameters

name
The prefix list name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
address-family {
ipvd |
label-policy {
advertise {
prefix-list <name>

}

Usage Guidelines

Use this command to apply the prefix list name to filter outgoing label advertisements.
Use the set form of this command to apply the prefix list name to filter outgoing label advertisements.

Use the delete form of this command to delete the configuration that applies the prefix list name to filter outgoing label
advertisements.

Use the show form of this command to display the configuration that applies the prefix list name to filter outgoing label
advertisements.

Example
The following example shows how to apply the prefix list named list1 to filter outgoing label advertisements.

vyatta@Rl# set protocols mpls-ldp address-family ipv4 label-policy advertise prefix-list listl
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protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode independent

protocols mpls-ldp address-family ipv4 label-policy distribution-control-
mode independent

Enables independent label mode.

Syntax
set protocols mpls-ldp address-family ipv4 label-policy distribution-control-mode independent
delete protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode independent

show protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode independent

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
address-family {
ipvd |
label-policy {
distribution-control-mode {
independent

}

Usage Guidelines

Use this command to enable independent label mode (the default behavior) where a label mapping to a FEC is advertised as
long as a RIB entry exists for the given FEC.

Use the set form of this command to enable independent label mode.
Use the delete form of this command to delete the configuration that enables independent label mode.

Use the show form of this command to display the configuration that enables independent label mode.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
66 53-1004725-01



protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode ordered

protocols mpls-ldp address-family ipv4 label-policy distribution-control-
mode ordered

Enables ordered label mode.

Syntax

set protocols mpls-ldp address-family ipv4 label-policy distribution-control-mode ordered
delete protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode ordered

show protocols mpls-Idp address-family ipv4 label-policy distribution-control-mode ordered

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
address-family {
ipvd |
label-policy {
distribution-control-mode {
ordered

}

Usage Guidelines

Use this command to enable ordered label mode where a label mapping to a FEC is advertised if this is an egress LSR or if a
label binding for the FEC has been received.

Use the set form of this command to enable ordered label mode.
Use the delete form of this command to delete the configuration that enables ordered label mode.

Use the show form of this command to display the configuration that enables ordered label mode.
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protocols mpls-Idp address-family ipv4 transport-address

protocols mpls-ldp address-family ipv4 transport-address
Configures the ipv4 transport address used for the MPLS LDP TCP session.

Syntax
set protocols mpls-ldp address-family ipv4 transport-address jp address
delete protocols mpls-Idp address-family ipv4 transport-address jp address

show protocols mpls-Idp address-family ipv4 transport-address jp address

Parameters

ip address
The IP address.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
address-family {
ipv4d {
transport-address <ip address>

}

Usage Guidelines

Use this command to configure the ipv4 transport address used for the LDP TCP session. The address can be bound to a
loopback interface or a physical interface.

Use the set form of this command to configure the ipv4 transport address used for the LDP TCP session.
Use the delete form of this command to delete the configuration of the ipv4 transport address used for the LDP TCP session.

Use the show form of this command to display the configuration of the ipv4 transport address used for the LDP TCP session.
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protocols mpls-Idp discovery interfaces hello-holdtime

protocols mpls-ldp discovery interfaces hello-holdtime

Configures the time interval for which the MPLS LDP link "Hello" adjacency configuration is maintained.

Syntax

set protocols mpls-Idp discovery interfaces hello-holdtime 15.3600
delete protocols mpls-Idp discovery interfaces hello-holdtime 15.3600

show protocols mpls-Idp discovery interfaces hello-holdtime 15.3600

Parameters

15.3600
The interval in seconds, which can be from 15 through 3600.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
hello-holdtime <15..3600>
}

Usage Guidelines

Use this command to configure the time interval in seconds for which the MPLS LDP link "Hello" adjacency configuration is
maintained in the absence of link "Hello" messages from the MPLS LDP neighbor. The hello-holdtime value must be at least
three times the hello-interval value.

Use the set form of this command to configure the time interval for which the MPLS LDP link "Hello" adjacency configuration is
maintained.

Use the delete form of this command to delete the configuration of the time interval for which the MPLS LDP link "Hello"
adjacency configuration is maintained.

Use the show form of this command to display the configuration of the time interval for which the MPLS LDP link "Hello"
adjacency configuration is maintained.

Example
The following example shows how to configure 3000 seconds for which the MPLS LDP link "Hello" adjacency configuration is
maintained in the absence of link "Hello" messages from the MPLS LLDP neighbor.

vyatta@Rl# set protocols mpls-ldp discovery interfaces hello-holdtime 3000
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protocols mpls-Idp discovery interfaces hello-interval

protocols mpls-ldp discovery interfaces hello-interval

Configures the interval between consecutive MPLS LDP link "Hello” messages.

Syntax
set protocols mpls-Idp discovery interfaces hello-interval 5..2200
delete protocols mpls-Idp discovery interfaces hello-interval 5.2200

show protocols mpls-Idp discovery interfaces hello-interval 5..2200

Parameters

5.1200
The interval in seconds, which can be from 5 through 1200.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
hello-interval <5..1200>
}

Usage Guidelines

Use this command to configure the interval in seconds between consecutive MPLS LDP link "Hello" messages used in basic

LDP discovery. The hello-holdtime value must be at least three times the hello-interval value.

Use the set form of this command to configure the interval between consecutive MPLS LDP link "Hello" messages.

Use the delete form of this command to delete the configuration of the interval between consecutive MPLS LDP link "Hello"

messages.

Use the show form of this command to display the configuration of the interval between consecutive MPLS LDP link "Hello"

messages.

Example

The following example shows how to configure 900 seconds between consecutive MPLS LDP link "Hello" messages.

vyatta@R1# set protocols mpls-1dp discovery interfaces hello-interval 900
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protocols mpls-Idp discovery interfaces interface address-family ipv4

protocols mpls-ldp discovery interfaces interface address-family ipv4
Enables MPLS LDP IPv4 operation on the specified interface.

Syntax

set protocols mpls-Idp discovery interfaces interface name address-family ipv4
delete protocols mpls-Idp discovery interfaces interface name address-family ipv4

show protocols mpls-Idp discovery interfaces interface name address-family ipv4

Parameters

name
The interface name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1ldp {
discovery {
interfaces {
interface <name> {
address-family {
ipv4
}

Usage Guidelines
Use this command to enable MPLS LDP IPv4 operation on the specified interface.

Use the set form of this command to enable LDP on the specified interface.
Use the delete form of this command to delete the configuration to enable LDP on the specified interface.

Use the show form of this command to display the configuration of LDP on the specified interface.

Example
The following example shows how to enable MPLS LDP IPv4 operation on the interface named dpOp256p1.

vyatta@Rl# set protocols mpls-ldp discovery interfaces interface dpOp256pl address-family ipv4
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protocols mpls-ldp discovery interfaces interface hello-holdtime

Sets the time taken before rejecting a peer adjacency on the specified interface.

Syntax

set protocols mpls-Idp discovery interfaces interface name hello-holdtime 15..3600
delete protocols mpls-Idp discovery interfaces interface name hello-holdtime 15..3600

show protocols mpls-Idp discovery interfaces interface name hello-holdtime 15..3600

Parameters

15.3600
The hold time interval in seconds, which can be from 15 through 3600.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
interface <name> {
hello-holdtime <15..3600>
}

Usage Guidelines

Use this command to set the hello hold time interval in seconds, the time taken before rejecting a peer adjacency on the
specified interface. The hello-holdtime value must be at least three times the hello-interval value.

Use the set form of this command to configure the hold time interval.
Use the delete form of this command to delete the configuration of the hold time interval.

Use the show form of this command to display the configuration of the hold time interval.

Example
The following example shows how to configure 3000 seconds for the hold time interval for the interface named dpOp256p1.

vyatta@R1# set protocols mpls-1dp discovery interfaces interface dpOp256pl hello-holdtime 3000
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protocols mpls-ldp discovery interfaces interface hello-interval

Configures the interval between consecutive MPLS LDP link "Hello" messages on the specified interface.

Syntax

set protocols mpls-Idp discovery interfaces interface name hello-interval 5..1200
delete protocols mpls-Idp discovery interfaces interface name hello-interval 5..2200

show protocols mpls-Idp discovery interfaces interface name hello-interval 5..2200

Parameters

5.1200
The interval in seconds, which can be from 5 through 1200.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
interface <name> {
hello-interval <5..1200>
}

Usage Guidelines

Use this command to configure the interval in seconds between consecutive MPLS LDP link "Hello" messages sent from the
specified interface to peers used in basic LDP discovery. The hello-holdtime value must be at least three times the hello-interval
value.

Use the set form of this command to set the interval between consecutive MPLS LDP link "Hello" messages.

Use the delete form of this command to delete the configuration of the interval between consecutive MPLS LDP link "Hello"
messages.

Use the show form of this command to display the configuration of the interval between consecutive MPLS LDP link "Hello"
messages.

Example
The following example shows how to configure 900 seconds between consecutive MPLS LDP link "Hello" messages from the
interface named dpOp1s15 to its peers.

vyatta@Rl# set protocols mpls-ldp discovery interfaces interface dpOplsl5 hello-interval 900
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protocols mpls-ldp discovery interfaces interface igp-synchronization-
delay

Sets the interval that the MPLS LDP LSR waits before notifying the IGP that label exchange is completed.

Syntax

set protocols mpls-Idp discovery interfaces interface name igp-synchronization-delay 3..60
delete protocols mpls-Idp discovery interfaces interface name igp-synchronization-delay 3..60

show protocols mpls-Idp discovery interfaces interface name igp-synchronization-delay 3..60

Parameters

name
The interface name.

3.60
The delay in seconds, which can be from 3 through 60.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
interface <name> {
address-family {
igp-synchronization-delay <3..60>
}

Usage Guidelines

Use this command to set the interval in seconds that the MPLS LDP LSR waits before notifying the Interior Gateway Protocol
(IGP) that label exchange is completed so that IGP can start advertising the normal metric for the link.

Use the set form of this command to set the interval that the LDP waits before notifying the Interior Gateway Protocol (IGP) that
label exchange is completed.

Use the delete form of this command to delete the configuration to set the interval that the LDP waits before notifying the
Interior Gateway Protocol (IGP) that label exchange is completed.

Use the show form of this command to display the configuration of the interval that the LDP waits before notifying the Interior
Gateway Protocol (IGP) that label exchange is completed.
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Example
The following example shows how to set 40 seconds for the interval that the MPLS LDP LSR waits before notifying the Interior

Gateway Protocol (IGP) that label exchange is completed on the interface named dpOp256p1.

vyatta@R1l# set protocols mpls-1ldp discovery interfaces interface dpOp256pl igp-synchronization-delay 40
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protocols mpls-ldp discovery interfaces interface session-ka-holdtime

Specifies the session keep alive hold time in seconds.

Syntax
set protocols mpls-Idp discovery interfaces interface name session-ka-holdtime30..3600
delete protocols mpls-Idp discovery interfaces interface name session-ka-holdtime30..3600

show protocols mpls-Idp discovery interfaces interface name session-ka-holdtime30..3600

Parameters

30.3600
The keep alive hold time interval in seconds, which can be from 30 through 3600.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
interface <name> {
session-ka-holdtime <30..3600>
}

Usage Guidelines

Use this command to configure the session keep alive hold time in seconds. The keep alive hold time is the time that the LSR is
configured to wait for "keep-alive” messages from the MPLS LDP peers. An inactive LDP session terminates and the
corresponding TCP session closes after the specified time.

Use the set form of this command to specify the session keep alive hold time.
Use the delete form of this command to delete the configuration of the session keep alive hold time.

Use the show form of this command to display the configuration that specifies the session keep alive hold time.

Example
The following example shows how to configure 3000 as the interval after which an inactive LDP session on the interface
named dpOpls15 terminates and the corresponding TCP session closes.

vyatta@R1l# set protocols mpls-1ldp discovery interfaces interface dpOplsl5 session-ka-holdtime 3000
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protocols mpls-ldp discovery interfaces interface session-ka-interval

Specifies the session keep alive interval for an interface.

Syntax

set protocols mpls-Idp discovery interfaces interface name session-ka-interval10..1200
delete protocols mpls-Idp discovery interfaces interface name session-ka-interval10..1200

show protocols mpls-Idp discovery interfaces interface name session-ka-interval210..1200

Parameters

10.1200
The interval between successive transmissions of keepalive packets, which can be from 10 through 1200.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
discovery {
interfaces {
interface <name> {
session-ka-interval <10..1200>

}

Usage Guidelines

Use this command to configure the interval between successive transmissions of keepalive packets for a session on a specified

interface. Keepalive packets are only sent in the absence of other LDP packets transmitted over the LDP session.

Use the set form of this command to configure the interval between successive transmissions of keepalive packets.

Use the delete form of this command to delete the configuration of the interval between successive transmissions of keepalive

packets.

Use the show form of this command to display the configuration of the interval between successive transmissions of keepalive

packets.

Example

The following example shows how to configure 900 as the interval between successive transmissions of keepalive packets for

the interface named dpOp1s3.

vyatta@Rl# set protocols mpls-ldp discovery interfaces interface dpOpls3 session-ka-interval 900
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protocols mpls-ldp graceful-restart helper-enable

Enables graceful restart helper mode.

Syntax
set protocols mpls-ldp graceful-restart helper-enable
delete protocols mpls-Idp graceful-restart helper-enable

show protocols mpls-Idp graceful-restart helper-enable

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
graceful-restart {
helper-enable

}

Usage Guidelines
Use this command to enable graceful restart helper mode.
Use the set form of this command to enable graceful restart helper mode.
Use the delete form of this command to delete the configuration that enables graceful restart helper mode.

Use the show form of this command to display the configuration that enables graceful restart helper mode.
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protocols mpls-ldp graceful-restart reconnect-time

Specifies the time interval that the remote MPLS LDP peer must wait for the local LDP peer to reconnect.

Syntax
set protocols mpls-Idp graceful-restart reconnect-time10..1800
delete protocols mpls-Idp graceful-restart reconnect-time10..1800

show protocols mpls-Idp graceful-restart reconnect-time10..1800

Parameters

10.1800
The reconnect time, which can be from 10 through 1800 seconds.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
graceful-restart {
reconnect-time <10..1800>

}

Usage Guidelines

Use this command to specify the time interval in seconds that the remote LDP peer must wait for the local LDP peer to
reconnect after the remote peer detects the LDP communication failure.

Use the set form of this command to to specify the time interval that the remote LDP peer must wait for the local LDP peer to
reconnect.

Use the delete form of this command to delete the configuration that specifies the time interval that the remote LDP peer must
wait for the local LDP peer to reconnect.

Use the show form of this command to display the configuration that specifies the time interval that the remote LDP peer must
wait for the local LDP peer to reconnect.

Example
The following example shows how to configure 900 seconds as the time interval that the remote LDP peer must wait for the
local LDP peer to reconnect after the remote peer detects the LDP communication failure.

vyatta@R1# set protocols mpls-1dp graceful-restart reconnect-time 900
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protocols mpls-ldp graceful-restart recovery-time

Specifies the maximum time that stale label FEC bindings are retained.

Syntax

set protocols mpls-Idp graceful-restart recovery-time30..3600
delete protocols mpls-Idp graceful-restart recovery-time30..3600

show protocols mpls-Idp graceful-restart recovery-time30..3600

Parameters

30.3600
The recovery time, which can be from 30 through 3600 seconds.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
graceful-restart {
recovery-time <30..3600>

}

Usage Guidelines

Use this command to specify the maximum time in seconds that stale label FEC bindings are retained.
Use the set form of this command to specify the maximum time in seconds that stale label FEC bindings are retained.

Use the delete form of this command to delete the configuration that specifies the maximum time in seconds that stale label
FEC bindings are retained.

Use the show form of this command to display the configuration that specifies the maximum time in seconds that stale label
FEC bindings are retained.

Example
The following example shows how to configure 3000 as the interval after which an inactive LDP session terminates and the
corresponding TCP session closes for the neighbor.

vyatta@Rl# set protocols mpls-1ldp graceful-restart recovery-time 3000
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protocols mpls-ldp log dsm
Logs the DSM events.

Syntax

set protocols mpls-Idp log dsm
delete protocols mpls-Idp log dsm

show protocols mpls-Idp log dsm

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
dsm

}

Usage Guidelines

Use this command to log the Downstream State Machine (DSM).
Use the set form of this command to log the DSM.
Use the delete form of this command to delete the configuration to log the DSM.

Use the show form of this command to display the configuration to log the DSM.
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protocols mpls-ldp log events
Logs general MPLS LDP events.

Syntax
set protocols mpls-Idp log events
delete protocols mpls-Idp log events

show protocols mpls-Idp log events

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
events

}

Usage Guidelines

Use this command to log general MPLS LDP events.

Use the set form of this command to log general LDP events.

Use the delete form of this command to delete the configuration to log general LDP events.

Use the show form of this command to display the configuration to log general LDP events.
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protocols mpls-ldp log fsm
Logs MPLS LDP FSM events.

Syntax

set protocols mpls-Idp log fsm
delete protocols mpls-Idp log fsm

show protocols mpls-Idp log fsm

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
fsm

}

Usage Guidelines

Use this command to log MPLS LDP Finite State Machine (FSM) events.
Use the set form of this command to log LDP FSM events.
Use the delete form of this command to delete the configuration to log LDP FSM events.

Use the show form of this command to display the configuration to log LDP FSM events.
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protocols mpls-ldp log nsm
Logs interactions with the NSM.

Syntax
set protocols mpls-Idp log nsm
delete protocols mpls-Idp log nsm

show protocols mpls-ldp log nsm

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
nsm

}

Usage Guidelines

Use this command to log interactions with the Network Services Module (NSM).

Use the set form of this command to log interactions with the NSM.

Use the delete form of this command to delete the configuration to log interactions with the NSM.

Use the show form of this command to display the configuration to log interactions with the NSM.
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protocols mpls-ldp log packet address | all | hello | init | keepalive | label |

notification
Logs filtered LDP packet events.

Syntax

set protocols mpls-Idp log packet address | all | hello | init | keepalive | label | notification
delete protocols mpls-ldp log packet address | all | hello | init | keepalive | label | notification

show protocols mpls-Idp log packet address | all | hello | init | keepalive | label | notification

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
packet | all | hello | init | keepalive | label | notification

}

Usage Guidelines

Use this command to log LDP packet events filtered by address, hello, init, keepalive, label, and notification messages.
Use the set form of this command to log filtered LDP packet events.
Use the delete form of this command to delete the configuration to log filtered LDP packet events.

Use the show form of this command to display the configuration to log filtered LDP packet events.
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protocols mpls-ldp log rib

Logs interactions with the RIB.

Syntax
set protocols mpls-Idp log rib
delete protocols mpls-Idp log rib

show protocols mpls-Idp log rib

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
rib

}

Usage Guidelines

Use this command to log interactions with the Routing Information Base (RIB).

Use the set form of this command to log interactions with the RIB.

Use the delete form of this command to delete the configuration to log interactions with the RIB.

Use the show form of this command to display the configuration to log interactions with the RIB.
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protocols mpls-ldp log usm
Logs the USM events.

Syntax

set protocols mpls-Idp log usm
delete protocols mpls-Idp log usm

show protocols mpls-Idp log usm

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
log {
usm

}

Usage Guidelines

Use this command to log the Upstream State Machine (USM).
Use the set form of this command to log the USM.
Use the delete form of this command to delete the configuration to log the USM.

Use the show form of this command to display the configuration to log the USM.
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protocols mpls-Ildp Isr-id

Sets the local MPLS LDP LSR ID to the specified IP address.

Syntax

set protocols mpls-Idp Isr-id ipaddr
delete protocols mpls-Idp Isr-id ipaddr
show protocols mpls-Idp Isr-id ijpaddr

Parameters

ipaddr
The IP address.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
lsr-id <ipaddr>
}

Usage Guidelines

Use this command to set the local MPLS LDP LSR (Label Switch Router) ID to the specified IP address. The LSR-ID must be
unigue amongst the LDP LSRs. Unless otherwise specified, LDP will make use of the first configured IP address on a loopback

interface.

Use the set form of this command to associate the local MPLS LDP LSR ID to the specified IP address.

Use the delete form of this command to delete the association of the local MPLS LDP LSR ID to the specified IP address.

Use the show form of this command to display the association of the local MPLS LDP LSR ID to the specified IP address.

Example

The following example shows how to associate the local MPLS LDP LSR ID to the IP address 192.166.3.2.

vyatta@Rl# set protocols mpls-ldp lsr-id 192.166.3.2
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protocols mpls-ldp neighbors neighbor md5-password
Configures the specified MD5 password for the corresponding neighbor.

Syntax

set protocols mpls-ldp neighbors neighbor jp address md5-password text
delete protocols mpls-Idp neighbors neighbor jp address md5-password text

show protocols mpls-Idp neighbors neighbor jp address md5-password text

Parameters

ip address
The IP address of the neighbor LSR.

text
The MD5 password.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
neighbors {
neighbor <ip address> {
md5-password <text>

}

Usage Guidelines

Use this command to configure the specified MD5 password for the corresponding neighbor so that when any mismatching
TCP segments that are received are then rejected from the neighbor.

Use the set form of this command to configure the specified MD5 password for the corresponding neighbor.

Use the delete form of this command to delete the configuration of the specified MD5 password for the corresponding
neighbor.

Use the show form of this command to display the configuration of the specified MD5 password for the corresponding
neighbor.

Example
The following example show how to configure pwtext as the MD5 password for the neighbor at IP address 192.166.3.2.

vyatta@R1l# set protocols mpls-1ldp neighbors neighbor 192.166.3.2 md5-password pwtext
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protocols mpls-ldp neighbors session-downstream-on-demand

Sends a label upon request from a peer.

Syntax

set protocols mpls-ldp neighbors session-downstream-on-demand
delete protocols mpls-Idp neighbors session-downstream-on-demand

show protocols mpls-Idp neighbors session-downstream-on-demand

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
neighbors {
session-downstream-on-demand

}

Usage Guidelines

Use this command to send a label upon request from a peer. By default labels are sent without waiting for an MPLS LDP label
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request message

Use the set form of this command to send a label upon request from a peer.

Use the delete form of this command to delete the configuration that sends a label upon request from a peer.

Use the show form of this command to display the configuration sends a label upon request from a peer.
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protocols mpls-ldp neighbors session-ka-holdtime

Configures the time interval after which an inactive LDP session terminates and the corresponding TCP session closes.

Syntax

set protocols mpls-ldp neighbors session-ka-holdtime30..3600
delete protocols mpls-Idp neighbors session-ka-holdtime30..3600
show protocols mpls-Idp neighbors session-ka-holdtime30..3600

Parameters

30.3600
The hold time interval, which can be from 30 through 3600.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
neighbors {
session-ka-holdtime <30..3600>

}

Usage Guidelines

Use this command to configure the time interval after which an inactive LDP session terminates and the corresponding TCP
session closes. Inactivity is defined as not receiving LDP packets from the neighbor.

Use the set form of this command to configure the time interval after which an inactive LDP session terminates and the
corresponding TCP session closes.

Use the delete form of this command to delete the configuration of the time interval after which an inactive LDP session
terminates and the corresponding TCP session closes.

Use the show form of this command to display the configuration of the time interval after which an inactive LDP session
terminates and the corresponding TCP session closes.

Example
The following example shows how to configure 3000 as the interval after which an inactive LDP session terminates and the

corresponding TCP session closes for the neighbor.

vyatta@R1# set protocols mpls-1dp neighbors session-ka-holdtime 3000
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protocols mpls-ldp neighbors session-ka-interval

Configures the interval between successive transmissions of keepalive packets.

Syntax

set protocols mpls-Idp neighbors session-ka-interval 10..1200
delete protocols mpls-ldp neighbors session-ka-interval 10..1200

show protocols mpls-Idp neighbors session-ka-interval 210..1200

Parameters

10.1200
The interval, which can be from 10 through 1200, between successive transmissions of keepalive packets.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-1dp {
neighbors {
session-ka-interval <10..1200>

}

Usage Guidelines

Use this command to configure the interval between successive transmissions of keepalive packets. Keepalive packets are only
sent in the absence of other LDP packets transmitted over the LDP session.

Use the set form of this command to configure the interval between successive transmissions of keepalive packets.

Use the delete form of this command to delete the configuration of the interval between successive transmissions of keepalive
packets.

Use the show form of this command to display the configuration of the interval between successive transmissions of keepalive
packets.

Example
The following example shows how to configure 900 as the interval between successive transmissions of keepalive packets.

vyatta@R1l# set protocols mpls-1ldp neighbors session-ka-interval 900
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reset mpls Idp
Resets MPLS LDP sessions.

Syntax

reset mpls Idp [ adjacency all | X.X.X.X] | [ session all | XX.X.X]

Parameters

adjacency all
All sessions on adjacent LSRs.

XXXX
The address for the session on a specific adjacent LSR.

session all
All sessions.

XXXX
The session on a specific LSR.

Modes

Operational mode

Usage Guidelines

Use this command to reset the MPLS LDP session or optionally reset:

All sessions on adjacent LSRs or a session on a specific LSR.

All sessions or a session on a specific LSR.
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show mpls Idp

show mpls Idp

Displays the global MPLS LDP information.

Syntax

show mpls Idp

Modes

Operational mode

Usage Guidelines
Use this command to display the global MPLS LDP information.

Examples

94

The following example shows how to display global MPLS LDP information.

vyatta@vyatta:~$ show mpls ldp

Router ID

LDP Version

Global Merge Capability

Label Advertisement Mode

Label Retention Mode

Label Control Mode

Instance Loop Detection

Request Retry

Propagate Release

Graceful Restart

Hello Interval

Targeted Hello Interval

Hold time

Targeted Hold time

Keepalive Interval

Keepalive Timeout

Request retry Timeout

Transport Address data
Labelspace 0

Import BGP routes

1.1.1.1
1

: Merge Capable

Downstream Unsolicited
Liberal
Independent
Off

Off
Disabled
Disabled

5

15

15

45

10

30

5

40.1.1.3 (in use)

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01



show mpls Idp adjacency
Displays all MPLS LDP adjacencies for the LSR.

Syntax

show mpls Idp adjacency

Modes

Operational mode

Usage Guidelines
Use this command to display all the MPLS LDP adjacencies for the LSR.

Examples

The following example shows how to display all the MPLS LDP adjacencies for the LSR.

vyatta@vyatta:~$ show mpls ldp adjacency

IP Address Intf Name Holdtime LDP-Identifier
192.166.1.1 dpOpls3 15 1.1.1.1:0
192.166.3.2 dpOplsl 15 3.3.3.3:0
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show mpls Idp advertise-labels
Displays the MPLS LDP label advertisement policy for the LSR.

Syntax

show mpls Idp advertise-labels

Modes

Operational mode

Usage Guidelines

Use this command to display the MPLS LDP label advertisement policy for the LSR.

Examples

The following example shows how to display the MPLS LDP label advertisement policy for the LSR.

vyatta@vyatta:~$ show mpls 1ldp advertise-labels
Advertisement spec:
Enable the distribution of all assigned labels

The following example shows how to display the MPLS LDP label advertisement policy for the LSR that has a prefix-list named
advertise-prefixes applied by using the set protocols mpls-Idp address-family ipv4 label-policy advertise prefix-list

advertise-prefixes command.
vyatta@vyatta:~$ show mpls ldp advertise-labels

Advertisement spec:
Prefix list = advertise-prefixes; Peer acl = any peers
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show mpls Idp discovery

show mpls Idp discovery

Displays which interfaces are MPLS LDP-enabled or the LDP parameters configured on a specified interface.

Syntax

show mpls Idp discovery [ interface ]

Parameters

interface

The name of the interface.

Modes

Operational mode

Usage Guidelines

Use this command to display all interfaces that are configured for MPLS LDP discovery.

Examples

The following example shows how to display which interfaces are MPLS LDP-enabled.

vyatta@vyatta:~$ show mpls ldp discovery

Interface LDP Identifier LDP Enabled Version Merge
lo 2.2.2.2:0 Disabled N/A
dpOs4 2.2.2.2:0 Disabled N/A
dpOplsl 2.2.2.2:0 Enabled Merge
dpOpls2 2.2.2.2:0 Enabled Merge
dpOpls3 2.2.2.2:0 Enabled Merge

Capability

capable
capable
capable

The following example shows how to display which LDP parameters are configured on a specified MPLS LDP-enabled

interface.

vyatta@vyatta:~$ show mpls ldp interface dpOplsl

Status

Version

Primary IP Address
Interface Type

Label Merge Capability
Hold Time

Hello Interval
Targeted Hello Interval
Targeted Hold Time
Keepalive Interval
Keepalive Timeout
Advertisement Mode
Label Retention Mode
Multicast Hellos

Max PDU Length

Enabled

IPv4
192.166.3.1
Ethernet
Merge Capable
15

30

Downstream Unsolicited
Liberal

Enabled

4096
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show mpls Idp downstream

show mpls Idp downstream

Displays all MPLS LDP downstream sessions and exchanged labels.

Syntax

show mpls Idp downstream

Modes

Operational mode

Usage Guidelines
Use this command to display all the MPLS LDP downstream sessions and exchanged labels for the LSR.

Examples

The following example shows how to display all MPLS LDP downstream sessions and exchanged labels for the LSR.
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vyatta@vyatta:~$ show mpls ldp downstream
Session peer 1.1.1.1:

FEC

192.
192.
192.
.166.3.0/30
192.
192.

192

168.252.0/24
166.8.0/30
166.4.0/30

166.2.0/30
166.1.0/30

100.2.2.0/
100.2.1.0/
30.1.0.0/2
10.0.0.0/8
3.3.3.3/32
1.1.1.1/32

Session peer 3.3.3.3:

FEC

192.168.252.0/24
.0/30
.0/30

192.166.9
192.166.8
192.166.5.
192.166.4
192.166.3
192.166.2.
10.0.0.0/8
3.3.3.3/32
1.1.1.1/32

24
24
4

0/30

.0/30
.0/30

0/30

Nexthop Addr

connected
connected
connected
connected
connected
connected
invalid
invalid
invalid
connected
connected
192.166.1.1

Nexthop Addr

connected
connected
192.166.3.2
connected
192.166.3.2
connected
192.166.3.2
connected
192.166.3.2
192.166.3.2

State
Established
Established
Established
Established
Established
Established
Established
Established
Established
Established
Established
Established

State

Established

Idle
Established

Idle
Established
Established
Established
Established
Established
Established

Label
impl-null
52491
52488
52487
impl-null
impl-null
52482
52481
impl-null
52480
52483
impl-null

Label

impl-null
none
impl-null
none
impl-null
impl-null
impl-null
52484
impl-null
52490

Req.ID
0

OO O OO OOOOooo

Req.ID
0

O OO OO0 OooOo

Attr

Attr
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show mpls Idp fec
Displays all FEC information.

Syntax

show mpls Idp fec

Modes

Operational mode

Usage Guidelines

Use this command to display all FEC (Forwarding Equivalent Class) information known to the LSR.

Examples

The following example shows how to display all FEC information known to the LSR.

vyatta@vyatta:~$ show mpls ldp fec

LSR codes

FEC

E/N - LSR is egress/non-egress for this FEC,

L - LSR received a label for this FEC,
> - LSR will use this route for the FEC

1.1.1.1/32

w N
w N

w N

.2/32
.3/32

10.0.0.0/8

30.1.0.0/24

100.2.
100.2.
192.166.

192.166.

192.166.

192.166.

192.166.

192.166.

192.168.

.0/24
.0/24

1.0/30

.2.0/30

3.0/30

4.0/30
5.0/30
8.0/30
9.0/30

252.0/24

Code
NL>
NL>
E >
NL>
NL>
NL

NL>
NL>
NL
NL
E >
NL>
NL>

E >
NL>
NL>

E >
NL
NL

Session

non-existent
1.1.1.1

e e

stent

o -
M.

Brw e W

stent

O -

X

W w =

stent

M.

o -

Hw w

WHE D WWkEFED WWRFED WRF WRFED PP

stent

O -
WHEDS WWE3 WWHFED W WR 3 PP

X

WHE 3 WWKE3 WWHFED W WR 3 PP

w =

non-existent
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Out Label
impl-null
52490
none
52483
impl-null
52480
52484
none
none
impl-null
52481
52482
impl-null
none
impl-null
impl-null
52487
impl-null
none
52488
impl-null
none
none
52491
impl-null
none
none
impl-null
impl-null
none

Nexthop Addr
192.166.1.1
192.166.3.2
connected
invalid
192.166.3.2
invalid
invalid
invalid

192.168.252.253

connected
connected
connected
invalid
connected
invalid
192.166.3.2
invalid
invalid
connected
invalid
192.166.3.2
invalid
connected
invalid
192.166.3.2
invalid
connected
invalid
invalid
connected

show mpls Idp fec
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show mpls Idp graceful-restart

show mpls Idp graceful-restart
Displays the MPLS LDP GR operational state.

Syntax

show mpls Idp graceful-restart

Modes

Operational mode

Usage Guidelines
Use this command to display the GR (Graceful Restart) operational state known to the LSR.

Examples
The following example shows how to display all peers configured with GR that are known to the LSR.

vyatta@vyatta:~$show mpls 1ldp graceful-restart

Peer IP Address IF Name Restart My State Timer Value
10.0.2.13 dp0s5 Incapable OPERATIONAL O (No Timers Running)
11.0.1.11 dpOs4 Capable HELPER MODE 101 (Re-connect Time)
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show mpls Idp igp sync

show mpls Idp igp sync

Displays the MPLS LDP interfaces configured for IGP synchronization.

Syntax

show mpls Idp igp sync

Modes

Operational mode

Usage Guidelines

Use this command to display the MPLS LDP interfaces configured for IGP synchronization. See also show ip ospf interface for
LDP-OSPF sync configuration, where the initial cost of 65535 is used until IGP synchronization is achieved.

Examples
The following example shows how to display the MPLS LDP interfaces configured for IGP synchronization.

vyatta@vyatta:~$ show mpls ldp igp sync
lo is up, line protocol is up
LDP not configured; LDP-IGP Synchronization not enabled.
dp0Os4 is up, line protocol is up
LDP not configured; LDP-IGP Synchronization not enabled.
dpOplsl is up, line protocol is up
LDP configured; LDP-IGP Synchronization enabled.
Session IP Address : 3.3.3.3
Sync status: Achieved
Delay timer: Configured, 40 seconds, Not Running
dpOpls2 is up, line protocol is up
LDP configured; LDP-IGP Synchronization enabled.
Session IP Address : NONE
Sync status: Not achieved
Delay timer: Configured, 40 seconds, Not Running
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show mpls Idp interface

show mpls Idp interface

Displays all interfaces that are enabled for LDP label switching.

Syntax

show mpls Idp interface [ interface ]

Parameters

interface

The name of the interface.

Modes

Operational mode

Usage Guidelines

Use this command to display all interfaces that are enabled for LDP label switching or to display whether a specified interface is

enabled for MPLS LDP label switching.

Examples

The following example shows how to display which interfaces are enabled for MPLS LDP label switching.

vyatta@vyatta:~$ show mpls ldp interface
Identifier
L2

Interface LDP
lo 2.

dp0s4 2.2
dpOplsl 2.2
dpOpls2 2.2.
dpOpls3 2.2

102

2.

NN DN DN

NN N

0

O O O o

LDP Enabled Version Merge
Disabled N/A
Disabled N/A
Enabled IPv4 Merge
Enabled IPv4 Merge
Enabled IPv4 Merge

Capability

capable
capable
capable
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show mpls Idp Isp

Displays the MPLS LDP LSPs.

Syntax
show mpls Idp Isp [ detail | host | prefix ]
Parameters
detail
Displays detailed information on the LSPs.
host
Displays the LSP information per host LSP.
prefix
Displays the LSP information per LSP prefix.
Modes

Operational mode

Usage Guidelines

Use this command to display the MPLS LDP LSPs (Label Switch Paths) for a given FEC.

Examples

The following example shows how to display which interfaces are enabled for MPLS LDP label switching.

vyatta@vyatta:~$ show mpls ldp lsp
FEC IPV4:1.1.1.1/32 ->

1.1.1.1/32 192.166.1.1
1.1.1.1/32 192.166.3.2
FEC IPV4:2.2.2.2/32 —>
2.2.2.2/32 connected
2.2.2.2/32 Established
2.2.2.2/32 Established
FEC IPV4:3.3.3.3/32 —>
3.3.3.3/32 connected
3.3.3.3/32 Established
3.3.3.3/32 192.166.3.2
3.3.3.3/32 Established
FEC IPV4:10.0.0.0/8 —>
10.0.0.0/8 connected
10.0.0.0/8 Established
10.0.0.0/8 Established
10.0.0.0/8 connected
10.0.0.0/8 Established
10.0.0.0/8 Established
10.0.0.0/8 192.168.252.253
10.0.0.0/8 Established
10.0.0.0/8 Established
FEC IPV4:30.1.0.0/24 ->
30.1.0.0/24 invalid
FEC IPV4:100.2.1.0/24 ->
100.2.1.0/24 invalid
FEC IPV4:100.2.2.0/24 ->
100.2.2.0/24 invalid
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Established
Established

Established
impl-null
impl-null

Established
52481
Established
52481

Established
52484
52484
Established
52484
52484
Established
52484
52484

Established
Established

Established

impl-null O

52490 O
none 0 None

0 None

0 None

52483 0

0 None

impl-null O

0 None

52480 0

0 None

0 None

52484 0

0 None

0 None
none 0 None

0 None

0 None

impl-null O
52481 0

52482 0

show mpls Idp Isp
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show mpls Idp neighbors

show mpls Idp neighbors

Displays the MPLS LDP neighbors with their respective LDP identifiers.

Syntax
show mpls Idp neighbors

Modes

Operational mode

Usage Guidelines
Use this command to display the MPLS LDP neighbors with their LDP identifiers that comprise the Isr-id and label space.

Examples
The following example shows how to display the MPLS LDP neighbors.

vyatta@vyatta:~$ show mpls 1ldp neighbors

IP Address Intf Name Holdtime LDP-Identifier
192.166.1.1 dpOpls3 15 1.1.1.1:0
192.166.3.2 dpOplsl 15 3.3.3.3:0
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show mpls Idp routes
Displays the RIB routes known by MPLS LDP.

Syntax

show mpls Idp routes

Modes

Operational mode

Usage Guidelines

Use this command to display the RIB routes known by MPLS LDP.

The following example shows how to display the RIB routes.

Examples
vyatta@vyatta:
Prefix: 0.0.0.0/0
Prefix: 1.1.1.1/32
Prefix: 2.2.2.2/32
Prefix: 3.3.3.3/32
Prefix: 10.0.0.0/8
Prefix: 192.166.1.
Prefix: 192.166.2
Prefix: 192.166.3
Prefix: 192.166.4
Prefix: 192.166.5.
Prefix: 192.166.8
Prefix: 192.166.9
Prefix: 192.168.25
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0/30 Nexthop:

.0/30 Nexthop:
.0/30 Nexthop:
.0/30 Nexthop:

0/30 Nexthop:

.0/30 Nexthop:
.0/30 Nexthop:

~$ show mpls ldp routes
Nexthop: 192.168.252.253
Nexthop: 192.
Nexthop: 192.
Nexthop: 0.0.
Nexthop: 192.
Nexthop: 192.

166.
166.
0.0

166.
168.
0.0.
192.
0.0.
192.
0.0.
192.
0.0.

2.0/24 Nexthop: 0.

IFINDEX:
1.1 IFINDEX: 11
3.2 IFINDEX: 9

IFINDEX: 13

3.2 IFINDEX: 9
252.253 IFINDEX:
0.0 IFINDEX: 11
166.3.2 IFINDEX:
0.0 IFINDEX: 9
166.3.2 IFINDEX:
0.0 IFINDEX: 10
166.3.2 IFINDEX:
0.0 IFINDEX: 12
0.0.0 IFINDEX:

9

9

9

show mpls Idp routes
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show mpls Idp session

show mpls Idp session

Displays LDP TCP session and state information.

Syntax

show mpls Idp session [ X.X.X.X]

Parameters

XXXX
The session IP address.

Modes

Operational mode

Usage Guidelines

Use this command to display all LDP TCP session and state information or the detailed session information including the

received and send label information.

Examples

The following example shows how to display all LDP TCP session and state information.

vyatta@vyatta:~$ show mpls ldp session

Peer IP Address IF Name
1.1.1.1 dpOpls3
3.3.3.3 dpOplsl
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KeepAlive

OPERATIONAL 30
OPERATIONAL 30
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show mpls Idp statistics
Displays MPLS LDP packet sent and received statistics.

Syntax

show mpls Idp statistics

Modes

Operational mode

Usage Guidelines
Use this command to display the number of sent and received packets per MPLS LDP packet type.

Examples
The following example shows the sent and received statistics per MPLS LDP packet type.

vyatta@vyatta:~$ show mpls ldp statistics

LSR ID = 2.2.2.2:0 : INTERFACE NAME: dpOpls2

PacketType Total
Sent Received

Notification 0 1
Hello 1223 485
Initialization 1 1
Keepalive 235 235
Address 1 1
Address Withdraw 0 0
Label Mapping 15 17
Label Request 0 0
Label Withdraw 5 5
Label Release 5 5
Request Abort 0 0
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show mpls Idp upstream

show mpls Idp upstream
Displays all MPLS LDP upstream sessions and exchanged labels.

Syntax

show mpls Idp upstream

Modes

Operational mode

Usage Guidelines

Examples
The following example displays all MPLS LDP upstream sessions and exchanged labels for the LSR.
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Use this command to display all the MPLS LDP upstream sessions and exchanged labels for the LSR.

vyatta@vyatta:~$ show mpls ldp upstream

Session peer 1.1.1.1:

FEC

192.
192.

192
192

192

166.8.0/30
166.4.0/30

.168.252.0/24
.166.9.0/30

192.
192.
192.
.166.1.0/30

166.5.0/30
166.3.0/30
166.2.0/30

10.0.0.0/8

3.3.
2.2.
Session peer 3.3.3.3:

FEC

192.
192.
192.

192
192

3.3/32
2.2/32

168.252.0/24
166.9.0/30
166.5.0/30

.166.3.0/30
.166.1.0/30

10.0.0.0/8

2.2.

2.2/32

State
Established
Established
Established
Established
Established
Established
Established
Established
Established
Established
Established

State
Established
Established
Established
Established
Established
Established
Established

Label
52482
52480

impl-null
impl-null
impl-null
impl-null
52485
impl-null
52484
52481
impl-null

Label
impl-null
impl-null
impl-null
impl-null
impl-null

52484
impl-null

Reqg.ID Attr

Req.

0

OO O OO0 OOooOo

OO O OO O OoH

g

None
None
None
None
None
None
None
None
None
None
None

Attr
None
None
None
None
None
None
None
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Using MPLS in traffic engineering
Traffic engineering is the task of routing network traffic to avoid points of congestion and make efficient use of high bandwidth interfaces.

When used as an application of MPLS, traffic engineering involves creating LSPs that make the best use of available network resources;
that is, traffic-engineered LSPs. This section explains the process of creating traffic-engineered LSPs.

Creating traffic-engineered LSPs involves the following tasks:
Gathering information about the network
Using the gathered information to select optimal paths through the network

Setting up and maintaining the paths

CSPF calculates a traffic-engineered path

When you configure a signaled Label Switched Path, you specify the address of the egress LER, as well as optional attributes, such as
the LSPs priority and bandwidth requirements.

When you enable the signaled LSP, the Constrained Shortest Path First (CSPF) process on the ingress LER uses this information to
calculate a traffic-engineered path between the ingress and egress LERs. You can optionally specify a path of LSRs that the LSP must
pass through on the way to the egress LER.

CSPF is an advanced form of the Shortest Path First (SPF) process used by IGP routing protocols. The CSPF process on the ingress
LER uses the configured attributes of the LSP, user-specified path (when there is one), and the information in the Traffic Engineering
Database (TED) to calculate the traffic-engineered path. This process consists of a sequential list of the physical interfaces that packets
assigned to this LSP pass through to travel from the ingress LER to the egress LER. The traffic-engineered path takes into account the
network topology, available resources, and user-specified constraints. The traffic-engineered path calculated by CSPF may or may not be
the same as the shortest path that would normally be calculated by standard IGP routing protocols.

CSPF is enabled by default for signaled LSPs, but cannot be disabled.

Once the path for the LSP has been calculated, RSVP signaling then causes resources to be reserved and labels to be allocated on each
LSR specified in the path. This may cause already existing, lower priority LSPs to be preempted. Once resources are reserved on all the
LSRs in the path, the signaled LSP is considered to be activated; that is, packets can be forwarded over it.

The following sections provide additional information about the individual components of the process for activating traffic-engineered
signaled LSPs.
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Signaled LSPs

Signaled LSPs

When the LSP is enabled, RSVP signaling messages travel to each LSR along the calculated path, reserving resources and causing
labels to be dynamically associated with interfaces.

Signaled LSPs are configured at the ingress LER only. When a packet is assigned to a signaled LSP, it follows a pre-established path
from the LSPs ingress LER to its egress LER. This path can be one of the following:

A path that traverses an explicitly specified set of MPLS routers.
The IGP shortest path across the MPLS domain determined from local routing tables.

A traffic-engineered path calculated by the device using constraints such as bandwidth reservations, administrative groups, and
network topology information.

Traffic Engineering Database
An LSR Traffic Engineering Database (TED) stores topology information about the MPLS domain.
The TED for an LSR contains topology information about the nodes in an MPLS domain and the links that connect them.

This topology information is obtained from the OSPF traffic engineering (OSPF-TE) LSAs with traffic engineering extensions. OSPF-TE
LSAs with TE extensions have special extensions that contain information about an MPLS enabled interface’s traffic engineering metric,
bandwidth reservations, and administrative group memberships.

An LSR, when configured to do so, floods OSPF-TE LSAs with TE extensions for its MPLS-enabled interfaces to its neighboring routers
in the OSPF area. Other LSRs store the information from the OSPF-TE LSAs with TE extensions in their own Traffic Engineering
Databases (TEDs), allowing each LSR in the area to maintain an identical TED describing the MPLS topology. The topology information
in the TED is used by the CSPF process when it calculates traffic-engineered paths for signaled LSPs. You can display the contents of
the TED for an LSR.

LSP attributes and requirements used for traffic engineering

In addition to the topology information in the TED, CSPF considers attributes and requirements specified in configuration statements for
the LSP. The following user-specified parameters are considered when CSPF calculates a traffic-engineered path for a signaled LSP:

« Destination address of the egress LER
* Explicit path to be used by the LSP

» Bandwidth required by the LSP

* Setup priority for the LSP

* Metric for the LSP

» Whether the LSP includes or excludes links belonging to specified administrative groups

Setting traffic engineering parameters for MPLS interfaces

When using constraints to determine a path for an LSP, CSPF takes into account information that is carried in generic opaque LSAs.

This information can be used to set up a path for a new LSP or to preempt an existing LSP so that an LSP with a higher priority can be
established.

OSPF-TE LSAs with TE extensions include Type/Length/Value triplets (TLVs) containing the following information:
Link type (either point-to-point or multiaccess network) (OSPF-TE LSAs only)
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Traffic Engineering Database

Link 1D (for point-to-point links, this is the Router ID of the LSR at the other end of the link; for multi-access links, this is the
address of the network’s designated router) (OSPF-TE LSAs only)

IP address of the local interface

IP address of the remote interface (must exist with point-to-point links)
Traffic engineering metric for the link

Maximum bandwidth on the interface

Maximum reservable bandwidth on the interface

Unreserved bandwidth on the interface

Administrative groups to which the interface belongs

Optionally, you can specify the maximum amount of bandwidth that can be reserved on an interface. In addition, you can assign
interfaces to administrative groups.

Reserving bandwidth on an interface
OSPF-TE LSAs with TE extensions contain three TLVs related to bandwidth reservation:

The Maximum Bandwidth TLV indicates the maximum outbound bandwidth that can be used on the interface. Maximum
Bandwidth is the operating speed of the port. This reflects the actual physical bandwidth of the interface. You cannot configure
this TLV.

The Maximum Reservable Bandwidth TLV indicates the maximum bandwidth that can be reserved on the interface. The
Maximum Reservable Bandwidth must be configured; there is no default.

The Unreserved Bandwidth TLV indicates the amount of bandwidth not yet reserved on the interface. This TLV consists of eight
octets, indicating the amount of unreserved bandwidth (in kilobits per second) at each of eight priority levels. The octets
correspond to the bandwidth that can be reserved with a hold priority of O through 7, arranged in increasing order, with priority O
occurring at the start of the TLV, and priority 7 at the end of the TLV. The value in each of the octets is less than or equal to the
maximum reservable bandwidth. The Unreserved Bandwidth TLV itself is not user-configurable, although it is affected by
modifications to the reservable bandwidth on an interface, as well as changes to LSPs.

You can configure the maximum reservable bandwidth as an absolute value. It is mandatory to configure the maximum reservable
bandwidth if you want to use bandwidth reservation functionality.

Reservable bandwidth configuration considerations
The reservable-bandwidth command is configurable on an MPLS-enabled interface at any time. The configuration of the command
takes effect immediately upon preemption of the LSP.

When LSP preemption occurs, when the reservable bandwidth required for a specific LSP is not supported on the interface, then the
LSP immediately goes down. When this occurs, an IGP advertisement of this configuration change is triggered and flooded throughout
all ports on the network because the maximum reservable bandwidth configured on the interface is different from the value that was
previously configured.

To configure the maximum reservable bandwidth as an absolute value for MPLS LSPs on the interface, complete the following step.
Configure the maximum reservable bandwidth in kbps.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOplsl5 bandwidth-constraints maximum-
reservable 10000k

In this example, the maximum reservable bandwidth is configured to 10000 kbps.
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Adding interfaces to administrative groups
Administrative groups, also known as resource classes or link colors, allows you to assign MPLS-enabled interfaces to various classes.

You can place individual interfaces into administrative groups. For example, you can define a group named gold and assign high-
bandwidth interfaces to it. When a device calculates the path for an LSP, it can take into account the administrative group to which a
interface belongs. You can configure up to 32 administrative groups. By default, an interface does not belong to any administrative
groups.

Administrative groups are in the range from O through 31. You can set an administrative group by name and number. To set an
administrative group by name, first create a name for the group and associate the name with an administrative group number.
To assign the MPLS-enabled interface dpOpls1S to an administrative group named gold, enter the following command.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOplsl5 admin-groups gold

In this example, the administrative group named gold is selected. After you add interfaces to administrative groups, you can
specify which groups can be included or excluded from LSP calculations.

How CSPF calculates a traffic-engineered path
Using information in the TED in addition to the attributes and requirements of the LSP, CSPF calculates a traffic-engineered path for the
LSP by performing the tasks listed below.
1.  When more than one LSP needs to be enabled, CSPF selects the LSP for path calculation based on the LSPs setup priority
and bandwidth requirement.
2. Eliminate unsuitable links from consideration.
The device examines the topology information in its TED and uses this information to eliminate links from consideration for the
traffic-engineered path. A link is eliminated when any of the following are true:
The link does not have enough reservable bandwidth to fulfill the LSPs configured requirements.
The LSP has an include statement, and the link does not belong to an administrative group in the statement.
The LSP has an exclude statement, and the link belongs to an administrative group specified in the exclude statement.
3. Using the remaining links, calculate the shortest path through the MPLS domain.
Using the links that were not eliminated in the previous step, the device calculates the shortest path between the ingress and

egress LERs. When the LSP is configured to use an explicit path, the device individually calculates the shortest path between
each node in the path.

By default, the path calculated by CSPF can consist of no more than 255 hops, including the ingress and egress LERs. You can
optionally change this maximum to a lower number.

4.  When multiple paths have the same cost, select one of them.
The output of the CSPF process is a traffic-engineered path, a sequential list of the physical interfaces that packets assigned to

this LSP pass through to reach the egress LER. Once the traffic-engineered path has been determined, RSVP signaling
attempts to establish the LSP on each LSR in the path.

Configuring CSPF interface constraint
Under the default condition, hops configured as interface addresses in an LSP path are resolved to the router ID.
An LSP can be configured that does or does not traverse a specified interface. The protocols mpls-rsvp tunnels tunnel <name> primary

path-selection affinities constraints exclude-any command forces the CSPF calculation to exclude any interface that was assigned to
the excluded administrative group when creating an LSP.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
112 53-1004725-01



Traffic Engineering Database

To configure the device to always include a specified interface when forming an LSP, complete the following step.

Create a list of affinities to include for the path. The path will only be able to use interfaces bound to the included administrative
groups.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities
constraints include-any

How RSVP establishes a signaled LSP

The traffic-engineered path calculated by CSPF consists of a sequential list of physical interface addresses, corresponding to a path from
the ingress LER to the egress LER. Using this traffic-engineered path, RSVP establishes the forwarding state and resource reservations
on each LSR in the path.

As with OSPF, special extensions for traffic engineering are defined for RSVP. These extensions include the EXPLICIT_ROUTE,
LABEL_REQUEST, LABEL, and RECORD_ROUTE objects. These extensions are described in RFC 3209.

The following diagram illustrates how RSVP establishes a signaled LSP.

FIGURE 7 How RSVP establishes a signaled LSP
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RSVP signaling for LSPs works as described below.
1. Theingress LER sends an RSVP Path message towards the egress LER.

The Path message also describes the traffic for which resources are being requested and specifies the bandwidth that needs to
be reserved to accommodate this traffic. In addition, the Path message includes a LABEL_REQUEST object, which requests
that labels be allocated on LSRs and tells the egress LER to place a LABEL object in the Resv message that it sends back to
the ingress LER.

Before sending the Path message, the ingress LSR performs admission control on the outbound interface, ensuring that
enough bandwidth can be reserved on the interface to meet the LSPs requirements. Admission control examines the LSPs
configured setup priority and mean-rate settings. For the LSP to pass admission control, the outbound interface must have
reservable bandwidth at the LSPs setup priority level that is greater than the amount of bandwidth specified by the LSPs
meanrate setting.

2. The Path message requests resource reservations on the LSRs along the path specified in the ERC.

When the LSP passes admission control, the ingress LER sends a Path message to the address at the top of the ERO list. This
is the address of a physical interface on the next LSR in the path. As the ingress LER did, this LSR performs admission control
to make sure the outbound interface has enough reservable bandwidth to accommodate the LSP.
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When the LSP passes admission control, the LSR then removes its address from the top of the ERO list and sends the Path
message to the address now at the top of the ERO list. This process repeats until the Path message reaches the last node in the
ERO list, which is the egress LER.

The egress LER receives the Path message and sends a Resv message towards the ingress LER.

Resv messages flow upstream from the receiver of the Path message to the sender (that is, from the egress LER to the ingress
LER), taking the exact reverse of the path specified in the ERO. In response to the LABEL_REQUEST object in the Path
message, the Resv message from the egress LER includes a LABEL object. The LABEL object is used to associate labels with
interfaces on the LSRs that make up the LSP.

As the Resv messages travel upstream, resources are reserved on each LSR.

When an LSR receives a Resv message, it again performs admission control on the interface where the Resv message was
received (that is, the interface that is the outbound interface for packets traveling through the LSP). When the LSP still passes
admission control, bandwidth is allocated to the LSP. The LSR allocates the amount of bandwidth specified by the LSPs
meanrate setting, using the bandwidth available to its hold priority level. This may cause lower priority LSPs active on the device
to be preempted.

Once bandwidth has been allocated to the LSP, the LABEL object in the Resv message is used to associate labels with
interfaces in the LSRs MPLS forwarding table. The following diagram shows an example of how this works.

FIGURE 8 How the RSVP LABEL object associates a label with an interface in the MPLS forwarding table
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In the example above, the LSR receives a Resv message on interface 3/1 from the downstream LSR in the ERO. The Resv
message has a LABEL object containing label 456. After performing admission control and bandwidth allocation, the LSR
adds an entry to its MPLS forwarding table for this LSP, associating label 456 with outbound interface 3/1.

The LSR then takes a label from its range of available labels (for example, 123) and places it in the LABEL object in the Resv
message that it sends to the upstream LSR. In this example, the LSR sends the Resv message out interface 2/1 to the
upstream LSR in the ERO. In its MPLS forwarding table for this LSP, the LSR associates label 123 with inbound interface 2/1.

This process repeats at each LSR until the Resv message reaches the ingress LER.

NOTE

To enable penultimate hop popping for the LSP, the LABEL object sent by the egress LER to the penultimate LSR
contains a value of three (3) (Implicit Null Label). This is an IETF-reserved label value that indicates to the penultimate
LSR that it must pop the label of MPLS-encoded packets that belong to this LSP.
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5.  Once the Resv message reaches the ingress LER, and the process described in Step 4 takes place, the LSP is activated. At this
point, each LSR in the LSP has reserved resources, allocated labels, and associated labels with interfaces. The LSP is activated,
and the ingress LER can assign packets to the LSP.

Refresh messages

Once a signaled LSP is enabled at the ingress LER, the router persistently attempts to establish the LSP through periodic retries until the
LSP is successfully established. To maintain the forwarding states and resource reservations on the routers in an LSP, Path and Resv
messages are exchanged between neighboring LSRs at regular intervals. When these refresh messages are not received on the routers
in the LSP, the RSVP forwarding states and resource reservations are removed. You can also use refresh reduction to reduce RSVP
message bandwidth and improve the dependability of RSVP paths and reservations states.

Admission control, bandwidth allocation, and LSP preemption

When a Resv message is received on an LSR, admission control determines whether the LSP can be established, based on its
configured priority. When an LSP passes admission control, bandwidth is allocated to the new LSP, possibly preempting existing LSPs
that have lower priority.

An LSPs priority consists of a setup priority and a hold priority. The setup priority is the priority for taking resources; the hold priority is
the priority for holding resources. An LSPs setup priority is considered during admission control, and its hold priority is considered when
bandwidth is allocated to the LSP. The setup and hold priorities are expressed as numbers between zero (O) (highest priority level) and
seven (7) (lowest priority level). An LSPs setup priority must be lower than or equal to its hold priority. You can configure either of these
values for an LSP; by default, an LSPs setup priority is seven and its hold priority is zero.

On an MPLS-enabled interface, a certain amount of bandwidth is allocated for usage by LSPs; this amount can be configured as either
the maximum available bandwidth on the interface or a portion. The amount of bandwidth an individual LSP can reserve from this pool of
allocated bandwidth depends on two user-configured attributes of the LSP: the LSPs priority and the LSPs mean-rate (the average rate
of packets that can go through the LSP). The following conditions also apply:

For an LSP to pass admission control, the bandwidth available to its setup priority level must be greater than the value specified
by its mean-rate.

When an LSP passes admission control, the bandwidth specified by its mean-rate is allocated to the LSP, using bandwidth
available to its hold priority level.

For the allocation of bandwidth to the new LSP, the system might preempt existing, lower-priority LSPs.

When setting up an LSP, the device performs admission control twice: when the Path message is received and when the Resv message
is received. when the LSP passes admission control after the Resv message is received, bandwidth allocation and LSP preemption take
place.

The sections that follow include examples of how admission control, bandwidth allocation, and preemption work.

Admission control
Admission control examines the LSPs setup priority and mean-rate settings to determine whether the LSP can be activated.

To pass admission control, the reservable bandwidth available at the LSPs setup priority level must be greater than the value specified by
its mean-rate.

For example, when the maximum reservable bandwidth on an interface is 10,000 Kbps and no LSPs are currently active, the amount of

reservable bandwidth on the interface for each priority level would be as follows:

Priority Unreserved Bandwidth
0 10,000
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Priority Unreserved Bandwidth
10,000
10,000
10,000
10,000
10,000
10,000
10,000

Nl g~ WM P

Active LSPs: None

The LSR receives a Resv message for an LSP that has a configured setup priority of six and a hold priority of three. The mean-rate
specified for this LSP is 1,000 Kbps. For priority level 6, up to 10,000 Kbps can be reserved. Because the configured mean-rate for this
LSP is only 1,000 Kbps, the new LSP passes admission control.

Bandwidth allocation
Once the LSP passes admission control, bandwidth is allocated to the LSP.

The bandwidth allocation procedure examines the LSPs hold priority and mean-rate settings. The amount of bandwidth specified by the
mean-rate is allocated to the LSP, using reservable bandwidth available at the LSPs hold priority level.

In this example, the LSPs hold priority is three and mean-rate is 1,000 Kbps. On this interface, for priority level three, up to 10,000 Kbps
can be reserved. The amount of bandwidth specified by the mean-rate (1,000 Kbps) is allocated to the LSP.

After bandwidth is allocated to this LSP, the amount of unreserved bandwidth on the interface is reduced accordingly. In the example, the
reservable bandwidth array for the interface now looks like this:

Priority Unreserved Bandwidth
10,000

10,000

10,000

9,000

9,000

9,000

9,000

9,000

Nl gl b~h WM

Active: Lsp with setup 6, hold 3, mean-rate 1,000

Given the bandwidth allocation above, when an LSP is established with a setup priority of three and a mean-rate of 9,500 Kbps, it would
not pass admission control because only 9,000 Kbps is available at priority 3.

LSP preemption
When there is not enough unallocated bandwidth on an interface to fulfill the requirements of a new LSP that has passed admission
control, existing LSPs that have a lower priority may be preempted.

When preemption occurs, bandwidth allocated to lower-priority LSPs is reallocated to the higher-priority LSP. LSP preemption depends
on the bandwidth requirements and priority of the new LSP, compared to the bandwidth allocation and priority of already existing LSPs.
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In the example above, bandwidth has been allocated to an LSP that has a hold priority of three and a mean-rate of 1,000 Kbps. When a
new LSP with a setup priority of two, hold priority of one, and mean-rate of 10,000 Kbps is established, admission control, bandwidth
allocation, and LSP preemption work as described below.

1. Admission control: On the interface, there is 10,000 Kbps available to priority two. The mean-rate for the new LSP is 10,000,
so the LSP passes admission control; bandwidth can be allocated to it.

2. Bandwidth allocation: The hold priority for the new LSP is one. On the interface, 10,000 Kbps is available to priority one. This
entire amount is allocated to the LSP.

3. LSP preemption: The first LSP had been using 1,000 Kbps of this amount, but its hold priority is only three. Consequently, the
first LSP is preempted, and its bandwidth allocation removed in order to make room for the new LSP.

Once this happens, the reservable bandwidth array for the interface looks like this:

Priority Unreserved Bandwidth
10,000

Ol M W N
O OO0 OO0 OO

.

Active: LSP with setup 2, hold 1, mean-rate 1,000
Preempted: LSP with setup 6, hold 3, mean-rate 1,000

On this interface, the only LSP that could preempt the active LSP would be have a setup and hold priority of zero.

Enabling OSPF-TE LSAs for MPLS interfaces

Information related to traffic engineering is carried in OSPF traffic engineering (OSPF-TE) LSAs.

OSPFE-TE LSAs have special extensions that contain information about an interface’s traffic engineering metric, bandwidth reservations,
and administrative group memberships.

When an RSVP-enabled device receives an OSPF-TE LSA, it stores the traffic engineering information in its Traffic Engineering
Database (TED). The device uses information in the TED when performing calculations to determine a path for an LSP.

By default, OSPF-TE LSAs are sent out for all of its MPLS-enabled interfaces.

Because information in the TED is used to make path selections using CSPF and information in the TED comes from OSPF-TE LSAs,
you do not need to enable the device to send out OSPF-TE LSAs with TE extensions when you want CSPF to perform constraint-based
path selection.

Displaying MPLS and RSVP information

You can display the following information about the MPLS configuration on the device:
Information about MPLS-enabled interfaces on the device
Statistics about the MPLS-enabled interfaces

MPLS summary information
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+  Contents of the Traffic Engineering Database (TED)

+  Status information about signaled LSPs configured on the device

+  Information about paths configured on the device

«  The label applied at each hop in an LSP
+  Contents of the MPLS routing table

+  RSVP information, including the status of RSVP-enabled interfaces, session information, and statistics

+  Information about OSPF-TE LSAs

. MPLS fast reroute information
+  MPLS bypass LSP

Displaying RSVP information

You can display global RSVP information, including the version information, the status of RSVP interfaces, RSVP session information,

and

RSVP statistics.

To display global RSVP information, including the RSVP version number, as well as the refresh interval and refresh multiple, use the
show mpls rsvp command.

vyatta@vyatta:~$ show mpls rsvp

RSVP Version

Process uptime

Stagger timer

RSVP Refresh Reduction

RSVP Message Acknowledgement
Bundle Send

NSM Connection

CSPF Connection IPv4

CSPF Connection IPv6

CSPF usage

Reoptimization

RSVP Refresh Timer

Keep Multiplier
Acknowledgement Await Timeout
Explicit-Null For Direct Conn
Local Protection

Hello Receipt

Hello Interval

Hello Timeout

Loop detection

Ingress

Ingress

Penultimate Hop Popping
Refresh PATH msg parsing
Refresh RESV msg parsing
Detour identification
Notification

1

5 minutes

Not running
Enabled
Disabled
Disabled

Up

Up

Down

Enabled
Disabled

30

3

10

Disabled
Disabled
Disabled

2000

7000

Enabled (all interface)
5.5.5.5

N/A (not in use)
Enabled
Enabled
Enabled
Sender-Template
Disabled

Displaying RSVP administrative groups

Use the show mpls rsvp admin-groups command to display the configured administrative groups.

118

vyatta@vyatta:~$ show mpls rsvp admin-groups

Admin group detail:

Value of 1 associated with admin group 'red'
Value of 2 associated with admin group 'blue'
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Displaying the status of RSVP interfaces

Use the show mpls rsvp interface command to display the status of RSVP on devices where it is enabled.

vyatta@vyatta:~$ show mpls rsvp interface

Interface RSVP status Interface Type
lo Disabled N/A

ethO Disabled N/A

dpOpls6 Disabled N/A

dpOplslO Enabled Ethernet
dpOplsll Enabled Ethernet
dpOplsl5 Enabled Ethernet

Use the show mpls rsvp interface [<name>] command to display the RSVP parameters associated with a specific interface.

vyatta@vyatta:~$ show mpls rsvp interface dpOplsll

Status : Enabled
Interface Index : 10

Refresh Reduction usage : Enabled
Message Acknowledgement : Disabled
Bundle Buffer size : 65532
Current Epoch Value : 247115164
Primary IPv4 address : 10.10.11.5
Primary IPv6 address : fe80::5054:ff:fe00:511
Interface Type : Ethernet
Administrative Group : blue
Configured refresh time : 30
Configured keep multiplier : 3
Acknowledgement Await Timeout : 10

Hello Receipt : Disabled
Hello Interval : 2000

Hello Timeout : 7000

Non IANA Hello exchange : Disabled

Displaying RSVP neighbors
Use the show mpls rsvp neighbor command to display a summary of all RSVP neighbors.
vyatta@vyatta:~$ show mpls rsvp neighbor

IP Address UpStrm LSP DnStrm LSP RefreshReduc Srefresh In Type
10.10.15.2 1 1 Enabled 24s Implicit

Use the show mpls rsvp neighbor [x.x.x.x] command to display the list of active LSPs for a specific neighbor.

vyatta@vyatta:~$ show mpls rsvp neighbor 10.10.15.2
Upstream LSPs: 1, Downstream LSPs: 1
Neighbor supports Refresh Reduction, next SRefresh transmission in: 19s

Tunnel ID LSP ID Ingress Egress Type
5001 101 5.5.5.5 8.8.8.8 Downstream
5001 101 8.8.8.8 5.5.5.5 Upstream

Displaying the RSVP path configuration

Use the show mpls rsvp path command to display the path configuration.
vyatta@vyatta:~$ show mpls rsvp path
Path name: p678, id: 2, hop-count: 2 type: mpls

6.6.6.6 loose
7.7.7.7 loose

e: p238, id: 1, hop-count: 3 type: mpls
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Use the show mpls rsvp path [<name>] command to display explicit path configuration.

vyatta@vyatta:~$ show mpls rsvp path p678

Path name: p678, id: 2, hop-count: 2 type: mpls
6.6.6.6 loose
7.7.7.7 loose

Displaying RSVP session information

To display RSVP session information, use the show mpls rsvp session command.

vyatta@vyatta:~$ show mpls rsvp session
Ingress RSVP:

To From State Pri Rt Style Labelin Labelout LSPname
8.8.8.8 5.5.5.5 Up Yes 1 1 SE - 53120 t8
8.8.8.8 10.10.10.5 Up No 1 1 SE - 52480 t8

Total 2 displayed, Up 2, Down O.

Egress RSVP:

To From State Pri Rt Style Labelin Labelout LSPname

5.5.5.5 8.8.8.8 Up Yes 1 1 SE
Total 1 displayed, Up 1, Down O.

3 - t5

To display a count of the total number of configured, ingress, egress and transit RSVP sessions, use the show mpls rsvp session count

command.

vyatta@vyatta:~$ show mpls rsvp session count
Total configured: 3, Up 3, Down O

Total ingress sessions: 2, Up 2, Down 0O
Total transit sessions: 0, Up 0, Down O
Total egress sessions: 1, Up 1, Down O

To display detailed session information, use the show mpls rsvp session [ egress | ingress | transit ] [ down | up ] detail command. The
default is to show all sessions. You can limit the output to just egress, ingress or transit sessions and/or sessions that are up or down.

vyatta@vyatta:~$ show mpls rsvp session egress detail
Egress (Primary)
5.5.5.5
From: 8.8.8.8, LSPstate: Up, LSPname: t5
Egress FSM state: Operational
Setup priority: 7, Hold priority: O
IGP-Shortcut: Disabled, LSP metric: 65
LSP Protection: None
Label in: 3, Label out: -
Tspec rate: 0, Fspec rate: 0
Tunnel Id: 5001, LSP Id: 101, Ext-Tunnel Id: 8.8.8.8
Upstream: 10.10.15.2, dpOplslb
Path lifetime: 157 seconds (due in 120 seconds)
Resv refresh: 30 seconds (due in 32975 seconds)
RRO re-use as ERO: Disabled
Label Recording: Disabled
Admin Groups: Received Explicit Route Detail
10.10.15.5/32 strict
Record route: 10.10.18.8 10.10.3.3 10.10.15.2 <self>
Style: Shared Explicit Filter
Traffic type: controlled-load
Minimum Path MTU: 1500
Last Recorded Error Code: None
Last Recorded Error Value: None
Node where Last Recorded Error originated: None
Trunk Type: mpls

To display detailed session information for a specific tunnel, use the show mpls rsvp session name <name> [ primary | secondary ]
command. The default is to show all sessions. You can limit the output to just the primary or secondary configured session.

vyatta@vyatta:~$ show mpls rsvp session name t8 primary
Ingress (Primary)

120
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8.8.8.8
From: 5.5.5.5, LSPstate: Up, LSPname: t8
Ingress FSM state: Operational
Setup priority: 7, Hold priority: O
CSPF usage: Enabled, CSPF Retry Count: 0, CSPF Retry Interval: 30 seconds
Reoptimization: Disabled
IGP-Shortcut: Disabled, LSP metric: 25
LSP Protection: one-to-one
Label in: -, Label out: 53120
Tspec rate: 0, Fspec rate: 0
Tunnel Id: 5001, LSP Id: 101, Ext-Tunnel Id: 5.5.5.5
Downstream: 10.10.15.2, dpOplsl5
Path refresh: 30 seconds (RR enabled) (due in 28 seconds)
Resv lifetime: 157 seconds (due in 138 seconds)
Retry count: 0, intrvl: 30 seconds
RRO re-use as ERO: Disabled
Label Recording: Disabled
Admin Groups: none
Configured Path: p238 (in use)
Configured Explicit Route Detail
2.2.2.2/32 loose
3.3.3.3/32 loose
8.8.8.8/32 loose
Session Explicit Route Detail
10.10.15.2/32 strict
10.10.3.3/32 strict
10.10.18.8/32 strict
Record route: <self> 10.10.15.2 10.10.3.3 10.10.18.8
Style: Shared Explicit Filter
Traffic type: controlled-load
Minimum Path MTU: 1500
Last Recorded Error Code: None
Last Recorded Error Value: None
Node where Last Recorded Error originated: None
Trunk Type: mpls

Displaying RSVP statistics
The device constantly gathers RSVP statistics. RSVP statistics are collected from the time RSVP is enabled, as well as from the last time
the RSVP statistics counters were cleared.

To display the RSVP statistics, use the following command:

vyatta@vyatta:~$ show mpls rsvp statistics
PacketType Total
Received
2

0
[0}
ol
=4

Path
PathErr
PathTear
Resv FF
Resv WF
Resv SE
Resv Err
ResvTear
ResvConf
Hello
Bundle
Ack
SRefresh
Notify

Jy

=
N
O WOOODODOONOONO WV

=
w
O OO OO OOO0OOooOo

To clear the packet statistics that are displayed by the show mpls rsvp statistics command, use the following command:
vyatta@vyatta:~$ clear mpls rsvp statistics

This command resets the counters listed under "since last clear” for the show mpls rsvp interface detail and show mpls rsvp statistics
commands.
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Displaying sessions using summary-refresh
To display sessions using summary-refresh, use the show mpls rsvp summary-refresh command.

vyatta@vyatta:~$ show mpls rsvp summary-refresh

Neighbor Addr Tunnel ID LSP ID Ingress Egress
10.10.11.6 5001 101 10.10.10.5 8.8.8.8
10.10.15.2 5001 101 8.8.8.8 5.5.5.5
10.10.15.2 5001 101 5.5.5.5 8.8.8.8

Displaying RSVP tunnels

To display a summary list of RSVP tunnels, use the show mpls rsvp tunnel command.

vyatta@vyatta:~$ show mpls rsvp tunnel

Trunk Name Trunk ID Type # Sess Egress Address (es)
N/A 5001 P2P 1 5.5.5.5
t8 5001 P2P 2 8.8.8.8

Total trunks configured: 2.

MPLS fast reroute using one-to-one backup

MPLS Fast Reroute provides the ability for an LSP to route traffic around a failed node by using a detour route as described in RFC
4090. By using the one-to-one backup method, each LSR except the egress router is identified as a Point of Local Repair (PLR). Each
PLR tries to initiate a detour LSP to provide a backup route for the protected path. This detour LSP is used to reroute traffic locally on the
detour path in the event of a failure on the protected path. The detour path is computed to exclude the protected link or protected node.

Link protection for FRR

To avoid loss of traffic, Fast Reroute (FRR) protects the LSP and allows a broken LSP to be repaired immediately at the point of failure.

A Label Switched Path (LSP) set up across a MPLS network is used to switch traffic across MPLS network. The path used by an LSP
across the network is based upon network resources or any other traffic engineering constraints provided by you. Based on TE-
constraints, the ingress MPLS router computes the path to be taken by LSP and signals it using RSVP protocol.

By nature, nodes and links in a MPLS network are prone to failure. It is likely that the link or the nodes through which LSP is traversing
can fail. In the event of a failure of a node or link, RSVP protocol has mechanisms that inform the ingress node about the failure. On
receipt of failure message for LSP across the path, the ingress router re-signals the LSP using a new path.

Due to messaging and other network delays, the ingress router cannot respond fast enough to minimalize the loss of traffic. Traffic is lost
from the moment the failure occurs and until the new path is setup for the LSP, which is quite large in quantum for service provider
networks.

To avoid loss of traffic, Fast Reroute (FRR) protects the LSP and allows a broken LSP to be repaired immediately at the point of failure.
The point of failure is termed as "Point of local repair’ (PLR), where the LSP can be repaired locally without intimating or waiting for the
ingress router. PLR is the MPLS router which detects the failure and redirects the traffic appropriately to its backup path with minimal
loss.

Typically at the PLR, two types of protection can be provided to LSP:

Link Protection: In this protection, the backup is selected in such a way that it avoids the failed link which was used earlier by the LSP.
Traffic merges back to the main stream from the backup on the very next MPLS router. Refer to following Link protection for FRR
illustrating link protection provided at R2 to LSP ingressing from R1 to R4.
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FIGURE 9 Link protection
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Node Protection: In this protection, backup is selected in such a way that it avoids the failed link along with router to which this link
connects. The node which was responsible for link failure is avoided altogether in its entirety, which was used earlier by the LSP. Traffic
merges back to main stream from backup on somewhere downstream from the node, which is being avoided. Refer to Link protection
for FRR illustrating node protection provided at R1 to LSP ingressing from R1 to R4.
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FIGURE 10 Node protection
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Backup LSP

As part of link protection for FRR, ingress routers are allowed to expose this property of MPLS RSVP LSP to you and lets you choose
between link protection or node protection. Once the node protection is chosen, PLR first tries to establish a backup LSP, which provides
node protection. When node protection is not possible, it attempts to fall back to link protection.

When you choose link protection over node protection, this is communicated to all routers participating in LSP. Each PLR. in this case.
limits its search for backup LSP, which provides link protection. In cases where link protection cannot be offered, PLR falls back to node
protection.

Link protection for FRR provides options to you to set a preferential method requested for local protection. When RSVP LSP is enabled
with FRR (local protection), you are able to configure either link protection or node protection. Link protection is the default.

Path selection metric for CSPF computation

The IGP floods two metrics for every link when the MPLS traffic engineering (TE) is configured in a network. The two metrics are the
OSPF link metric and a TE link metric.

The path calculation metric implementation allows you to specify the path calculation for a given tunnel based on either of the following
requirements:
The interior gateway protocol (IGP) link metric for path calculation

The traffic engineering (TE) link metric for path calculation

The IGP link metric is the default, but you can configure a TE-specific metric on an interface that is used instead for CSPF path
computations.
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Configuring TE-metric for MPLS interface
How to configure TE-metric for a MPLS interface.

1. MPLS RSVP tunnels must be configured.

2. Set the te-metric value at the MPLS interface using the protocols mpls-rsvp interfaces interface <name> te-metric
<1..65535> command or leave it as a default value to use the igp-metric value of the te-links for CSPF computation (optional).

The following example shows how to configure TE-metric for a MPLS interface. In this example, the te-metric is set to 5.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOpls9 te-metric 5

Using IGP shortcuts

This feature allows you to configure a signaled LSP to serve as a shortcut between nodes in an AS. In a shortcut LSP, OSPF includes the
LSP in the SPF calculation. When OSPF determines that the LSP shortcut is the best path to a destination, it installs a route into the IP
routing table, specifying the LSP tunnel interface as the outbound interface, as well as the cost of the LSP. Only LSPs configured to
router IDs can be considered as shortcuts. When the LSP goes down, the LSP tunnel route is removed from the main routing table.

The cost of the LSP is the user-configured metric for the LSP. When there is no user-configured metric, the underlying IP cost of the
LSP is used. For example, when the IP cost of the best underlying path between two routers is 2, and there is an LSP configured
between these two routers, the cost of the LSP is 2. Once an LSP is used as a next hop for a destination, the cost of the LSP can be
used to calculate other destinations that can use the LSP egress node as next hop. This allows traffic for addresses downstream from the
LSP egress node (including prefixes of the egress node) to use the LSP shortcut.

When OSPF is already using an LSP tunnel route to an Area Border Router (ABR), all inter-area routes through that ABR use the LSP as
the next hop, provided there are no other better paths to the destination (paths through other ABRs). An LSP to a destination outside an
area is not used by OSPF in the calculation of inter-area routes.
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Resource Reservation Protocol - Traffic Engineering (RSVP-TE)

Resource Reservation Protocol - Traffic Engineering (RSVP-TE) is used by applications to reserve resources based on packet stream
characteristics.

Enabling MPLS Traffic Engineering

MPLS is enabled for Traffic Engineering (TE) on configured MPLS RSVP interfaces.

MPLS can be used to direct packets through a network over a predetermined path of routers. Traffic engineering works with MPLS to
create paths that make the best use of available network resources. In this task, MPLS TE is enabled when RSVP is configured on
interfaces.
1. Toenable MPLS TE, configure RSVP on the interface and commit the configuration.
vyatta@vyatta:~$ configure
vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOpl92pl
vyatta@Rl# commit

vyatta@Rl# exit
vyatta@uyatta:~$

The result is that the interface is enabled for MPLS TE.

2. You can enter the show mpls rsvp interface command to display that the interface is enabled for MPLS TE.
vyatta@vyatta:~$ show mpls rsvp interface

Interface RSVP status Interface Type
dpOpl92pl Enabled Ethernet

Configuring MPLS RSVP interfaces
How to configure MPLS RSVP interfaces
RSVP-TE must be enabled on interfaces before MPLS RSVP is supported.
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To configure MPLS RSVP interfaces, perform one or more of the following steps in configuration mode.

128

1. To enable RSVP-TE on the interface, enter the protocols mpls-rsvp interfaces interface <name> command. Tunnels can only

be established over interfaces that are enabled for RSVP-TE.

vyatta@R1# set protocols mpls-rsvp interfaces interface dpOpls?9

To associate an administrative group with an interface, enter the protocols mpls-rsvp interfaces interface <name> admin-
groups <name> command. The administrative group must be defined in the globals section. This allows path affinities to
exclude or include interfaces associated with specific administrative groups.

vyatta@R1# set protocols mpls-rsvp interfaces interface dpOpls9 admin-groups groupS8

To set the maximum reservable bandwidth for an interface, enter the protocols mpls-rsvp interfaces interface <name>
bandwidth-constraints maximum-reservable <1-10000000000> command. This is required to support tunnels with specific
bandwidth requirements. The value can be alternatively configured with a k (kilo), m (mega) or g (giga) suffix, for example 1g.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOpls9 bandwidth-constraints maximum-
reservable 2g

To configure the interval between successive hello packets in milliseconds, enter the protocols mpls-rsvp interfaces interface
<name> signaling hello interval <10..65535> command. The default interval is 2 seconds. Hello packets are only sent to
explicitly configured neighbors. The exchange of hello packets can be use to detect link failures in the absence of a physical
notification.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOpls9 signaling hello interval 100

To enable the reception of hello packets from a neighbor, enter the protocols mpls-rsvp interfaces interface <name> signaling
hello receipt command. Incoming hello packets will be ignored if this is not enabled.

vyatta@R1# set protocols mpls-rsvp interfaces interface dpOpls9 signaling hello receipt

To configure how long to wait in milliseconds before assuming the link to be dead, enter the protocols mpls-rsvp interfaces
interface <name> signaling hello timeout <10..65535> command. The default is 7 seconds.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOpls9 signaling hello timeout 350

To configure an interval in seconds for refresh reduction transmissions, enter the protocols mpls-rsvp interfaces interface
<name> signaling refresh interval <10..65535> command. The default is 30 seconds.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOpls9 signaling refresh interval 60

To disable refresh reduction procedures, enter the protocols mpls-rsvp interfaces interface <name> signaling refresh
reduction disable command. The default is enabled.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOpls9 signaling refresh reduction disable

To configure the interface metric to be used with TE tunnels, enter the protocols mpls-rsvp interfaces interface <name> te-
metric <1..65535> command. By default, the IGP metric is used.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOpls9 te-metric <1..65535>
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Establishing administrative group names

Administrative groups, also known as resource classes or link colors, allow you to assign MPLS-enabled interfaces to various classes.

When a device calculates the path for an LSP, it can take into account the administrative group to which an interface belongs; you can
specify which administrative groups the device can include or exclude when making its calculation.

As many as 32 administrative groups can be configured on the device. You can see an administrative group either by its name or its
number. Before you can see an administrative group by its name, you must specify a name for the group at the MPLS policy level and
associate the name with the number of that administrative group.

To establish an administrative group name, perform the following steps.
1. Enable the name of the global administrative group.

vyatta@Rl# set protocols mpls-rsvp globals name gold value 30

2. Configure the name of the administrative group for the interface.
vyatta@R1# set protocols mpls-rsvp interfaces interface <name> admin-groups gold 30

In this example, the administrative group name gold is used with the administrative group number 30. The administrative group
number ranges from O through 31.

After you associate an administrative group name with a number, you can see it by name when assigning interfaces to the group or
including or excluding the group from LSP calculations.

Configuring MPLS RSVP global settings

How to configure MPLS RSVP global settings

Global MPLS RSVP settings can be configured for administrative groups and explicit path characteristics.
To configure global MPLS RSVP settings, perform one or more of the following steps in configuration mode.

1. To create a name to value binding for an administrative group, enter the protocols mpls-rsvp globals admin-groups <name>
value <0-31> command. This can be referenced by an interface or a path affinity.

vyatta@R1# set protocols mpls-rsvp globals admin-groups group8 value 1
2. To create an explicit path definition, enter the protocols mpls-rsvp globals explicit-paths <name> command. This can be

referenced by a tunnel primary or secondary session. It describes a full or partial path that the session must take. Changes to
the path will result in make-before-break sessions being re-established with the new information.

vyatta@R1l# set protocols mpls-rsvp globals explicit-paths <name>
3. To create an explicit route object for a path at a position indicated by the index value, enter the protocols mpls-rsvp globals
explicit-paths <name> explicit-route-objects <0-255> command.
vyatta@R1# set protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects 8
4. To create an explicit route object that is a loose next hop, enter the protocols mpls-rsvp globals explicit-paths <name> explicit-

route-objects <0-255> action loose command. The explicit route object is a loose next hop - it doesn’t have to immediately
follow the preceding hop.

vyatta@R1# set protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects 8 action
loose

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01 129



Resetting RSVP sessions

5. To create an explicit route object that is a strict next hop, enter the protocols mpls-rsvp globals explicit-paths <name> explicit-
route-objects <0-255> action strict command. The explicit route object is a strict next hop - it must immediately follow the
preceding hop.

vyatta@R1l# set protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects 8 action
strict

6. To configure the address of the next hop in the path, enter the protocols mpls-rsvp globals explicit-paths <name> explicit-
route-objects <0-255> address <x.x.x.x> command.

vyatta@R1# set protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects 8 address
10.10.10.10

7. To enable periodic reoptimization of tunnels, enter the protocols mpls-rsvp globals reoptimization command. The default
reoptimization time is 3600 seconds. If reoptimization is not enabled, a session will remain on its current path even if a better
path becomes available.

vyatta@R1# set protocols mpls-rsvp globals reoptimization

8. To configure a specific reoptimization interval in seconds, enter the protocols mpls-rsvp globals reoptimization interval
<0..604800> command.

vyatta@R1l# set protocols mpls-rsvp globals reoptimization interval 30

9. To configure use of an explicit-null label at the tail end, enter the protocols mpls-rsvp globals tail-signaling explicit-null
command. The default is to use implicit-null.

vyatta@R1# set protocols mpls-rsvp globals tail-signaling explicit-null

Resetting RSVP sessions
Reset RSVP sessions
RSVP sessions must be preset.
The default is to tear down and re-establish all sessions. Optionally just primary or secondary sessions.
To reset MPLS RSVP sessions, perform one or more of the following steps.

1. To reset sessions for all tunnels, enter the reset mpls rsvp tunnel all [ primary | secondary ] command.

vyatta@R1l# reset mpls rsvp tunnel all
2. To reset ingress sessions for either all tunnels or a specific tunnel, enter the reset mpls rsvp tunnel ingress all | name <tunnel-
name> command.

vyatta@R1l# reset mpls rsvp tunnel ingress all

3. To reset sessions for a specific tunnel, enter the reset mpls rsvp tunnel name <name> [ primary | secondary ] command. The
default is to tear down and re-establish all sessions. Optionally just primary or secondary sessions.

vyatta@R1# reset mpls rsvp tunnel name t7

4. To reset non-ingress sessions for either all tunnels or a specific tunnel, enter the reset mpls rsvp tunnel non-ingress all | name
<tunnel-name> command.

vyatta@R1l# reset mpls rsvp tunnel non-ingress all
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5. To re-optimize the sessions for either all tunnels or a specific tunnel, enter the reset mpls rsvp tunnel reoptimize all | name
<tunnel-name> [ primary | secondary ] command. The default is to re-optimize all sessions. Optionally just primary or
secondary sessions.

Reoptimization involves establishing a new make-before-break session if there is a better path available. No new session is
established if there is no better path.

vyatta@Rl# reset mpls rsvp tunnel reoptimize all t7

Configuring MPLS RSVP neighbors

How to configure MPLS RSVP neighbors to exchange hello packets
RSVP-TE must be enabled on interfaces before MPLS RSVP is supported.
You can configure a neighbor to exchange hello packets in order to detect link failures.
To configure a neighbor to exchange hello packets, enter the protocols mpls-rsvp neighbors neighbor <x.x.x.x> command.

vyatta@R1l# set protocols mpls-rsvp neighbors neighbor 10.10.10.10

Configuring MPLS RSVP tunnels

How to configure MPLS RSVP tunnels
RSVP-TE must be enabled on interfaces before TE is supported.
To configure RVSP-TE tunnels (signaled LSPs) perform these steps:

1. To configure the head-end for an RSVP-TE tunnel, enter the protocols mpls-rsvp tunnels tunnel <name> command. No
sessions will be established unless a destination is configured.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2

2. To enable calculation of routes over TE-tunnels by IGPs, enter the protocols mpls-rsvp tunnels tunnel <name> autoroute-
announce command. By default, only the route to the tunnel destination is added to the RIB. When enabled, IGPs will treat a
tunnel as a single link when calculating routes.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 autoroute-announce

3. To configure a fixed metric to be used for the tunnel by the IGP for its shortest path calculations, enter the protocols mpls-rsvp
tunnels tunnel <name> autoroute-announce absolute-metric <1..65535> command. The default is the IGP metric. This

command is mutually exclusive with the protocols mpls-rsvp tunnels tunnel <name> autoroute-announce relative-metric
<-65535..65535> command.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 autoroute-announce absolute-metric
<1l..65535>

4. To configure a metric that is relative to the IGP metric, enter the protocols mpls-rsvp tunnels tunnel <name> autoroute-
announce relative-metric <-65535..65535> command. This command is mutually exclusive with the protocols mpls-rsvp
tunnels tunnel <name> autoroute-announce absolute-metric <-65535..65535> command.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 autoroute-announce relative-metric
<-65535..65535>
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To configure the address of the tail end of the tunnel, enter the protocols mpls-rsvp tunnels tunnel <name> destination
<x.x.x.x> command. This is required in order to establish any sessions.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 destination 4.4.4.4

To configure the source address of the tunnel, enter the protocols mpls-rsvp tunnels tunnel <name> source <x.x.x.x>
command. This defaults to the address configured on the first interface, usually a loopback interface.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 source 2.2.2.2

Configuring MPLS RSVP primary path

How to configure MPLS RSVP primary paths

RSVP-TE must be enabled on interfaces before MPLS RSVP is supported and the MPLS RSVP tunnel must be configured.

You can configure several attributes for an RSVP primary path, such as the bandwidth, affinities to include or exclude, and so on.

To configure an MPLS RSVP primary path, perform one or more of the following steps in configuration mode.

1.
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To configure the bandwidth to be reserved along the primary path, enter the protocols mpls-rsvp tunnels tunnel <name>
primary bandwidth <1-10000000000> command. The interfaces must be configured with a maximum reservable bandwidth
before tunnels can reserve bandwidth on them. By default, no bandwidth is reserved.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary bandwidth 100000000

To configure the primary path to follow the full or partial explicit path, enter the protocols mpls-rsvp tunnels tunnel <name>
primary explicit-path <name> command. The primary path will follow the full or partial explicit path, which must be defined in
the globals section. CSPF calculates the best path between each pair of nodes in the explicit path.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary explicit-path <name>

To configure the primary path so that it cannot be reoptimized, enter the protocols mpls-rsvp tunnels tunnel <name> primary
lockdown command.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary lockdown

To create a list of affinities to include for the path, enter the protocols mpls-rsvp tunnels tunnel <name> primary path-selection
affinities constraints include-any command. The path will only be able to use interfaces bound to the included administrative
groups.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities
constraints include-any

To configure the name of administrative group to include for the path, enter the protocols mpls-rsvp tunnels tunnel <name>
primary path-selection affinities constraints include-any affinity-names <name> command.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities
constraints include-any affinity-names <name>

To create a list of affinities to exclude for the path, enter the protocols mpls-rsvp tunnels tunnel <name> primary primary path-
selection affinities constraints exclude-any command. The path will not be able to use interfaces bound to the excluded
administrative groups.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities
constraints exclude-any
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To configure the name of administrative group to exclude for the path, enter the protocols mpls-rsvp tunnels tunnel <name>
primary path-selection affinities constraints exclude-any affinity-names <name> command.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities
constraints exclude-any affinity-names <name>

To configure a hold priority for this session , enter the protocols mpls-rsvp tunnels tunnel <name> primary priority hold <0-7>
command. The default is O (highest), which means it will not be pre-empted by higher priority sessions. Priority 7 is the lowest
priority.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary priority hold 3

To configure a setup priority for this session, enter the protocols mpls-rsvp tunnels tunnel <name> primary priority setup
<0-7> command. The default is 7 (lowest), which means it cannot pre-empt lower priority sessions.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary priority setup 3

Configuring MPLS RSVP fast reroute

How to configure MPLS RSVP fast reroute

RSVP-TE must be enabled on interfaces before MPLS RSVP is supported. The MPLS RSVP tunnel and the primary path must also be
configured to support fast reroute.

You can configure fast reroute, along with several primary path attributes, on the primary path.

To configure an MPLS RSVP fast reroute, perform one or more of the following steps in configuration mode.

1.

To enable fast-reroute for the primary path, enter the protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute
command. This will establish node or link protection at each hop along the primary path.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute

To configure a specified bandwidth for fast-reroute on the primary path, enter the protocols mpls-rsvp tunnels tunnel <name>
primary fast-reroute bandwidth <1-10000000000> command. The bandwidth to be reserved along the detour.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute bandwidth 100000000

To configure node protection along the path for fast-reroute on the primary path, enter the protocols mpls-rsvp tunnels tunnel
<name> primary fast-reroute node-protection-desired command. The default is link protection.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute node-protection-
desired

To create a list of affinities to include for the fast-reroute path, enter the protocols mpls-rsvp tunnels tunnel <name> primary
fast-reroute path-selection affinities constraints include-any command. The path will only be able to use interfaces bound to
the included administrative groups.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints include-any

To configure the name of administrative group to include for the fast reroute path, enter the protocols mpls-rsvp tunnels tunnel
<name> primary fast-reroute path-selection affinities constraints include-any affinity-names <name> command.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints include-any affinity-names <name>
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10.

To create a list of affinities to exclude for the fast reroute path, enter the protocols mpls-rsvp tunnels tunnel <name> primary
fast-reroute path-selection affinities constraints exclude-any command. The path will not be able to use interfaces bound to
the excluded administrative groups.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints exclude-any

To configure the name of administrative group to exclude for the fast reroute path, enter the protocols mpls-rsvp tunnels tunnel
<name> primary fast-reroute path-selection affinities constraints exclude-any affinity-names <name> command.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints exclude-any affinity-names <name>

To configure a hold priority for this fast reroute session , enter the protocols mpls-rsvp tunnels tunnel <name> primary fast-
reroute priority hold <0-7> command. The default is O (highest), which means it will not be pre-empted by higher priority
sessions. Priority 7 is the lowest priority.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute priority hold 3

To configure a setup priority for this fast reroute session, enter the protocols mpls-rsvp tunnels tunnel <name> primary fast-
reroute priority setup <0-7> command. The default is 7 (lowest), which means it cannot pre-empt lower priority sessions.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute priority setup 3

To configure protection one-to-one for this fast reroute path, enter the protocols mpls-rsvp tunnels tunnel <name> primary
fast-reroute protection one-to-one command. This is the default.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute protection one-to-one

Configuring MPLS RSVP secondary path

How to configure MPLS RSVP secondary paths

RSVP-TE must be enabled on interfaces before MPLS RSVP is supported and the MPLS RSVP tunnel must be configured.

You can configure the same attributes for an RSVP secondary path as for the primary path, such as the bandwidth, affinities to include or
exclude, and so on, except for fast-reroute.

To configure an MPLS RSVP secondary path, perform one or more of the following steps in configuration mode.

1
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To configure the bandwidth to be reserved along the secondary path, enter the protocols mpls-rsvp tunnels tunnel <name>
secondary bandwidth <1-10000000000> command. The interfaces must be configured with a maximum reservable
bandwidth before tunnels can reserve bandwidth on them. By default, no bandwidth is reserved.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary 100000000

To configure the secondary path to follow the full or partial explicit path, enter the protocols mpls-rsvp tunnels tunnel <name>
secondary explicit-path <name> command. The secondary path will follow the full or partial explicit path, which must be
defined in the globals section. The default is to follow the CSPF calculated path.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary explicit-path <name>

To configure the secondary path so that it cannot be reoptimized, enter the protocols mpls-rsvp tunnels tunnel <name>
secondary lockdown command.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary lockdown
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4. To create a list of affinities to include for the path, enter the protocols mpls-rsvp tunnels tunnel <name> secondary path-
selection affinities constraints include-any command. The path will only be able to use interfaces bound to the included
administrative groups.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints include-any

5. To configure the name of administrative group to include for the path, enter the protocols mpls-rsvp tunnels tunnel <name>
secondary path-selection affinities constraints include-any affinity-names <name> command.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints include-any affinity-names <name>

6. To create a list of affinities to exclude for the path, enter the protocols mpls-rsvp tunnels tunnel <name> secondary secondary
path-selection affinities constraints exclude-any command. The path will not be able to use interfaces bound to the excluded
administrative groups.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints exclude-any

7. To configure the name of administrative group to exclude for the path, enter the protocols mpls-rsvp tunnels tunnel <name>
secondary path-selection affinities constraints exclude-any affinity-names <name> command.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints exclude-any affinity-names <name>

8. To configure a hold priority for this session , enter the protocols mpls-rsvp tunnels tunnel <name> secondary priority hold
<0-7> command. The default is O (highest), which means it will not be pre-empted by higher priority sessions. Priority 7 is the
lowest priority.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary priority hold 3

9. To configure a setup priority for this session, enter the protocols mpls-rsvp tunnels tunnel <name> secondary priority setup
<0-7> command. The default is 7 (lowest), which means it cannot pre-empt lower priority sessions.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary priority setup 3

Enabling MPLS RSVP-TE monitoring

How to enable MPLS RSVP-TE monitoring
RSVP-TE must be enabled on interfaces before MPLS RSVP is supported.
You can enable or disable all or specific RSVP-TE event monitoring.

1. To enable RSVP-TE event monitoring, enter the monitor protocols mpls rsvp enable [ cspf | events | fsm | nsm | packet | rib ]
command.

vyatta@vyatta:~$ monitor protocols mpls rsvp enable nsm

2. To disable RSVP-TE event monitoring, enter the monitor protocols mpls rsvp disable [ cspf | events | fsm | nsm | packet | rib ]
command.

vyatta@vyatta:~$ monitor protocols mpls rsvp disable nsm
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Configuring MPLS RSVP logging

How to configure MPLS RSVP logging
MPLS RSVP must be enabled.

You can configure logging to record Constrained Shortest Path First (CSPF) information, general RSVP-TE events, ingress and egress
state machine events, downstream and upstream machine events, packet transmission and reception, and so on.

To configure MPLS RSVP logging, perform one or more of the following steps in configuration mode.
1. To configure logging to record CSPF information, enter the protocols mpls-rsvp log cspf command.

vyatta@R1l# set protocols mpls-rsvp log cspf

2. To configure logging to record general RSVP-TE events, enter the protocols mpls-rsvp log events command.

vyatta@R1l# set protocols mpls-rsvp log events

3. To configure logging to record egress state machine events, enter the protocols mpls-rsvp log fsm egress command.

vyatta@Rl# set protocols mpls-rsvp log fsm egress

4. To configure logging to record ingress state machine events, enter the protocols mpls-rsvp log fsm ingress command.

vyatta@R1l# set protocols mpls-rsvp log fsm ingress

5. To configure logging to record transit downstream state machine events, enter the protocols mpls-rsvp log fsm transit
downstream command.

vyatta@R1# set protocols mpls-rsvp log fsm transit downstream

6. To configure logging to record transit upstream state machine events, enter the protocols mpls-rsvp log fsm transit upstream
command.

vyatta@R1l# set protocols mpls-rsvp log fsm transit upstream

7. To configure logging to record the interactions with the Network Services Module, enter the protocols mpls-rsvp log nsm
command.

vyatta@Rl# set protocols mpls-rsvp log nsm

8. To configure logging to record RSVP-TE packet transmission and reception events, enter the protocols mpls-rsvp log packet
command.

vyatta@R1l# set protocols mpls-rsvp log packet

9. To configure logging to record interactions with the Routing Information Base, enter the protocols mpls-rsvp log rib command.

vyatta@Rl# set protocols mpls-rsvp log rib
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RSVP refresh reduction

RSVP control traffic (Path and Resv messages) is initially propagated to establish an RSVP session and reserve resources along the path,
or to signal a change of state (trigger messages). However, because it is a soft-state protocol, RSVP also requires periodic refreshing to
prevent reserved resources from aging out. The original RSVP as defined in RFC 2205 achieves this by re-sending identical Path and
Resv messages (refresh messages) at regular intervals along the reserved path as long as the RSVP session remains unchanged. The
bandwidth and processing time required to support these refresh messages increases linearly as more RSVP sessions are established,
which can result in scaling problems.

RFC 2961 establishes extensions to RSVP which can help reduce the overhead caused by refresh messages: bundle messages, which
allows multiple RSVP messages to be aggregated into a single PDU, and summary refresh messages, which replace identical RSVP
message re-transmissions with a list of the IDs of all Path and Resv states to be refreshed.

When you enable either of the refresh reduction extensions on an interface, outgoing RSVP packets sent on that interface sets the refresh
reduction capability bit in the common RSVP header to indicate that the Brocade device is capable of receiving and processing refresh
reduction messages and related objects.

Setting up signaled LSPs

An LSP consists of an actual path of MPLS routers through a network, as well as the characteristics of the path, including bandwidth
allocations and routing metrics.

Signaled LSPs are configured at the ingress LER. When you enable a signaled LSP, RSVP causes resources to be allocated on the other
routers in the LSP.

Configuring a signaled LSP consists of the following tasks:
Specifying a path for the LSP to follow (optional)
Setting parameters for the signaled LSP
Specifying which packets are to be forwarded along the LSP (optional)

Setting up paths
A path is a list of router hops that specifies a route across an MPLS domain.
Once you create a path, you can create signaled LSPs that use the path. Paths are configured separately from LSPs so that a path may

be specified once and then used by several LSPs that see the path by name. There can be one primary path and one optional secondary
path.

A path is always configured at the ingress LER and assumes that the ingress LER is the beginning of the path. A path can contain any
number of nodes, which correspond to MPLS-enabled routers in the network. Each node has one attribute: whether it is strict or loose. A
strict node means that the router must be directly connected to the preceding node. A loose node means that there can be other routers
in between.

Creating a path is not absolutely necessary when configuring an LSP. When you configure a signaled LSP without naming a path, CSPF
uses only information in the Traffic Engineering Database (TED), as well as the user-configured attributes and requirements of the LSP to
calculate the path.

1. Define the explicit route path.
vyatta@R1l# set protocols mpls-rsvp globals explicit-paths sf to_sj

In this example the explicit route path is sf to sj.
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2. Configure the loose node.

vyatta@R1# set protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects <0-255>
action loose

vyatta@R1l# set protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects <0-255>
address <ip-address>

3. Configure the strict node.

vyatta@R1l# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects <0-255>
action strict

vyatta@Rl# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects <0-255>
address <ip-address>

The path is assumed to start from the local node. You specify the nodes in order from ingress to egress. Specifying the local node itself
as the first node in the path is optional. Further, the final node does not necessarily have to be the egress LER in the LSP. (The egress
LER is specified at the LSP configuration level with the to command.) When the final node in the path differs from the egress LER, the
hop between the final node in the path and the egress LER is treated as a hop to a loose node; that is, standard IP routing is used to
determine the path between the final node and the egress LER.

The IP address defines an LSR and can be any interface address or a loopback interface address on the LSR.

The strict and loose parameters are relative to the preceding node. When specifying a loose node, there can be other routers between
the previous node and this one. When specifying a strict node, you must make sure that the LSR is actually directly connected to the
preceding node.

Modifying a path

Once you have created a path, you can modify the path.

Complete the following steps to modify a path.

1. For this example, a three node path named sf_to_sj was configured as follows.

vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 10
address 2.2.2.2
vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 20
address 4.4.4.4

vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 30
address 6.6.6.6

2. To modify the path named sf_to_sj to include a node between the first and second node, insert a new entry using a number
between 10 and 20 for the explicit-route-objects parameter.

vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 15
address 3.3.3.3

3. Modify the sf_to_sj path again to delete the node with explicit-route-objects set to 20 (this node became the third node in step
2; it was originally the second node in step 1).

vyatta@vml# delete protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 20
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4. Display the resulting sf_to_sj path.

vyatta@vml# show protocols mpls-rsvp globals explicit-paths
explicit-paths sf to sj {
explicit-route-objects 10 {
address 2.2.2.2
}

explicit-route-objects 15 {
address 3.3.3.3

}
explicit-route-objects 30 {
address 6.6.6.6

}

Inserting a node into a path
Once you have created a path, you can add a node into the path.

The <0-255> number in the explicit-route-objects is used to order nodes, so you can insert a new node by using a number in between
the numbers used by the two existing nodes. For example, if you have a node number 10 and a node number 20, then you can insert a
node by using node number 15. To insert a node into a path complete the following steps.

1. For this example, a three node path named sf_to_sj was configured as follows.

vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to_sj explicit-route-objects 10

address 2.2.2.2
vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 20

address 4.4.4.4
vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 30

address 6.6.6.6

2. To modify the path named sf_to_sj to include a node between the first and second node, insert a new entry using a number
between 10 and 20 for the explicit-route-objects parameter.

vyatta@vml# set protocols mpls-rsvp globals explicit-paths sf to sj explicit-route-objects 15
address 3.3.3.3

3. Display the resulting four nodesf_to_sj path.

vyatta@vml# show protocols mpls-rsvp globals explicit-paths
explicit-paths sf to sj {

explicit-route-objects 10 {
address 2.2.2.2

}

explicit-route-objects 15 {
address 3.3.3.3

}

explicit-route-objects 20 {
address 4.4.4.4

} }

explicit-route-objects 30 {
address 6.6.6.6

}

NOTE
When you modify a path, new make-before-break sessions are established using the new path. When successfully established,

the new sessions using the new path replace the sessions that used the old path.
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Deleting a path

Once you have created a path, you can delete the path.

To delete an entire path from the LSRs configuration, use the delete form of the protocols mpls-rsvp globals explicit-paths command
as shown for the sf_to_sj path.

vyatta@vml# delete protocols mpls-rsvp globals explicit-paths sf to sj

Configuring MPLS fast reroute using one-to-one backup
To enable FRR with one-to-one backup, complete the following steps:
1. Configure fast-reroute on the primary session for a tunnel named "sf_to_sj":
vyatta@vml# set protocols mpls-rsvp tunnels tunnel sf to_sj primary fast-reroute
2. Inorder to use RSVP hello messages to detect link failures and trigger a switch over to the backup session, configure the
neighbors to exchange hello messages and enable hello message receipt on the interfaces:

vyatta@vml# set protocols mpls-rsvp neighbors neighbor 10.10.100.2
vyatta@vml# set protocols mpls-rsvp interfaces interface dpOplsl signaling hello receipt

Optionally, you can configure the hello transmission interval and timeout (signaling hello interval | timeout).

vyatta@vml# set protocols mpls-rsvp interfaces interface dpOplsl signaling hello interval 100

vyatta@vml# set protocols mpls-rsvp interfaces interface dpOplsl signaling hello timeout 300

MPLS fast reroute using one-to-one backup configuration options
The following options can be set for a MPLS fast reroute path using one-to-one backup configuration:

+  Bandwidth

+ Node Protection Desired

+  Path Selection

«  Priority

+  Protection

These options are displayed as follows:

vyatta@vml# set protocols mpls-rsvp tunnels tunnel pel-pe2
primary fast-reroute
Possible Completions:

<Enter> Execute the current command
bandwidth Bandwidth to be reserved (bps) <1-10000000000>
node-protection-desired Request FRR node protection on LSRs

> path-selection Path selection properties

> priority Priority to use in the session attribute object
protection LSP Protection mechanism

For information on using these configuration options, see Configuring MPLS RSVP Fast Reroute on page 133.
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+ Minimum MPLS RSVP example

This section presents an example of a typical MPLS configuration.

Minimum MPLS RSVP example

Minimum configuration example for MPLS RSVP
MPLS RSVP must be enabled on interfaces before MPLS RSVP is supported.

This configuration example shows how to configure MPLS RSVP on the Head node with the vyatta@vm-mpls8-5# prompt, the
Midpoint node with the vyatta@vm-mpls8-2# prompt, and the Tail node with the vyatta@vm-mpls8-7# prompt in the following

topology:
Head --- Midpoint --- Tall

1. Enter the following configuration commands for the Head node at the vyatta@vm-mpls8-5# prompt.

set interfaces dataplane dpOplsl5 address 10.10.15.5/24

set interfaces loopback lo address 5.5.5.5/32

set protocols mpls-rsvp interfaces interface dpOplsl5

set protocols mpls-rsvp tunnels tunnel t7 destination 7.7.7.7
set protocols ospf area 0 network 5.5.5.5/32

set protocols ospf area 0 network 10.10.15.0/24

commit

2. Enter the following command at the vyatta@vm-mpls8-5# prompt to verify the Head node configuration.

vyatta@vm-mpls8-5# run show mpls rsvp session

Ingress RSVP:

To From State Pri Rt Style Labelin Labelout LSPname
7.7.7.7 5.5.5.5 Up Yes 1 1 SE - 53120 t7

Total 1 displayed, Up 1, Down O.

3. Enter the following configuration commands for the Midpoint node at the vyatta@vm-mpls8-2# prompt.

set interfaces dataplane dpOplsl5 address 10.10.15.2/24
set interfaces dataplane dpOplsl6 address 10.10.16.2/24
set interfaces loopback lo address 2.2.2.2/32

set protocols mpls-rsvp interfaces interface dpOplsl5
set protocols mpls-rsvp interfaces interface dpOplslé6
set protocols ospf area 0 network 2.2.2.2/32

set protocols ospf area 0 network 10.10.15.0/24

set protocols ospf area 0 network 10.10.16.0/24

commit

4. Enter the following command at the vyatta@vm-mpls8-2# prompt to verify the Midpoint node configuration.

vyatta@vm-mpls8-2# run show mpls rsvp session

Transit RSVP:

To From State Pri Rt Style Labelin Labelout LSPname
7.7.7.7 5.5.5.5 Up Yes 1 1 SE 53120 3 t7

Total 1 displayed, Up 1, Down O.
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Enter the following configuration commands for the Tail node at the vyatta@vm-mpls8-7# prompt.

set interfaces dataplane dpOplsl6 address 10.10.16.7/24
set interfaces loopback lo address 7.7.7.7/32

set protocols mpls-rsvp interfaces interface dpOplslé6
set protocols ospf area 0 network 7.7.7.7/32

set protocols ospf area 0 network 10.10.16.0/24

commit

Enter the following command at the vyatta@vm-mpls8-7# prompt to verify the Tail node configuration.

vyatta@vm-mpls8-7# run show mpls rsvp session

Egress RSVP:

To From State Pri Rt Style Labelin Labelout LSPname
7.7.7.7 5.5.5.5 Up Yes 1 1 SE 3 - t7
Total 1 displayed, Up 1, Down O.
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RSVP 0perational COMMANGS. ...t 144
RSVP coNfIgUIration COMMENAS. ...t 145
Global MPLS RSVP configuration COMMANGS........cc.iiessess st 147
ClEAT TMNPIS ISV StAISHCS v 148
monitor protocol mpls rsvp enable|disable cspflevents|fsm|nsml|packet|rib. ... 149
protocols mpls-rsvp globals admMiN-groUps ValIUE.........c.riieeess st 150
protocols mpls-rsvp globals eXpliCit=Patis ... 151
protocols mpls-rsvp globals explicit-paths explicit-route-0bJects ... 152
protocols mpls-rsvp globals explicit-paths explicit-route-objects action 100Se ..o 153
protocols mpls-rsvp globals explicit-paths explicit-route-objects action strict ... 154
protocols mpls-rsvp globals explicit-paths explicit-route-objects address........eeens 155
protocols Mpls-rsvp globals reoptMIZAtION ... s 157
protocols mpls-rsvp globals reoptimization INTEIVAL ...t 158
protocols mpls-rsvp globals tail-signaling eXpliCit=NUIL.......cccc.coor s 159
protocols MpPIS-rsvp INtErfaces INTEITACE ... 160
protocols mpls-rsvp interfaces interface admMiN=groUPS..........cooiiii s 161
protocols mpls-rsvp interfaces interface bandwidth-constraints maximum-reservable.........c.corcinriinriinniinnenens 162
protocols mpls-rsvp interfaces interface signaling hello INterval. ... s 163
protocols mpls-rsvp interfaces interface signaling hello reCeiPt ... 165
protocols mpls-rsvp interfaces interface signaling hello HIMEOUL ... 166
protocols mpls-rsvp interfaces interface signaling refresh interval ... 167
protocols mpls-rsvp interfaces interface signaling refresh reduction disable ... 168
protocols mpls-rsvp interfaces interface te-mMetric ... ..169
protocols Mpls-rsvp 10g CSPf .. ...170
protocols mpls-rsvp log events............. 171
protocols mpls-rsvp log fsm egress ...... 172

protocols mpls-rsvp log fsm ingress ... .. 173
protocols mpls-rsvp log fsm transit downstream...
protocols mpls-rsvp log fsm transit upstream

PrOTOCOIS MPIS=TSVP I0G NSttt 176
ProtoCOIS MPIS=TSVP 10G PACKET. ... ... 177
PrOYOCOIS MPIS=ISVID IOG M.ttt 178
protocols Mpls-rsvp NEIghDOrs NEIGNIDOI . ...t 179
Protocols MPIS=rsVP tUNNEIS TUNNEI ... 180
protocols mpls-rsvp tunnels tunnel autoroute-anNOUNCE. ... 181
protocols mpls-rsvp tunnels tunnel autoroute-announce absolute-MELTIC ... 182
protocols mpls-rsvp tunnels tunnel autoroute-announce relative-mMetric ... 184
protocols mpls-rsvp tunnels tunnel desStiNAtON ... e 185
protocols mpls-rsvp tunnels tunnel primary BaNAWIAh. ... 186
protocols mpls-rsvp tunnels tunnel primary eXpliCit=Path........ s 187
protocols mpls-rsvp tunnels tunnel primary fast-reroUte.. ... 188
protocols mpls-rsvp tunnels tunnel primary fast-reroute bandWidth ... 189
protocols mpls-rsvp tunnels tunnel primary fast-reroute node-protection-desired..........cooccovnriverrcinneiiinciineinen. 190
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints include-any........... 191
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints include-

ANY AFFINIYTNMAMNES <ot 193
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints exclude-any........... 195
protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection affinities constraints exclude-

ANY AT Y T NMAMNES s 197
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protocols mpls-rsvp tunnels tunnel primary fast-reroute priority NOI. ... 199
protocols mpls-rsvp tunnels tunnel primary fast-reroute priority SEtUP.....cccii 201
protocols mpls-rsvp tunnels tunne primary fast-reroute protection one-to-one ... 203
protocols mpls-rsvp tunnels tunnel Primary I0CKAOWN ..o 204

protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints include-any..

protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints include-any affinity-names.......206
protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints exclude-any........cccocovevviervien. 208
protocols mpls-rsvp tunnels tunnel primary path-selection affinities constraints exclude-any affinity-names .....209
protocols mpls-rsvp tunnels tunnel primary path-selection hop-limit...
protocols mpls-rsvp tunnels tunnel primary Priority NOI. ...
protocols mpls-rsvp tunnels tunnel primary Priority SETUD.....o st
protocols mpls-rsvp tunnels tunnel primary record-route record-label

protocols mpls-rsvp tunnels tunnel secondary bandWidth........ccco.ciriiriieceee s
protocols mpls-rsvp tunnels tunnel secondary eXpliCit=Path.........c s
protocols mpls-rsvp tunnels tunnel secondary 0CKAOWN..........ccc.riciieiiiece s
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints include-any........ccccocovnvivn. 219
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints include-any affinity-

NAIMIES oottt se s £ e8RS E R R £ R 220
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints exclude-any.......ccccoecvevvvenace. 222
protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints exclude-any

AT N Y T AIMNIES R 223
protocols mpls-rsvp tunnels tunnel secondary path-selection hOP-=lIMit.........ccooens 225
protocols mpls-rsvp tunnels tunnel secondary priority NOIG.......coocirri s 226
protocols mpls-rsvp tunnels tunnel secondary Priority SEtUD.....coo s 227
protocols mpls-rsvp tunnels tunnel secondary record-route record=1abel...........cooiviiiiiieciincieeee s 228
protocols MpPIS-rsvp tUNNEIS TUNNEI SOUICE ... 230
reset mpls rsvp tunnel all [ Primary | SECONTAIY L. ........vvcceviiiooooeciicooeeeeeeeeeesssssssssssssssssseeeeess s 231
reset MPIS rsVp tUNNEIINGIESS @Il | NAMIE ......ooeeoeeeeeececccccececeeeee ettt eeeeeseeeeeeeeeeseeeeeeeeeeeeeeeeeeeeeeeees 232
reset mpls rsvp tunnel name <name> [ Primary | SECONAANY ] ...vvvovvvooooocoeicccceveeeveeeeesssseessssssessssesseeeessess s sssssssseeeeessen 233
reset Mpls rsvp tunnel NON=-INGreSS all | NEMIE ... eeeeeeeeeeeeeeeeeeeseeeeeseesessssssssssssssssssssseee 234
reset mpls rsvp tunnel reoptimize all | name [ primary | SECONAANY ] ...vvvveeevvvooeoececcceeeeeeeeeees e seeeeeeeesess s 235
SPIOW MNDIS ISV 11vtttietiiest st s8££ 236
SNOW MPIS ISV QUMUN=GIOUDS .vooueiivirueiiisiesiesiseiessseasssseesssssss s sss e85 237
SNOW MIPIS ISV INTEITACE ..ttt 238
SNOW MIPIS ISV NMEIGNIDON .ottt 239
SNOW MIPIS ISV PATN ottt 240
SNOW MNIPIS ISV SESSION oovivviireieiseiisie ettt 241

show mpls rsvp session count...
show mpls rsvp session [ egress | ingress | transit ] [ down | up ] detail

show mpls rsvp session name <name> [ primary | secondary 1.... 244
show Mpls rsvp Statistics. ..o, ...246
show mpls rsvp summary-refresh ...... .. 247
SNOW MNIPIS ISV TUNNMEI ottt 248

RSVP operational commands

The following clear, reset, and show commands are available with MPLS RSVP:
1. clear mpls rsvp statistics
2. reset mpls rsvp tunnel all [ primary | secondary ]

3. reset mpls rsvp tunnel ingress all | name <tunnel-name>

144
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reset mpls rsvp tunnel name <name> [ primary | secondary ]

reset mpls rsvp tunnel non-ingress all | name <tunnel-name>

4
5
6. reset mpls rsvp tunnel reoptimize all | name <tunnel-name> [ primary | secondary ]
7. show mpls rsvp

8. show mpls rsvp admin-groups

9. show mpls rsvp interface [ <name> ]

10. show mpls rsvp neighbor [ X.X.X.X]

11. show mpls rsvp path [ <name>]

12. show mpls rsvp session

13. show mpls rsvp session count

14. show mpls rsvp session [ egress | ingress | transit ] [ down | up ] detail

15. show mpls rsvp session name <name> [ primary | secondary ]

16. show mpls rsvp statistics

17. show mpls rsvp summary-refresh

18. show mpls rsvp tunnel

RSVP configuration commands
The following interface configuration commands are available with MPLS RSVP:
1. protocols mpls-rsvp interfaces interface <name>
protocols mpls-rsvp interfaces interface <name> admin-groups <name>
protocols mpls-rsvp interfaces interface <name> bandwidth-constraints maximum-reservable <1-10000000000>
protocols mpls-rsvp interfaces interface <name> signaling hello interval <10..65535>
protocols mpls-rsvp interfaces interface <name> signaling hello receipt
protocols mpls-rsvp interfaces interface <name> signaling hello timeout <10..65535>

protocols mpls-rsvp interfaces interface <name> signaling refresh interval <10..65535>
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protocols mpls-rsvp interfaces interface <name> signaling refresh reduction disable
9. protocols mpls-rsvp interfaces interface <name> te-metric <1..65535>

The following logging configuration commands are available with MPLS RSVP:
1. protocols mpls-rsvp log cspf

protocols mpls-rsvp log events

protocols mpls-rsvp log fsm egress

protocols mpls-rsvp log fsm ingress

protocols mpls-rsvp log fsm transit downstream

protocols mpls-rsvp log fsm transit upstream
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protocols mpls-rsvp log nsm
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RSVP configuration commands

8. protocols mpls-rsvp log packet

9. protocols mpls-rsvp log rib

Logging is enabled for RSVP with: monitor protocols mpls rsvp enable | disable [ cspf | events | fsm | nsm | packet | rib ]

The following neighbor configuration command is available with MPLS RSVP:

1. protocols mprotocols mpls-rsvp neighbors neighbor <x.x.x.x>

The following tunnel configuration commands are available with MPLS RSVP:

1. protocols mpls-rsvp tunnels tunnel <name>

protocols mpls-rsvp tunnels tunnel <name> autoroute-announce

protocols mpls-rsvp tunnels tunnel <name> autoroute-announce absolute-metric <1..65535>
protocols mpls-rsvp tunnels tunnel <name> autoroute-announce relative-metric <-65535..65535>

protocols mpls-rsvp tunnels tunnel <name> destination <x.x.x.x>
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protocols mpls-rsvp tunnels tunnel <name> source <x.x.x.x>

The following primary path tunnel configuration commands are available with MPLS RSVP:

protocols mpls-rsvp tunnels tunnel <name> primary bandwidth <1-10000000000>

protocols mpls-rsvp tunnels tunnel <name> primary explicit-path <name>

protocols mpls-rsvp tunnels tunnel <name> primary lockdown

protocols mpls-rsvp tunnels tunnel <name> primary path-selection affinities constraints include-any

protocols mpls-rsvp tunnels tunnel <name> primary path-selection affinities constraints include-any affinity-names <name>
protocols mpls-rsvp tunnels tunnel <name> primary path-selection affinities constraints exclude-any

protocols mpls-rsvp tunnels tunnel <name> primary path-selection affinities constraints exclude-any affinity-names <name>

protocols mpls-rsvp tunnels tunnel <name> primary path-selection hop-limit <value>
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protocols mpls-rsvp tunnels tunnel <name> primary priority hold <0-7>
10. protocols mpls-rsvp tunnels tunnel <name> primary priority setup <0-7>

11. protocols mpls-rsvp tunnels tunnel <name> primary record-route record-label

The following fast reroute configuration commands are available with MPLS RSVP:
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1. protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute

protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute bandwidth <1-10000000000>

protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute node-protection-desired

protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute path-selection affinities constraints include-any

protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute path-selection affinities constraints exclude-any

protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute path-selection affinities constraints include-any affinity-names
protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute path-selection affinities constraints exclude-any affinity-names

protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute priority hold <O-7>
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protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute priority setup <0-7>

10. protocols mpls-rsvp tunnels tunnel <name> primary fast-reroute protection one-to-one
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Global MPLS RSVP configuration commands

The following secondary path tunnel configuration command is available with MPLS RSVP:
1. protocols mpls-rsvp tunnels tunnel <name> secondary bandwidth <1-10000000000>
protocols mpls-rsvp tunnels tunnel <name> secondary explicit-path <name>
protocols mpls-rsvp tunnels tunnel <name> secondary lockdown
protocols mpls-rsvp tunnels tunnel <name> secondary path-selection affinities constraints include-any
protocols mpls-rsvp tunnels tunnel <name> secondary path-selection affinities constraints include-any affinity-names <name>
protocols mpls-rsvp tunnels tunnel <name> secondary path-selection affinities constraints exclude-any
protocols mpls-rsvp tunnels tunnel <name> secondary path-selection affinities constraints exclude-any affinity-names <name>

protocols mpls-rsvp tunnels tunnel <name> secondary path-selection hop-limit <value>
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protocols mpls-rsvp tunnels tunnel <name> secondary priority hold <O-7>
10. protocols mpls-rsvp tunnels tunnel <name> secondary priority setup <O-7>

11. protocols mpls-rsvp tunnels tunnel <name> secondary record-route record-label

Global MPLS RSVP configuration commands

The following global MPLS RSVP configuration commands are available with MPLS:

1. protocols mpls-rsvp globals explicit-paths <name> admin-groups <name> value <0-31>
protocols mpls-rsvp globals explicit-paths <name>
protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects <0-255>
protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects <0-255> action loose
protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects <0-255> action strict
protocols mpls-rsvp globals explicit-paths <name> explicit-route-objects <0-255> address <x.x.x.x>
protocols mpls-rsvp globals reoptimization

protocols mpls-rsvp globals reoptimization interval <0..604800>
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protocols mpls-rsvp globals tail-signaling explicit-null
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clear mpls rsvp statistics

clear mpls rsvp statistics

Clears the packet statistics that are displayed by the show mpls rsvp statistics command.

Syntax

clear mpls rsvp statistics

Modes

Operational mode

Usage Guidelines

Use this command to clear the packet statistics that are displayed by the show mpls rsvp statistics command.
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monitor protocol mpls rsvp enable|disable cspflevents|fsm|nsm|packet]rib

monitor protocol mpls rsvp enable|disable cspflevents|fsm|nsm|packet|rib
Enables or disables the generation of debug messages that are related to MPLS RSVP logs.

Syntax

monitor protocol mpls rsvp enable|disable cspflevents|fsm|nsm|packet|rib

Modes

Operational mode

Usage Guidelines

Use this command to enable or disable the generation of debug messages that are related to MPLS RSVP logs.

Examples

The following example command enables MPLS RSVP Finite State Machine monitoring.
vyatta@vyatta:~$ monitor protocol mpls rsvp enable fsm
As a result, the RSVP debugging status is "on"” when displayed with the show monitoring command.

vyatta@vyatta:~$ show monitoring

RSVP debugging status:

RSVP Egress FSM debugging is on

RSVP Transit Downstream FSM debugging is on
RSVP Transit Upstream FSM debugging is on
RSVP Ingress FSM debugging is on
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protocols mpls-rsvp globals admin-groups value

protocols mpls-rsvp globals admin-groups value

Sets a name to value binding for an administrative group.

Syntax

set protocols mpls-rsvp globals admin-groups name value 0-31
delete protocols mpls-rsvp globals admin-groups name value 0-31

show protocols mpls-rsvp globals admin-groups name value 0-31

Parameters

name
The name of the administrative group.

value

The value from one through 31 that is associated with the administrative group name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
admin-groups <name> {
value <0-31>

}

Usage Guidelines

Use this command to configure a name to value binding for an administrative group. This value can be referenced by an

interface or a path affinity.

Use the set form of this command to configure a name to value binding for an administrative group.

Use the delete form of this command to delete a name to value binding for an administrative group.

Use the show form of this command to display the configuration of a name to value binding for an administrative group.

Example

The following example shows how to associate the administrative group named "group10” with a value of 10.

vyatta@R1# set protocols mpls-rsvp globals admin-groups grouplO value 10
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protocols mpls-rsvp globals explicit-paths

Creates an explicit path definition.

Syntax

set protocols mpls-rsvp globals explicit-paths name
delete protocols mpls-rsvp globals explicit-paths name

show protocols mpls-rsvp globals explicit-paths name

Parameters

name
A path name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
explicit-paths <name>

}

Usage Guidelines

protocols mpls-rsvp globals explicit-paths

Use this command to create an explicit path definition. This explicit path definition can be referenced by a tunnel primary or
secondary session. It describes a full or partial path that the session must take. Changes to the path result in make-before-break

sessions being re-established with the new information.

Use the set form of this command to create an explicit path definition.

Use the delete form of this command to delete an explicit path definition.

Use the show form of this command to display an explicit path definition.

Example

The following example shows how to create an explicit path definition for the path named onegreen.

vyatta@R1l# set protocols mpls-rsvp globals explicit-paths onegreen
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protocols mpls-rsvp globals explicit-paths explicit-route-objects

protocols mpls-rsvp globals explicit-paths explicit-route-objects

Creates an explicit route object for a specified path at a position indicated by an index value.

Syntax

set protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255
delete protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255

show protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255

Parameters

name
A path name.

0-255
The index value, which ranges from O through 255, that indicates a position in the path.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
explicit-paths <name> ({
explicite-route-objects <0-255>

}

Usage Guidelines
Use this command to create an explicit route object for a specified path at a position indicated by the specified index value.
Use the set form of this command to create an explicit route object.
Use the delete form of this command to delete an explicit route object.

Use the show form of this command to display an explicit route object.

Example
This example creates an explicit route object positioned at index value 100 in the path named pathl.

vyatta@R1l# set protocols mpls-rsvp globals explicit-path pathl explicit-route-objects 100
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protocols mpls-rsvp globals explicit-paths explicit-route-objects action loose

protocols mpls-rsvp globals explicit-paths explicit-route-objects action
loose

Creates an explicit route object that is a loose next-hop for a specified path at a position indicated by an index value.

Syntax
set protocols mpls-rsvp globals explicit-paths name explicit-route-objects O-255 action loose
delete protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255 action loose

show protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255 action loose

Parameters
name
A path name.

0-255
The index value, which ranges from O through 255, that indicates a position in the path.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
explicit-paths <name> ({
explicite-route-objects <0-255> {
action loose

}

Usage Guidelines

Use this command to create an explicit route object (where the object is a loose next-hop) for a specified path at a position
indicated by the specified index value. When the explicit route object is a loose next hop then it does not have to immediately
follow the preceding hop.

Use the set form of this command to create an explicit route object.
Use the delete form of this command to delete an explicit route object.

Use the show form of this command to display an explicit route object.

Example
The following example shows how to create an explicit route loose next hop object positioned at index value 100 in the path

named pathl.

vyatta@Rl# set protocols mpls-rsvp globals explicit-path pathl explicit-route-objects 100 action loose
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protocols mpls-rsvp globals explicit-paths explicit-route-objects action strict

protocols mpls-rsvp globals explicit-paths explicit-route-objects action
strict

Creates an explicit route object that is a strict next-hop for a specified path at a position indicated by an index value.

Syntax
set protocols mpls-rsvp globals explicit-paths name explicit-route-objects O-255 action strict
delete protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255 action strict

show protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255 action strict

Parameters

name
A path name.

0-255
The index value, which ranges from O through 255, that indicates a position in the path.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
explicit-paths <name> ({
explicite-route-objects <0-255> {
action strict

}

Usage Guidelines

Use this command to create an explicit route object (where the object is a strict next-hop) for a specified path at a position
indicated by the specified index value. When the explicit route object is a strict next-hop then it must immediately follow the
preceding hop.

Use the set form of this command to create an explicit route object.
Use the delete form of this command to delete an explicit route object.

Use the show form of this command to display an explicit route object.

Example
The following example shows how to create an explicit route strict next-hop object positioned at index value 100 in the path
named pathl.

vyatta@R1l# set protocols mpls-rsvp globals explicit-path pathl explicit-route-objects 100 action strict
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protocols mpls-rsvp globals explicit-paths explicit-route-objects address

protocols mpls-rsvp globals explicit-paths explicit-route-objects address

Creates an explicit route object with a specified next-hop address for a specified path at a position indicated by an index value.

Syntax

set protocols mpls-rsvp globals explicit-paths name explicit-route-objects O-255 address x.x.x.x
delete protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255 address x.x.x.x

show protocols mpls-rsvp globals explicit-paths name explicit-route-objects 0-255 address x.x.x.x

Parameters

name
A path name.

0-255
The index value, which ranges from O through 255, that indicates a position in the path.
XXXX
The address of the next-hop.
Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
explicit-paths <name> ({
explicite-route-objects <0-255> {
address X.X.X.X
}

Usage Guidelines

Use this command to create an explicit route object (where the object is a next-hop at the specified address) for a specified path
at a position indicated by the specified index value. The explicit route object is configured with the address of the next hop in the
path.

Use the set form of this command to create an explicit route object.
Use the delete form of this command to delete an explicit route object.

Use the show form of this command to display an explicit route object.
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protocols mpls-rsvp globals explicit-paths explicit-route-objects address

Example
The following example shows how to create an explicit route object with next-hop address 10.10.10.10 and the object is

positioned at index value 100 in the path named pathl.

vyatta@R1l# set protocols mpls-rsvp globals explicit-path pathl explicit-route-objects 100 address
10.10.10.10
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protocols mpls-rsvp globals reoptimization

Enables periodic reoptimization of tunnels.

Syntax

set protocols mpls-rsvp globals reoptimization
delete protocols mpls-rsvp globals reoptimization

show protocols mpls-rsvp globals reoptimization

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
reoptimization

}

Usage Guidelines

protocols mpls-rsvp globals reoptimization

Use this command to enable periodic reoptimization of tunnels. The default reoptimization time is 3600 seconds. If
reoptimization is not enabled, a session remains on its current path even if a better path becomes available.

Use the set form of this command to enable periodic reoptimization of tunnels.

Use the delete form of this command to delete periodic reoptimization of tunnels.

Use the show form of this command to display the configuration of periodic reoptimization of tunnels.
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protocols mpls-rsvp globals reoptimization interval

protocols mpls-rsvp globals reoptimization interval

Configures periodic reoptimization of tunnels at an interval.

Syntax

set protocols mpls-rsvp globals reoptimization interval 0.604800
delete protocols mpls-rsvp globals reoptimization interval 0..604800

show protocols mpls-rsvp globals reoptimization interval 0..604800

Parameters

0..604800
The interval value in seconds. The value can be zero through 604800.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
reoptimization {
interval <0..604800>
}

Usage Guidelines

Use this command to configure periodic reoptimization of tunnels with a specific reoptimization interval, in seconds. The default
reoptimization time is 3600 seconds. If reoptimization is not enabled, a session will remain on its current path even if a better
path becomes available.

Use the set form of this command to enable periodic reoptimization of tunnels.
Use the delete form of this command to delete periodic reoptimization of tunnels.

Use the show form of this command to display the configuration of periodic reoptimization of tunnels.

Example
The following example shows how to configure the reoptimization of tunnels to happen every 1000 seconds.

vyatta@R1l# set protocols mpls-rsvp globals reoptimization interval 1000
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protocols mpls-rsvp globals tail-signaling explicit-null

protocols mpls-rsvp globals tail-signaling explicit-null

Configures an explicit-null label at the tail end.

Syntax

set protocols mpls-rsvp globals tail-signaling explicit-null
delete protocols mpls-rsvp globals tail-signaling explicit-null

show protocols mpls-rsvp globals tail-signaling explicit-null

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
globals {
tail-signaling explicit-null

}

Usage Guidelines

Use this command to set an explicit-null label at the tail end of a tunnel. The default is to use implicit-null.

Use the set form of this command to set an explicit-null label at the tail end of a tunnel.

Use the delete form of this command to delete an explicit-null label at the tail end of a tunnel.

Use the show form of this command to display the configuration of an explicit-null label at the tail end of a tunnel.

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
53-1004725-01

159



protocols mpls-rsvp interfaces interface

protocols mpls-rsvp interfaces interface
Enables RSVP-TE on the specified interface.

Syntax

set protocols mpls-rsvp interfaces interface name
delete protocols mpls-rsvp interfaces interface name

show protocols mpls-rsvp interfaces interface name

Parameters

name
The interface name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name>

}

Usage Guidelines

Use this command to enable RSVP-TE on the specified interface. Tunnels can only be established over interfaces which are

enabled for RSVP-TE.

Use the set form of this command to enable RSVP-TE on the specified interface.

Use the delete form of this command to delete the configuration of RSVP-TE on the specified interface.

Use the show form of this command to show the configuration of RSVP-TE on the specified interface.

Example

The following example shows how to enable RSVP-TE on the interface named dpOp256p1.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOp256pl
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protocols mpls-rsvp interfaces interface admin-groups

protocols mpls-rsvp interfaces interface admin-groups

Associates an administrative group with an interface.

Syntax

set protocols mpls-rsvp interfaces interface name admin-groups name
delete protocols mpls-rsvp interfaces interface name admin-groups name

show protocols mpls-rsvp interfaces interface name admin-groups name

Parameters

interface name
The interface name.

admin-groups name
The administrative group name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> ({
admin-groups <name>

}

Usage Guidelines

Use this command to associate an administrative group with an interface. The administrative group must be previously defined
using the protocols mpls-rsvp globals admin-groups <name> value <0-31> command. MPLS RSVP must be enabled on the
interface. This allows path affinities to exclude or include interfaces associated with specific administrative groups.

Use the set form of this command to associate an administrative group with an interface.
Use the delete form of this command to delete the association of an administrative group with an interface.

Use the show form of this command to display the association of an administrative group with an interface.

Example
The following example shows how to associate the administrative group named group8 with the interface named dpOp256p1.

vyatta@R1# set protocols mpls-rsvp interfaces interface dpOp256pl admin-groups group8
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protocols mpls-rsvp interfaces interface bandwidth-constraints maximum-reservable

protocols mpls-rsvp interfaces interface bandwidth-constraints
maximum-reservable

Sets the maximum reservable bandwidth for an interface.

Syntax

set protocols mpls-rsvp interfaces interface name bandwidth-constraints maximum-reservable 1-10000000000
delete protocols mpls-rsvp interfaces interface name bandwidth-constraints maximum-reservable 1-120000000000

show protocols mpls-rsvp interfaces interface name bandwidth-constraints maximum-reservable 1-120000000000

Parameters

name
The name of the interface.

1-10000000000
The maximum bandwidth, which can be from 1 through 270000000000.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> ({
bandwidth-constraints {
maximum-reservable <1..10000000000>
}

Usage Guidelines
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Use this command to set the maximum reservable bandwidth for an interface. This is required to support tunnels with specific
bandwidth requirements. The value can be alternatively configured with a k (kilo), m (mega) or g (giga) suffix; for example 1g.

Use the set form of this command to set the maximum reservable bandwidth for an interface.
Use the delete form of this command to delete the configuration of the maximum reservable bandwidth for an interface.

Use the show form of this command to display the configured maximum reservable bandwidth for an interface.

Example
The following example shows how to set the maximum reservable bandwidth to 2700000 for the interface named dpOp256p1.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOp256pl bandwidth-constraints maximum-
reservable 100000
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protocols mpls-rsvp interfaces interface signaling hello interval

protocols mpls-rsvp interfaces interface signaling hello interval

Configures the interval between successive hello packets in milliseconds.

Syntax

set protocols mpls-rsvp interfaces interface name signaling hello interval 210..65535
delete protocols mpls-rsvp interfaces interface name signaling hello interval 10..65535

show protocols mpls-rsvp interfaces interface name signaling hello interval 10..65535

Parameters

interface name
The interface name.

signaling hello interval 10..65535
The interval between successive hello packets in milliseconds, which can be from 10 through 65535.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> {
signaling {
hello {
interval <10..65535>

}

Usage Guidelines

Use this command to configure the interval between successive hello packets in milliseconds. The default interval is 2 seconds.
Hello packets are only sent to explicitly configured neighbors. The exchange of hello packets can be used to detect link failures
in the absence of a physical notification.

Use the set form of this command to configure the interval between successive hello packets in milliseconds.

Use the delete form of this command to delete the configuration of the interval between successive hello packets in
milliseconds.

Use the show form of this command to display the configured interval between successive hello packets in milliseconds.
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protocols mpls-rsvp interfaces interface signaling hello interval

Example
The following example shows how to configure the interval between successive hello packets to 6500 milliseconds on the
interface named dpOp256p1.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOp256pl signaling hello interval 6500
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protocols mpls-rsvp interfaces interface signaling hello receipt

protocols mpls-rsvp interfaces interface signaling hello receipt

Enables the reception of hello packets from a neighbor.

Syntax
set protocols mpls-rsvp interfaces interface name signaling hello receipt
delete protocols mpls-rsvp interfaces interface name signaling hello receipt

show protocols mpls-rsvp interfaces interface name signaling hello receipt

Parameters

interface name
The interface name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> {
signaling {
hello {
receipt

}

Usage Guidelines
Use this command to enable the reception of hello packets from a neighbor. Incoming hello packets will be ignored if this is not
enabled.

Use the set form of this command to enable the reception of hello packets from a neighbor.
Use the delete form of this command to delete the configuration that enables the reception of hello packets from a neighbor.

Use the show form of this command to display the configuration that enables the reception of hello packets from a neighbor.

Example
The following example shows how to enable the reception of hello packets from a neighbor on the interface named

dpOp256p1.

vyatta@R1l# set protocols mpls-rsvp interfaces interface dpOp256pl signaling hello receipt
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protocols mpls-rsvp interfaces interface signaling hello timeout

protocols mpls-rsvp interfaces interface signaling hello timeout

Configures the time to wait before assuming the link to be dead.

Syntax
set protocols mpls-rsvp interfaces interface name signaling hello timeout10..65535
delete protocols mpls-rsvp interfaces interface name signaling hello timeout 10..65535

show protocols mpls-rsvp interfaces interface name signaling hello timeout 10..65535

Parameters

interface name
The interface name.

signaling hello timeout10..65535
The timeout between successive hello packets in milliseconds, which can be from 10 through 65535.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> {
signaling {
hello {
timeout <10..65535>

}

Usage Guidelines

Use this command to configure how long to wait in milliseconds before assuming the link to be dead. The default is 7 seconds.
Use the set form of this command to configure the timeout between successive hello packets in milliseconds.

Use the delete form of this command to delete the configuration of the timeout between successive hello packets in
milliseconds.

Use the show form of this command to display the configured timeout between successive hello packets in milliseconds.

Example
The following example shows how to configure the timeout between successive hello packets to 27000 milliseconds on the
interface named dpOp256p1.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOp256pl signaling hello timeout 1000

Brocade Vyatta Network OS MPLS Configuration Guide, 5.2R1
166 53-1004725-01



protocols mpls-rsvp interfaces interface signaling refresh interval

protocols mpls-rsvp interfaces interface signaling refresh interval

Configures an interval for refresh reduction transmissions.

Syntax

set protocols mpls-rsvp interfaces interface name signaling refresh interval 10..65535
delete protocols mpls-rsvp interfaces interface name signaling refresh interval 10..65535

show protocols mpls-rsvp interfaces interface name signaling refresh interval 10..65535

Parameters

interface name
The interface name.

signaling refresh interval 10..65535
The signaling refresh interval value in seconds, which can be from 10 through 65535.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {

interfaces {

interface <name> {

signaling {
refresh {
interval <10..65535>

}

Usage Guidelines

Use this command to configure an interval in seconds for refresh reduction transmissions. The default is 30 seconds.
Use the set form of this command to configure an interval for refresh reduction transmissions.
Use the delete form of this command to delete the configuration of an interval for refresh reduction transmissions.

Use the show form of this command to display the configuration of an interval for refresh reduction transmissions.

Example
The following example shows how to configure a 60 second interval for refresh reduction transmissions on the interface named

dpOp256p1.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOp256pl signaling refresh interval 60
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protocols mpls-rsvp interfaces interface signaling refresh reduction
disable

Disables refresh reduction procedures.

Syntax

set protocols mpls-rsvp interfaces interface name signaling refresh reduction disable
delete protocols mpls-rsvp interfaces interface name signaling refresh reduction disable

show protocols mpls-rsvp interfaces interface name signaling refresh reduction disable

Parameters

interface name
The interface name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> {
signaling {

refresh {
reduction {
disable

}

Usage Guidelines

Use this command to disable refresh reduction procedures. The default is enabled.
Use the set form of this command to disable refresh reduction procedures.
Use the delete form of this command to delete the configuration that disables refresh reduction procedures.

Use the show form of this command to display the configuration that disables refresh reduction procedures.

Example
The following example shows how to disable refresh reduction procedures on the interface named dpOp256p1.

vyatta@Rl# set protocols mpls-rsvp interfaces interface dpOp256pl signaling refresh reduction disable
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protocols mpls-rsvp interfaces interface te-metric

Configures the interface metric to be used with TE tunnels.

Syntax

set protocols mpls-rsvp interfaces interface name te-metric 1..65535
delete protocols mpls-rsvp interfaces interface name te-metric 1..65535

show protocols mpls-rsvp interfaces interface name te-metric 1..65535

Parameters

interface name
The interface name.

te-metric 1..65535
The value for the interface metric to be used with TE tunnels. The value can be from 1 through 65535.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
interface <name> ({
te-metric <1..65535>
}

Usage Guidelines

Use this command to configure the interface metric to be used with TE tunnels. By default, the IGP metric is used.
Use the set form of this command to configure the interface metric to be used with TE tunnels.
Use the delete form of this command to delete the configuration of an interface metric to be used with TE tunnels.

Use the show form of this command to display the configured interface metric to be used with TE tunnels.

Example
The following example shows how to configure the interface metric 655 to be used with TE tunnels on the interface named

dpOp256p1.

vyatta@R1# set protocols mpls-rsvp interfaces interface te-metric 655
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protocols mpls-rsvp log cspf
Logs CSPF information.

Syntax
set protocols mpls-rsvp log cspf
delete protocols mpls-rsvp log cspf

show protocols mpls-rsvp log cspf

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
cspf
}

Usage Guidelines

Use this command to log Constrained Shortest Path First (CSPF) information.

Use the set form of this command to log CSPF information.

Use the delete form of this command to delete the configuration to log CSPF information.

Use the show form of this command to display the configuration to log CSPF information.
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protocols mpls-rsvp log events
Logs general RSVP-TE events.

Syntax

set protocols mpls-rsvp log events
delete protocols mpls-rsvp log events

show protocols mpls-rsvp log events

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
events

}

Usage Guidelines

Use this command to log general RSVP-TE events.
Use the set form of this command to log general RSVP-TE events.
Use the delete form of this command to delete the configuration to log general RSVP-TE events.

Use the show form of this command to display the configuration to log general RSVP-TE events.
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protocols mpls-rsvp log fsm egress

Logs egress state machine events.

Syntax
set protocols mpls-rsvp log fsm egress
delete protocols mpls-rsvp log fsm egress

show protocols mpls-rsvp log fsm egress

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
fsm {
egress

}

Usage Guidelines

Use this command to log egress state machine events.

Use the set form of this command to log egress state machine events.

Use the delete form of this command to delete the configuration to log egress state machine events.

Use the show form of this command to display the configuration to log egress state machine events.
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protocols mpls-rsvp log fsm ingress

Logs ingress state machine events.

Syntax
set protocols mpls-rsvp log fsm ingress
delete protocols mpls-rsvp log fsm ingress

show protocols mpls-rsvp log fsm ingress

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
fsm {
ingress

}

Usage Guidelines

Use this command to log ingress state machine events.

Use the set form of this command to log ingress state machine events.

protocols mpls-rsvp log fsm ingress

Use the delete form of this command to delete the configuration to log ingress state machine events.

Use the show form of this command to display the configuration to log ingress state machine events.
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protocols mpls-rsvp log fsm transit downstream

Logs transit downstream state machine events.

Syntax
set protocols mpls-rsvp log fsm transit downstream
delete protocols mpls-rsvp log fsm transit downstream

show protocols mpls-rsvp log fsm transit downstream

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
fsm {
transit {
downstream

}

Usage Guidelines

Use this command to log transit downstream state machine events.

Use the set form of this command to log transit downstream state machine events.
Use the delete form of this command to delete the configuration to log transit downstream state machine events.

Use the show form of this command to display the configuration to log transit downstream state machine events.
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protocols mpls-rsvp log fsm transit upstream

Logs transit upstream state machine events.

Syntax

set protocols mpls-rsvp log fsm transit upstream
delete protocols mpls-rsvp log fsm transit upstream

show protocols mpls-rsvp log fsm transit upstream

Modes

Configuration mode

Configuration Statement
protocols {
mpls-rsvp {
log {
fsm {
transit {
upstream

}

Usage Guidelines

Use this command to log transit upstream state machine events.
Use the set form of this command to log transit upstream state machine events.
Use the delete form of this command to delete the configuration to log transit upstream state machine events.

Use the show form of this command to display the configuration to log transit upstream state machine events.
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protocols mpls-rsvp log nsm
Logs interactions with the NSM.

Syntax
set protocols mpls-rsvp log nsm
delete protocols mpls-rsvp log nsm

show protocols mpls-rsvp log nsm

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
nsm

}

Usage Guidelines

Use this command to log interactions with the Network Services Module (NSM).

Use the set form of this command to log interactions with the NSM.

Use the delete form of this command to delete the configuration to log interactions with the NSM.

Use the show form of this command to display the configuration to log interactions with the NSM.
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protocols mpls-rsvp log packet

Logs RSVP-TE packet transmission and reception.

Syntax

set protocols mpls-rsvp log packet
delete protocols mpls-rsvp log packet

show protocols mpls-rsvp log packet

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
packet
}

Usage Guidelines

Use this command to log RSVP-TE packet transmission and reception.

Use the set form of this command to log RSVP-TE packet transmission and reception.

protocols mpls-rsvp log packet

Use the delete form of this command to delete the configuration to log RSVP-TE packet transmission and reception.

Use the show form of this command to display the configuration to log RSVP-TE packet transmission and reception.
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protocols mpls-rsvp log rib
Logs interactions with the RIB.

Syntax
set protocols mpls-rsvp log rib
delete protocols mpls-rsvp log rib

show protocols mpls-rsvp log rib

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
log {
rib

}

Usage Guidelines

Use this command to log interactions with the Routing Information Base (RIB).

Use the set form of this command to log interactions with the RIB.

Use the delete form of this command to delete the configuration to log interactions with the RIB.

Use the show form of this command to display the configuration to log interactions with the RIB.
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protocols mpls-rsvp neighbors neighbor

Configures a neighbor to exchange hello packets.

Syntax
set protocols mpls-rsvp neighbors neighbor x.x.x.x
delete protocols mpls-rsvp neighbors neighbor x.x.x.x

show protocols mpls-rsvp neighbors neighbor x.x.x.x

Parameters

XXXX
The address of the neighbor.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
interfaces {
neighbors {
neighbor <x.x.x.x>

}

Usage Guidelines

protocols mpls-rsvp neighbors neighbor

Use this command to configure a neighbor to exchange hello packets with so that the configuration can be used for link failure

detection.

Use the set form of this command to configure a neighbor to exchange hello packets.

Use the delete form of this command to delete the configuration of a neighbor set to exchange hello packets.

Use the show form of this command to display the configuration of a neighbor set to exchange hello packets.

Example

The following example shows how to enable RSVP-TE on the neighbor at 10.10.10.10.

vyatta@R1l# set protocols mpls-rsvp neighbors neighbor 10.10.10.10
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protocols mpls-rsvp tunnels tunnel
Configures the head-end for an RSVP-TE tunnel.

Syntax

set protocols mpls-rsvp tunnels tunnel name
delete protocols mpls-rsvp tunnels tunnel name

show protocols mpls-rsvp tunnels tunnel name

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name>

}

Usage Guidelines

Use this command to configure the head-end for an RSVP-TE tunnel. No sessions will be established unless a destination is
configured.

Use the set form of this command to configure the head-end for an RSVP-TE tunnel.
Use the delete form of this command to delete the configuration of the head-end for an RSVP-TE tunnel.

Use the show form of this command to display the configuration of the head-end for an RSVP-TE tunnel.

Example
The following example shows how to configure the head-end for an RSVP-TE tunnel named pel-pe2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2
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protocols mpls-rsvp tunnels tunnel autoroute-announce

Enables calculation of routes over TE-tunnels by IGPs.

Syntax
set protocols mpls-rsvp tunnels tunnel name autoroute-announce
delete protocols mpls-rsvp tunnels tunnel name autoroute-announce

show protocols mpls-rsvp tunnels tunnel name autoroute-announce

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
autoroute-announce

}

Usage Guidelines

Use this command to enable calculation of routes over TE-tunnels by Interior Gateway Protocols (IGPs). By default, only the
route to the tunnel destination is added to the RIB. When calculation of routes over TE-tunnels is enabled, IGPs treat a tunnel as

a single link when calculating routes.

Use the set form of this command to enable calculation of routes over TE-tunnels by IGPs.

Use the delete form of this command to delete the configuration that enables calculation of routes over TE-tunnels by IGPs.

Use the show form of this command to display the configuration that enables calculation of routes over TE-tunnels by IGPs.

Example

The following example shows how to allow IGPs to calculate routes over the RSVP-TE tunnel named pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 autoroute-announce
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protocols mpls-rsvp tunnels tunnel autoroute-announce absolute-metric

Configures a fixed metric to be used for the tunnel by the IGP for the shortest path calculations.

Syntax
set protocols mpls-rsvp tunnels tunnel name autoroute-announce absolute-metric 1..65535
delete protocols mpls-rsvp tunnels tunnel name autoroute-announce absolute-metric 1..65535

show protocols mpls-rsvp tunnels tunnel name autoroute-announce absolute-metric 1..65535

Parameters

name
The tunnel name.

1.65535
The fixed metric value, which can be from 1 through 65535.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
autoroute-announce {
absolute-metric <1..65535>
}

Usage Guidelines

Use this command to configure a fixed metric to be used for the specified tunnel by the Interior Gateway Protocols (IGPs) for its
shortest path calculations. The default is the IGP metric.

Use the set form of this command to configure a fixed metric to be used for the tunnel by the IGP for its shortest path
calculations.

Use the delete form of this command to delete the configuration of a fixed metric to be used for the tunnel by the IGP for its
shortest path calculations.

Use the show form of this command to display the configuration that sets a fixed metric to be used for the tunnel by the IGP for
its shortest path calculations.
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protocols mpls-rsvp tunnels tunnel autoroute-announce absolute-metric

Example
The following example shows how to configure 6000 as the IGP metric to be used by the IGP for the shortest path calculations

for the RSVP-TE tunnel named pel-pe2 tunnel.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 autoroute-announce absolute-metric 6000
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protocols mpls-rsvp tunnels tunnel autoroute-announce relative-metric

Configures a metric that is relative to the IGP metric.

Syntax

set protocols mpls-rsvp tunnels tunnel name autoroute-announce relative-metric -65535..65535
delete protocols mpls-rsvp tunnels tunnel name autoroute-announce relative-metric -65535..65535

show protocols mpls-rsvp tunnels tunnel name autoroute-announce relative-metric -65535..65535

Parameters

name
The tunnel name.

-65535..65535
The value for a relative metric. The value can be from -65535 through 65535.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
autoroute-announce {
relative-metric <-65535..65535>
}

Usage Guidelines

Use this command to configure a metric that is relative to the IGP metric for the specified tunnel.

The relative-metric command is mutually exclusive with the absolute-metric command.

Use the set form of this command to configure a metric that is relative to the IGP metric.

Use the delete form of this command to delete the configuration of a metric that is relative to the IGP metric.

Use the show form of this command to display the configuration that sets a metric that is relative to the IGP metric.

Example
The following example shows how to configure 3000 as the metric that is relative to the IGP metric to be used for the RSVP-TE
tunnel named pel-pe2 tunnel by the IGP for its shortest path calculations.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 autoroute-announce relative-metric 3000
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protocols mpls-rsvp tunnels tunnel destination

Configures the address of the tail end of the tunnel.

Syntax
set protocols mpls-rsvp tunnels tunnel name destination x.x.x.x
delete protocols mpls-rsvp tunnels tunnel name destination x.x.x.x

show protocols mpls-rsvp tunnels tunnel name destination x.x.x.x

Parameters

name
The tunnel name.

X.X.X.X
The address of the tail end of the tunnel.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
destination <x.x.x.x>

}

Usage Guidelines

protocols mpls-rsvp tunnels tunnel destination

Use this command to configure the address of the tail end of the specified tunnel. This is required in order to establish any

sessions.

Use the set form of this command to configure the address of the tail end of the tunnel.

Use the delete form of this command to delete the configuration of the address of the tail end of the tunnel.

Use the show form of this command to display the configuration of the address of the tail end of the tunnel.

Example

The following example shows how to configure 11.11.11.11 as the address of the tail end of the RSVP-TE tunnel named pel-

pel.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 destination 11.11.11.11
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protocols mpls-rsvp tunnels tunnel primary bandwidth
Configures the bandwidth to be reserved along the primary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary bandwidth 7-20000000000
delete protocols mpls-rsvp tunnels tunnel name primary bandwidth 2-170000000000
show protocols mpls-rsvp tunnels tunnel name primary bandwidth 2-170000000000

Parameters

name
The tunnel name.

1-10000000000
The bandwidth reserved for the tunnel. The bandwidth can be from 1 through 2Z0000000000.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
bandwidth <1-10000000000>
}

Usage Guidelines

Use this command to configure the bandwidth to be reserved along the primary path. The interfaces must be configured with a
maximum reservable bandwidth before tunnels can reserve bandwidth on the interfaces. By default, no bandwidth is reserved.

Use the set form of this command to configure the bandwidth to be reserved along the primary path.
Use the delete form of this command to delete the configuration of the bandwidth to be reserved along the primary path.

Use the show form of this command to display the configuration of the bandwidth to be reserved along the primary path.

Example
The following example shows how to configure 27000000 as bandwidth to be reserved along the primary path for the RSVP-TE
tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary bandwidth 1000000
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protocols mpls-rsvp tunnels tunnel primary explicit-path
Configures the primary path on the specified tunnel to follow the specified explicit path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary explicit-path name
delete protocols mpls-rsvp tunnels tunnel name primary explicit-path name

show protocols mpls-rsvp tunnels tunnel name primary explicit-path name

Parameters

name
The tunnel name.

name
The name of the explicit path.

Modes

Configuration mode

Configuration Statement
protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
explicit-path <name>

}

Usage Guidelines

Use this command to configure the primary path on the specified tunnel to follow the specified explicit path.

The primary path will follow the full or partial explicit path, which must be defined in the globals section. The default is to follow
the CSPF calculated path.

Use the set form of this command to configure the primary path to follow the specified explicit path.
Use the delete form of this command to delete the configuration of the primary path to follow the specified explicit path.

Use the show form of this command to display the configuration of the primary path to follow the specified explicit path.

Example
The following example shows how to configure the primary path for the RSVP-TE tunnel named pel-pe?2 to follow the explicit

path named path1.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary explicit-path pathl
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protocols mpls-rsvp tunnels tunnel primary fast-reroute

Enables fast-reroute on the primary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute

}

Usage Guidelines

Use this command to enable fast-reroute for the primary path. This will establish node or link protection at each hop along the
primary path.

Use the set form of this command to enable fast-reroute.
Use the delete form of this command to delete the configuration that enables fast-reroute.

Use the show form of this command to display the configuration that enables fast-reroute.

Example
The following example shows how to configure the fast-reroute detour on the primary path for the RSVP-TE tunnel named
pel-pe2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute
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protocols mpls-rsvp tunnels tunnel primary fast-reroute bandwidth

Enables fast-reroute with reserved bandwidth.

Syntax
set protocols mpls-rsvp tunnels tunnel name primary fast-reroute bandwidth 2-70000000000
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute bandwidth 2-120000000000
show protocols mpls-rsvp tunnels tunnel name primary fast-reroute bandwidth 2-170000000000

Parameters

name
The tunnel name.

1-10000000000
The bandwidth to be reserved along the detour. The bandwidth can be from 1 through 2Z0000000000.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {
bandwidth <1-10000000000>
}

Usage Guidelines

Use this command to enable fast-reroute detours with reserved bandwidth. The interfaces must be configured with a maximum
reservable bandwidth before tunnels can reserve bandwidth on the interfaces. By default, no bandwidth is reserved.

Use the set form of this command to enable fast-reroute with reserved bandwidth.
Use the delete form of this command to delete the configuration of the bandwidth to be reserved for the fast-reroute.

Use the show form of this command to display the configuration of the bandwidth to be reserved for the fast-reroute.

Example
The following example shows how to configure 2000000 as bandwidth to be reserved for the fast-reroute detour for the
RSVP-TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute bandwidth 1000000
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protocols mpls-rsvp tunnels tunnel primary fast-reroute node-protection-
desired

Requests node protection along the path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute node-protection-desired
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute node-protection-desired

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute node-protection-desired

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {
node-protection-desired

}

Usage Guidelines

Use this command to request node protection along the path for the fast-reroute detour. The default is link protection.
Use the set form of this command to request node protection along the path.
Use the delete form of this command to delete the configuration of the node protection along the path.

Use the show form of this command to display the configuration of the node protection along the path.

Example
The following example shows how to configure node protection along the path for the fast-reroute detour for the RSVP-TE
tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute node-protection-desired
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protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection
affinities constraints include-any

Creates a list of affinities to include for the fast reroute detour.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints include-any
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints include-any

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints include-any

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {

path-selection {

affinities {

constraints include-any

}

Usage Guidelines

Use this command to create a list of affinities to include for the fast reroute detour for the primary path. The path will only be
able to use interfaces bound to the included administrative groups

Use the set form of this command to create a list of affinities to include for the primary path.
Use the delete form of this command to delete the configuration that creates a list of affinities to include for the primary path.

Use the show form of this command to display the configuration that creates a list of affinities to include for the primary path.
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Example
The following example shows how to create a list of affinities to include for the fast reroute detour for the RSVP-TE tunnel

named pel-pe2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints include-any
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protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection
affinities constraints include-any affinity-names

Creates a list of affinities to include for the specified administrative group for the fast reroute detour.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints include-any affinity-
names name

delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints include-any affinity-
names name

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints include-any affinity-
names name

Parameters

name
The tunnel name.

name
The name of the administrative group.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {

path-selection {

affinities {
constraints include-any {
affinity-names <name>

}

Usage Guidelines

Use this command to create a list of affinities to include for the specified administrative group on the primary path fast reroute
detour for the specified tunnel. The path will only be able to use interfaces bound to the included administrative groups.

Use the set form of this command to create a list of affinities to include for the specified administrative group on the primary
path fast reroute detour.
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Use the delete form of this command to delete the configuration that creates a list of affinities to include for the specified
administrative group on the primary path fast reroute detour.

Use the show form of this command to display the configuration that creates a list of affinities to include for the specified
administrative group on the primary path fast reroute detour.

Example
The following example shows how to create a list of affinities to include for the administrative group named group8 on the

primary path fast reroute detour for the RSVP-TE tunnel named pel-pe?2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints include-any affinity-names group8
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protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection
affinities constraints exclude-any

Creates a list of affinities to exclude for the fast reroute detour.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints exclude-any
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints exclude-any

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints exclude-any

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {

path-selection {

affinities {

constraints exclude-any

}

Usage Guidelines

Use this command to create a list of affinities to exclude on the fast reroute detour for the primary path. The path will not be able
to use interfaces bound to the excluded administrative groups.

Use the set form of this command to create a list of affinities to exclude for the fast reroute detour.

Use the delete form of this command to delete the configuration that creates a list of affinities to exclude for the fast reroute
detour.

Use the show form of this command to display the configuration that creates a list of affinities to exclude for the fast reroute
detour.
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Example
The following example shows how to create a list of affinities to exclude on the fast reroute detour for the primary path for the

RSVP-TE tunnel named pel-pe?2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints exclude-any
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protocols mpls-rsvp tunnels tunnel primary fast-reroute path-selection
affinities constraints exclude-any affinity-names

Creates a list of affinities to exclude for the specified administrative group on the fast reroute detour for the primary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints exclude-any affinity-
names name

delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints exclude-any affinity-
names name

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute path-selection affinities constraints exclude-any affinity-
names name

Parameters

name
The tunnel name.

name
The name of the administrative group.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {

path-selection {

affinities {
constraints exclude-any {
affinity-names <name>

}

Usage Guidelines

Use this command to create a list of affinities to exclude for the specified administrative group for the fast reroute detour on the
primary path for the specified tunnel. The path will not be able to use the interfaces bound to the excluded administrative
groups.
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Use the set form of this command to create a list of affinities to exclude for the specified administrative group on the fast
reroute detour.

Use the delete form of this command to delete the configuration that creates a list of affinities to exclude for the specified
administrative group on the fast reroute detour.

Use the show form of this command to display the configuration that creates a list of affinities to exclude for the specified
administrative group on the fast reroute detour.

Example
The following example shows how to create a list of affinities to exclude for the administrative group named group8 on the fast
reroute detour for the primary path for the RSVP-TE tunnel named pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute path-selection
affinities constraints exclude-any affinity-name groupS8
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protocols mpls-rsvp tunnels tunnel primary fast-reroute priority hold

Configures a hold priority for a session on a fast reroute detour.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute priority hold O-7
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute priority hold O-7

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute priority hold O-7

Parameters
name
The tunnel name.
0-7
The hold priority for the session. The priority can be zero through seven, where zero is the highest priority.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
primary {

fast-reroute {
hold <0-7>

}

Usage Guidelines

Use this command to configure a hold priority for this session on the fast reroute detour. The default is O (highest), which means
it will not be pre-empted by higher priority sessions.

Use the set form of this command to configure a hold priority for this session on the fast reroute detour.
Use the delete form of this command to delete the configuration of a hold priority for this session on the fast reroute detour.

Use the show form of this command to display the configuration of a hold priority for this session on the fast reroute detour.
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Example
The following example shows how to set the hold priority to 7 (the lowest priority) for the session along the fast reroute detour

for the primary path for the RSVP-TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute priority hold 7
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protocols mpls-rsvp tunnels tunnel primary fast-reroute priority setup

Configures a setup priority for a session on a fast reroute detour.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute priority setup O-7
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute priority setup O-7

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute priority setup O-7

Parameters
name
The tunnel name.
0-7
The setup priority for the session. The priority can be zero through seven, where zero is the highest priority.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {

fast-reroute {

priority {

setup <0-7>

}

Usage Guidelines

Use this command to configure a setup priority for this session on a fast reroute detour. The default is 7 (lowest), which means
the session cannot pre-empt lower priority sessions.

Use the set form of this command to configure a setup priority for this session on a fast reroute detour.
Use the delete form of this command to delete the configuration of a setup priority for this session on a fast reroute detour.

Use the show form of this command to display the configuration of a setup priority for this session on a fast reroute detour.
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Example
The following example shows how to set the setup priority to zero for the session along the fast reroute detour for the primary

path for the RSVP-TE tunnel named pel-pe2. Zero is the highest priority, which means this session can pre-empt lower priority
sessions.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute priority setup 0
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protocols mpls-rsvp tunnels tunne primary fast-reroute protection one-to-
one

Configures one-to-one protection along the path for the fast-reroute detour.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary fast-reroute protection one-to-one
delete protocols mpls-rsvp tunnels tunnel name primary fast-reroute protection one-to-one

show protocols mpls-rsvp tunnels tunnel name primary fast-reroute protection one-to-one

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
fast-reroute {
protection one-to-one

}

Usage Guidelines

Use this command to configure one-to-one protection along the path for the fast-reroute detour. This is the default.
Use the set form of this command to request node protection along the path.
Use the delete form of this command to delete the configuration of the node protection along the path.

Use the show form of this command to display the configuration of the node protection along the path.

Example
The following example shows how to configure one-to-one protection along the path for the fast-reroute detour for the RSVP-

TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary fast-reroute protection one-to-one
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protocols mpls-rsvp tunnels tunnel primary lockdown

Locks the primary path on the specified tunnel.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary lockdown
delete protocols mpls-rsvp tunnels tunnel name primary lockdown

show protocols mpls-rsvp tunnels tunnel name primary lockdown

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
lockdown

}

Usage Guidelines

Use this command to lock the primary path on the specified tunnel. When the primary path is locked down, the primary path
cannot be re-optimized.

Use the set form of this command to lock the primary path.
Use the delete form of this command to delete the configuration to lock the primary path.

Use the show form of this command to display the configuration to lock the primary path.

Example
The following example shows how to lock the primary path for the RSVP-TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary lockdown
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protocols mpls-rsvp tunnels tunnel primary path-selection affinities
constraints include-any

Creates a list of affinities to include for the path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints include-any
delete protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints include-any

show protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints include-any

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {

path-selection {

affinities {

constraints include-any

}

Usage Guidelines

Use this command to create a list of affinities to include for the primary path. The path will only be able to use interfaces bound
to the included administrative groups.

Use the set form of this command to create a list of affinities to include for the primary path.
Use the delete form of this command to delete the configuration that creates a list of affinities to include for the primary path.

Use the show form of this command to display the configuration that creates a list of affinities to include for the primary path.

Example
The following example shows how to create a list of affinities to include for the primary path for the RSVP-TE tunnel named
pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities constraints
include-any
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protocols mpls-rsvp tunnels tunnel primary path-selection affinities
constraints include-any affinity-names

Creates a list of affinities to include for the specified administrative group on the primary path.

Syntax
set protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints include-any affinity-names name
delete protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints include-any affinity-names name

show protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints include-any affinity-names name

Parameters

name
The tunnel name.

name
The name of the administrative group.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {

path-selection {

affinities {
constraints include-any {
affinity-names <name>

}

Usage Guidelines

Use this command to create a list of affinities to include for the specified administrative group on the primary path for the
specified tunnel. The path can only use interfaces bound to the included administrative groups.

Use the set form of this command to create a list of affinities to include for the specified administrative group on the primary
path.

Use the delete form of this command to delete the configuration that creates a list of affinities to include for the specified
administrative group on the primary path.
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Use the show form of this command to display the configuration that creates a list of affinities to include for the specified
administrative group on the primary path.

Example
The following example shows how to create a list of affinities to include for the administrative group named group8 on the
primary path for the RSVP-TE tunnel named pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities constraints
include-any affinity-names groupS8
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protocols mpls-rsvp tunnels tunnel primary path-selection affinities
constraints exclude-any

Creates a list of affinities to exclude for the path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints exclude-any
delete protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints exclude-any

show protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints exclude-any

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {

path-selection {

affinities {

constraints exclude-any

}

Usage Guidelines

208

Use this command to create a list of affinities to exclude for the primary path. The path will not be able to use interfaces bound
to the excluded administrative groups.

Use the set form of this command to create a list of affinities to exclude for the primary path.
Use the delete form of this command to delete the configuration that creates a list of affinities to exclude for the primary path.

Use the show form of this command to display the configuration that creates a list of affinities to exclude for the primary path.

Example
The following example shows how to create a list of affinities to exclude for the primary path for the RSVP-TE tunnel named
pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities constraints
exclude-any
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protocols mpls-rsvp tunnels tunnel primary path-selection affinities
constraints exclude-any affinity-names

Creates a list of affinities to exclude for the specified administrative group on the primary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints exclude-any affinity-names name
delete protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints exclude-any affinity-names name

show protocols mpls-rsvp tunnels tunnel name primary path-selection affinities constraints exclude-any affinity-names name

Parameters

name
The tunnel name.

name
The name of the administrative group.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {

path-selection {

affinities {
constraints exclude-any {
affinity-names <name>

}

Usage Guidelines

Use this command to create a list of affinities to exclude for the specified administrative group on the primary path for the
specified tunnel. The path will not be able to use the interfaces bound to the excluded groups.

Use the set form of this command to create a list of affinities to exclude for the specified administrative group on the primary
path.

Use the delete form of this command to delete the configuration that creates a list of affinities to exclude for the specified
administrative group on the primary path.
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Use the show form of this command to display the configuration that creates a list of affinities to exclude for the specified
administrative group on the primary path.

Example
The following example shows how to create a list of affinities to exclude for the administrative group named group8 on the

primary path for the RSVP-TE tunnel named pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection affinities constraints
exclude-any affinity-names group8
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protocols mpls-rsvp tunnels tunnel primary path-selection hop-limit

Limits primary paths to those that do not exceed a number of hops for CSPF.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary path-selection hop-limit value
delete protocols mpls-rsvp tunnels tunnel name primary path-selection hop-limit value

show protocols mpls-rsvp tunnels tunnel name primary path-selection hop-limit value

Parameters

name
The tunnel name.

value
The maximum number of hops allowed.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
path-selection {
hop-limit <value>

}

Usage Guidelines

Use this command to create a hop-limit constraint that limits CSPF to paths that do not exceed the set number of hops.
Use the set form of this command to create a hop-limit constraint for primary paths.
Use the delete form of this command to delete a hop-limit constraint for primary paths.

Use the show form of this command to display the configuration that creates a hop-limit constraint for primary paths.

Example
The following example shows how to limit the primary path to 12 hops for the RSVP-TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary path-selection hop-limit 12
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protocols mpls-rsvp tunnels tunnel primary priority hold

Configures a hold priority for a session.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary priority hold O-7
delete protocols mpls-rsvp tunnels tunnel name primary priority hold O-7

show protocols mpls-rsvp tunnels tunnel name primary priority hold O-7

Parameters

name
The tunnel name.
0-7
The hold priority for the session. The priority can be zero through seven, where zero is the highest priority.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
priority {
hold <0-7>
}

Usage Guidelines

212

Use this command to configure a hold priority for this session. The default is O (highest), which means it will not be pre-empted
by higher priority sessions.

Use the set form of this command to configure a hold priority for this session.
Use the delete form of this command to delete the configuration of a hold priority for this session.

Use the show form of this command to display the configuration of a hold priority for this session.

Example
The following example shows how to set the hold priority to 7 (the lowest priority) for the session along the primary path for the
RSVP-TE tunnel named pel-pe?2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary priority hold 7
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protocols mpls-rsvp tunnels tunnel primary priority setup

Configures a setup priority for a session.

Syntax
set protocols mpls-rsvp tunnels tunnel name primary priority setup O-7
delete protocols mpls-rsvp tunnels tunnel name primary priority setup O-7

show protocols mpls-rsvp tunnels tunnel name primary priority setup O-7

Parameters
name
The tunnel name.
0-7
The setup priority for the session. The priority can be zero through seven, where zero is the highest priority.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
priority {
setup <0-7>
}

Usage Guidelines

Use this command to configure a setup priority for this session. The default is 7 (lowest), which means the session cannot pre-
empt lower priority sessions.

Use the set form of this command to configure a setup priority for this session.
Use the delete form of this command to delete the configuration of a setup priority for this session.

Use the show form of this command to display the configuration of a setup priority for this session.

Example
The following example shows how to set the setup priority to zero for the session along the primary path for the RSVP-TE
tunnel named pel-pe2. Zero is the highest priority, which means this session can pre-empt lower priority sessions.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary priority setup 0
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protocols mpls-rsvp tunnels tunnel primary record-route record-label

Records the labels used along the primary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name primary record-route record-label
delete protocols mpls-rsvp tunnels tunnel name primary record-route record-label

show protocols mpls-rsvp tunnels tunnel name primary record-route record-label

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
primary {
record-route {
record-label

}

Usage Guidelines

214

Use this command to record the labels in use along the primary path. The labels used along the path are displayed using the
show mpls rsvp session detail command.

For example, here is a sample of the default show mpls rsvp session detail output output:

Record route: <var> 10.10.11.6 10.10.12.7

Compared with the show mpls rsvp session detail output output when this command is configured:

Record route: <var> 10.10.11.6 (52480) 10.10.12.7 (3)

Use the set form of this command to record the labels in use along the primary path.

Use the delete form of this command to remove the configuration to record the labels in use along the primary path.

Use the show form of this command to display the configuration to record the labels in use along the primary path.
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Example
The following example shows how to record the labels in use along the primary path for the RSVP-TE tunnel named pel-pe?2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 primary record-route record-label
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protocols mpls-rsvp tunnels tunnel secondary bandwidth

Configures the bandwidth to be reserved along the secondary path.

Syntax
set protocols mpls-rsvp tunnels tunnel name secondary bandwidth 1-20000000000
delete protocols mpls-rsvp tunnels tunnel name secondary bandwidth 2-270000000000
show protocols mpls-rsvp tunnels tunnel name secondary bandwidth 27-70000000000

Parameters

name
The tunnel name.

1-10000000000
The bandwidth reserved for the tunnel. The bandwidth can be from 1 through 2Z0000000000.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
bandwidth <1-10000000000>
}

Usage Guidelines

Use this command to configure the bandwidth to be reserved along the secondary path. The interfaces must be configured with
a maximum reservable bandwidth before tunnels can reserve bandwidth on the interfaces. By default, no bandwidth is reserved.

Use the set form of this command to configure the bandwidth to be reserved along the secondary path.
Use the delete form of this command to delete the configuration of the bandwidth to be reserved along the secondary path.

Use the show form of this command to display the configuration of the bandwidth to be reserved along the secondary path.

Example
The following example shows how to configure 27000000 as the bandwidth to be reserved along the secondary path for the
RSVP-TE tunnel named pel-pe?2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary bandwidth 1000000
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protocols mpls-rsvp tunnels tunnel secondary explicit-path

Configures the secondary path on the specified tunnel to follow the specified explicit path.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary explicit-path name
delete protocols mpls-rsvp tunnels tunnel name secondary explicit-path name

show protocols mpls-rsvp tunnels tunnel name secondary explicit-path name

Parameters
name

The tunnel name.

name
The name of the explicit path.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
explicit-path <name>

}

Usage Guidelines

Use this command to configure the secondary path on the specified tunnel to follow the specified explicit path.

The secondary path will follow the full or partial explicit path, which must be defined in the globals section. The default is to
follow the CSPF calculated path.

Use the set form of this command to configure the secondary path to follow the specified explicit path.

Use the delete form of this command to delete the configuration of the secondary path to follow the specified explicit path.

Use the show form of this command to display the configuration of the secondary path to follow the specified explicit path.

Example
The following example shows how to configure the secondary path for the RSVP-TE tunnel named pel-pe?2 to follow the

explicit path named pathl.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary explicit-path pathl
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protocols mpls-rsvp tunnels tunnel secondary lockdown

Locks the secondary path on the specified tunnel.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary lockdown
delete protocols mpls-rsvp tunnels tunnel name secondary lockdown

show protocols mpls-rsvp tunnels tunnel name secondary lockdown

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
lockdown

}

Usage Guidelines

Use this command to lock the secondary path on the specified tunnel. When the secondary path is locked down, the secondary
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path cannot be re-optimized.
Use the set form of this command to lock the secondary path.
Use the delete form of this command to delete the configuration to lock the secondary path.

Use the show form of this command to display the configuration to lock the secondary path.

Example

The following example shows how to lock the secondary path for the RSVP-TE tunnel named pel-pe2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary lockdown
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protocols mpls-rsvp tunnels tunnel secondary path-selection affinities
constraints include-any

Creates a list of affinities to include for the path.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints include-any
delete protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints include-any

show protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints include-any

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
path-selection {
affinities {
constraints include-any

}

Usage Guidelines

Use this command to create a list of affinities to include for the secondary path. The path will only be able to use interfaces
bound to the included administrative groups

Use the set form of this command to create a list of affinities to include for the secondary path.
Use the delete form of this command to delete the configuration that creates a list of affinities to include for the secondary path.

Use the show form of this command to display the configuration that creates a list of affinities to include for the secondary path.

Example
The following example shows how to create a list of affinities to include for the secondary path for the RSVP-TE tunnel named

pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints include-any
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protocols mpls-rsvp tunnels tunnel secondary path-selection affinities
constraints include-any affinity-names

Creates a list of affinities to include for the specified administrative group on the secondary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints include-any affinity-names name

delete protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints include-any affinity-names
name

show protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints include-any affinity-names
name

Parameters

name
The tunnel name.

name
The name of the administrative group.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
path-selection {
affinities {
constraints include-any {
affinity-names <name>

}

Usage Guidelines

Use this command to create a list of affinities to include for the specified administrative group on the secondary path for the
specified tunnel. The path will only be able to use interfaces bound to the included administrative groups.

Use the set form of this command to create a list of affinities to include for the specified administrative group on the secondary
path.

Use the delete form of this command to delete the configuration that creates a list of affinities to include for the specified
administrative group on the secondary path.
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protocols mpls-rsvp tunnels tunnel secondary path-selection affinities constraints include-any affinity-names

Use the show form of this command to display the configuration that creates a list of affinities to include for the specified
administrative group on the secondary path.

Example
The following example shows how to create a list of affinities to include for the administrative group named group8 on the

secondary path for the RSVP-TE tunnel named pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints include-any affinity-names group8
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protocols mpls-rsvp tunnels tunnel secondary path-selection affinities
constraints exclude-any

Creates a list of affinities to exclude for the path.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints exclude-any
delete protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints exclude-any

show protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints exclude-any

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
path-selection {
affinities {
constraints exclude-any

}

Usage Guidelines

Use this command to create a list of affinities to exclude for the secondary path. The path will not be able to use interfaces
bound to the excluded administrative groups.

Use the set form of this command to create a list of affinities to exclude for the secondary path.
Use the delete form of this command to delete the configuration that creates a list of affinities to exclude for the secondary path.

Use the show form of this command to display the configuration that creates a list of affinities to exclude for the secondary path.

Example
The following example shows how to create a list of affinities to exclude for the secondary path for the RSVP-TE tunnel named
pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints exclude-any
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protocols mpls-rsvp tunnels tunnel secondary path-selection affinities
constraints exclude-any affinity-names

Creates a list of affinities to exclude for the specified administrative group on the secondary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints exclude-any affinity-names name

delete protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints exclude-any affinity-names
name

show protocols mpls-rsvp tunnels tunnel name secondary path-selection affinities constraints exclude-any affinity-names
name

Parameters

name
The tunnel name.

name
The name of the administrative group.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
path-selection {
affinities {
constraints exclude-any {
affinity-names <name>

}

Usage Guidelines

Use this command to create a list of affinities to exclude for the specified administrative group on the secondary path for the
specified tunnel. The path will not be able to use the interfaces bound to the excluded administrative groups.

Use the set form of this command to create a list of affinities to exclude for the specified administrative group on the secondary
path.

Use the delete form of this command to delete the configuration that creates a list of affinities to exclude for the specified
administrative group on the secondary path.
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Use the show form of this command to display the configuration that creates a list of affinities to exclude for the specified
administrative group on the secondary path.

Example
The following example shows how to create a list of affinities to exclude for the administrative group named group8 on the

secondary path for the RSVP-TE tunnel named pel-pe2.

vyatta@R1# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection affinities
constraints exclude-any affinity-names group8
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protocols mpls-rsvp tunnels tunnel secondary path-selection hop-limit

Limits secondary paths to those that do not exceed a number of hops for CSPF.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary path-selection hop-Ilimit value
delete protocols mpls-rsvp tunnels tunnel name secondary path-selection hop-limit value

show protocols mpls-rsvp tunnels tunnel name secondary path-selection hop-limit value

Parameters

name
The tunnel name.

value
The maximum number of hops allowed.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
path-selection {
hop-limit <value>

}

Usage Guidelines

Use this command to create a hop-limit constraint that limits CSPF to paths that do not exceed the set number of hops.
Use the set form of this command to create a hop-limit constraint for secondary paths.
Use the delete form of this command to delete a hop-Ilimit constraint for secondary paths.

Use the show form of this command to display the configuration that creates a hop-limit constraint for secondary paths.

Example
The following example shows how to limit the secondary path to 12 hops for the RSVP-TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary path-selection hop-limit 12
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protocols mpls-rsvp tunnels tunnel secondary priority hold

Configures a hold priority for a session.

Syntax
set protocols mpls-rsvp tunnels tunnel name secondary priority hold O-7
delete protocols mpls-rsvp tunnels tunnel name secondary priority hold O-7

show protocols mpls-rsvp tunnels tunnel name secondary priority hold O-7

Parameters
name
The tunnel name.
0-7
The hold priority for the session. The priority can be zero through seven, where zero is the highest priority.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
priority {
hold <0-7>
}

Usage Guidelines

Use this command to configure a hold priority for this session. The default is O (highest), which means it will not be pre-empted
by higher priority sessions.

Use the set form of this command to configure a hold priority for this session.
Use the delete form of this command to delete the configuration of a hold priority for this session.

Use the show form of this command to display the configuration of a hold priority for this session.

Example
The following example shows how to set 7 (the lowest priority) as the hold priority for the session along the secondary path for
the RSVP-TE tunnel named pel-pe2.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary priority hold 7
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protocols mpls-rsvp tunnels tunnel secondary priority setup

Configures a setup priority for a session.

Syntax
set protocols mpls-rsvp tunnels tunnel name secondary priority setup O-7
delete protocols mpls-rsvp tunnels tunnel name secondary priority setup O-7

show protocols mpls-rsvp tunnels tunnel name secondary priority setup O-7

Parameters
name
The tunnel name.
0-7
The setup priority for the session. The priority can be zero through seven, where zero is the highest priority.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
priority {
setup <0-7>
}

Usage Guidelines

Use this command to configure a setup priority for this session. The default is 7 (lowest), which means the session cannot pre-
empt lower priority sessions.

Use the set form of this command to configure a setup priority for this session.
Use the delete form of this command to delete the configuration of a setup priority for this session.

Use the show form of this command to display the configuration of a setup priority for this session.

Example
The following example shows how to set the setup priority to zero for the session along the secondary path for the RSVP-TE
tunnel named pel-pe2. Zero is the highest priority, which means this session can pre-empt lower priority sessions.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary priority setup O
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protocols mpls-rsvp tunnels tunnel secondary record-route record-label

Records the labels used along the secondary path.

Syntax

set protocols mpls-rsvp tunnels tunnel name secondary record-route record-label
delete protocols mpls-rsvp tunnels tunnel name secondary record-route record-label

show protocols mpls-rsvp tunnels tunnel name secondary record-route record-label

Parameters

name
The tunnel name.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
secondary {
record-route {
record-label

}

Usage Guidelines

228

Use this command to record the labels in use along the secondary path. The labels used along the path are displayed using the
show mpls rsvp session detail command.

For example, here is a sample of the default show mpls rsvp session detail output output:

Record route: <var> 10.10.11.6 10.10.12.7

Compared with the show mpls rsvp session detail output output when this command is configured:

Record route: <var> 10.10.11.6 (52480) 10.10.12.7 (3)

Use the set form of this command to record the labels in use along the secondary path.

Use the delete form of this command to remove the configuration to record the labels in use along the secondary path.

Use the show form of this command to display the configuration to record the labels in use along the secondary path.
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Example
The following example shows how to record the labels in use along the secondary path for the RSVP-TE tunnel named pel-

pel.

vyatta@R1l# set protocols mpls-rsvp tunnels tunnel pel-pe2 secondary record-route record-label
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protocols mpls-rsvp tunnels tunnel source
Configures the source address of the MPLS RSVP tunnel.

Syntax
set protocols mpls-rsvp tunnels tunnel name source x.x.x.x
delete protocols mpls-rsvp tunnels tunnel name source x.x.x.x

show protocols mpls-rsvp tunnels tunnel name source x.x.x.x

Parameters

name
The tunnel name.

X.X.X.X
The source address of the tunnel.

Modes

Configuration mode

Configuration Statement

protocols {
mpls-rsvp {
tunnels {
tunnel <name> {
source <X.X.xX.X>

}

Usage Guidelines

Use this command to configure the source address of the specified tunnel. This defaults to the address on the first interface.

Use the set form of this command to configure the source address of the tunnel.

Use the delete form of this command to delete the configuration of the source address of the tunnel.

Use the show form of this command to display the configuration of the source address of the tunnel.

Example

The following example shows how to configure 11.11.11.10 as the source address of the RSVP-TE tunnel named pel-pe2.

vyatta@Rl# set protocols mpls-rsvp tunnels tunnel pel-pe2 source 11.11.11.10
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reset mpls rsvp tunnel all [ primary | secondary ]

Resets sessions for all tunnels.

Syntax

reset mpls rsvp tunnel all [ primary | secondary ]

Modes

Operational mode

Usage Guidelines

Use this command to reset sessions for all tunnels. The default is to tear down and re-establish all sessions. Optionally, you can
reset only the primary sessions or only the secondary sessions.
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reset mpls rsvp tunnel ingress all | name

Resets ingress sessions for either all tunnels or a specific tunnel.

Syntax

reset mpls rsvp tunnel ingress all | name tunnel-name

Parameters

tunnel-name
The name of the specific tunnel.

Modes

Operational mode

Usage Guidelines

Use this command to reset ingress sessions for either all tunnels or a specific tunnel.
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reset mpls rsvp tunnel name <name> [ primary | secondary ]

Resets sessions for a specific tunnel.

Syntax

reset mpls rsvp tunnel name name [ primary | secondary ]

Parameters

tunnel-name
The name of the specific tunnel.

Modes

Operational mode

Usage Guidelines

Use this command to reset sessions for a specific tunnel. The default is to tear down and re-establish all sessions. Optionally,
you can reset only the primary sessions or only the secondary sessions.
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reset mpls rsvp tunnel non-ingress all | name

Resets non-ingress sessions for either all tunnels or a specific tunnel.

Syntax

reset mpls rsvp tunnel non-ingress all | name tunnel-name

Parameters

tunnel-name
The name of the specific tunnel.

Modes

Operational mode

Usage Guidelines

Use this command to reset non-ingress sessions (egress and transit sessions) for either all tunnels or a specific tunnel.
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reset mpls rsvp tunnel reoptimize all | name [ primary | secondary ]

Resets optimization in the sessions for either all tunnels or a specific tunnel.

Syntax

reset mpls rsvp tunnel reoptimize all | name tunnel-name [ primary | secondary ]

Parameters

tunnel-name
The name of the specific tunnel.

Modes

Operational mode

Usage Guidelines

Use this command to reoptimize the sessions for either all tunnels or a specific tunnel. The default is to reoptimize all sessions.
Optionally, you can reset optimization in only the primary sessions or only the secondary sessions.

Reoptimization involves establishing a new make-before-break session if there is a better path available. No new session is
established if there is no better path.
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show mpls rsvp
Displays the global MPLS RSVP information.

Syntax

show mpls rsvp

Modes

Operational mode

Usage Guidelines
Use this command to display the global MPLS RSVP information.

Examples
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The following example shows how to display global MPLS RSVP information.

vyatta@vyatta:~$ show mpls rsvp

RSVP Version

Process uptime

Stagger timer

RSVP Refresh Reduction

RSVP Message Acknowledgement
Bundle Send

NSM Connection

CSPF Connection IPv4

CSPF Connection IPv6

CSPF usage

Reoptimization

RSVP Refresh Timer

Keep Multiplier
Acknowledgement Await Timeout
Explicit-Null For Direct Conn
Local Protection

Hello Receipt

Hello Interval

Hello Timeout

Loop detection

Ingress

Ingress

Penultimate Hop Popping
Refresh PATH msg parsing
Refresh RESV msg parsing
Detour identification
Notification

1

5 minutes
Not running
Enabled
Disabled
Disabled
Up

Up

Down
Enabled
Disabled
30

3

10
Disabled
Disabled
Disabled
2000
7000
Enabled
5.5.5.5
N/A (not in use)
Enabled

Enabled

Enabled
Sender-Template
Disabled

(all interface)
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show mpls rsvp admin-groups

Displays configured administrative groups.

Syntax

show mpls rsvp admin-groups

Modes

Operational mode

Usage Guidelines
Use this command to display all the configured MPLS RSVP administrative groups.

Examples

The following example shows how to display the MPLS RSVP administrative groups (named red and blue in this example) and
their respective associated values.

vyatta@vyatta:~$ show mpls rsvp admin-groups
Admin group detail:

Value of 1 associated with admin group red
Value of 2 associated with admin group blue
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show mpls rsvp interface
Displays which interfaces are MPLS RSVP-enabled or the RSVP parameters configured on a specified interface.

Syntax

show mpls rsvp interface [ name ]

Parameters

name

Modes

Operational mode

The name of the specified interface.

Usage Guidelines
Use this command to display which interfaces are MPLS RSVP- enabled or to display the RSVP parameters configured on a

specified

Examples

The following example shows how to use the show mpls rsvp interface command to display which interfaces are MPLS RSVP-
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enabled.

vyatta@vyatta:~$ show mpls rsvp interface

Interface RSVP status Interface Type
lo Disabled N/A

ethO Disabled N/A

dpOpls6 Disabled N/A

dpOplslO Enabled Ethernet
dpOplsll Enabled Ethernet
dpOplsl5 Enabled Ethernet

interface.

The following example shows how to display which RSVP parameters are configured on a specified MPLS RSVP-enabled

interface.

vyatta@vyatta:~$ show mpls rsvp interface dpOplsll

Status : Enabled
Interface Index 10

Refresh Reduction usage Enabled
Message Acknowledgement Disabled
Bundle Buffer size 65532
Current Epoch Value 247115164
Primary IPv4 address 10.10.11.5

Primary IPv6 address
Interface Type

feB80::5054:£ff:fe00:511
Ethernet

Administrative Group blue
Configured refresh time 30
Configured keep multiplier 3
Acknowledgement Await Timeout 10

Hello Receipt Disabled
Hello Interval 2000
Hello Timeout 7000

Non IANA Hello exchange Disabled
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show mpls rsvp neighbor
Displays a summary of all RSVP neighbors, or the list of active LSPs for a specific neighbor.

Syntax

show mpls rsvp neighbor [ X.X.X.X ]

Parameters

XX XX
The address of a specific neighbor.

Modes

Operational mode

Usage Guidelines
Use this command to display a summary of all MPLS RSVP neighbors, or the list of active LSPs for a specific neighbor.

Examples

The following example shows how to display a summary of all RSVP neighbors.

vyatta@vyatta:~$ show mpls rsvp neighbor
IP Address UpStrm LSP DnStrm LSP RefreshReduc Srefresh In Type
10.10.15.2 1 1 Enabled 24s Implicit

The following example shows how to dislplay the list of active LSPs for the specific neighbor 10.10.15.2.
vyatta@vyatta:~$ show mpls rsvp neighbor 10.10.15.2

Upstream LSPs: 1, Downstream LSPs: 1
Neighbor supports Refresh Reduction, next SRefresh transmission in: 19s

Tunnel ID LSP ID Ingress Egress Type
5001 101 5.5.5.5 8.8.8.8 Downstream
5001 101 8.8.8.8 5.5.5.5 Upstream
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show mpls rsvp path
Displays the explicit path configuration.

Syntax

show mpls rsvp path [ name ]

Parameters

name
The name of the specified path.

Modes

Operational mode

Usage Guidelines

Use this command to display the explicit path configuration for all paths or for a specified path.

Examples

The following example shows how to display the explicit path configuration for all paths.

vyatta@vyatta:~$ show mpls rsvp path
Path name: p678, id: 2, hop-count: 2 type: mpls
6.6.6.6 loose

7.7.7.7 loose

e: p238, id: 1, hop-count: 3 type: mpls
loose

The following example shows how to display the explicit path configuration for the path named "p678".

vyatta@vyatta:~$ show mpls rsvp path p678
Path name: p678, id: 2, hop-count: 2 type: mpls
6.6.6.6 loose

7.7.7.7 loose
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show mpls rsvp session
Displays a list of the MPLS RSVP sessions.

Syntax

show mpls rsvp session

Modes

Operational mode

Usage Guidelines
Use this command to display a list of the current MPLS RSVP sessions.

Examples
The following example shows how to display the list of current MPLS RSVP sessions to and from 8.8.8.8.

vyatta@vyatta:~$ show mpls rsvp session
Ingress RSVP:

To From State Pri Rt Style Labelin Labelout LSPname
8.8.8.8 5.5.5.5 Up Yes 1 1 SE - 53120 t8
8.8.8.8 10.10.10.5 Up No 1 1 SE - 52480 t8

Total 2 displayed, Up 2, Down O.

Egress RSVP:

To From State Pri Rt Style Labelin Labelout LSPname
5.5.5.5 8.8.8. Up Yes 1 1 SE 3 - t5
Total 1 displayed, Up 1, Down O.

foe]
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show mpls rsvp session count

Displays the total number of configured, ingress, egress, and transit sessions.

Syntax

show mpls rsvp session count

Modes

Operational mode

Usage Guidelines

Examples

The following example shows how to display the number of current sessions.
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Use this command to display the total number of:

vyatta@vyatta:~$ show mpls

Total

Total
Total
Total

Sessions

Sessions that are up

Sessions that are down

Ingress sessions

Ingress sessions that are up

Ingress sessions that are down

Egress sessions

Egress sessions that are up

Egress sessions that are down

Transit sessions

Transit sessions that are up

Transit sessions that are down

configured: 3, Up 3,

ingress sessions:
transit sessions:
egress sessions:

2,
0,
1,

rsvp session count

Down

Up 2,
Up O,
Up 1,

0

Down 0
Down O
Down 0
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show mpls rsvp session [ egress | ingress | transit ] [ down | up ] detail

Displays detailed session information.

Syntax

show mpls rsvp session [ egress | ingress | transit ] [ down | up ] detail

Modes

Operational mode

Usage Guidelines

Use this command to display detailed session information. The default is to show all sessions. You can limit the output to just

egress, ingress, or transit sessions and/or sessions that are up or down.

Examples

The following example shows how to use the show mpls rsvp session egress detail command to display detailed information

on the current egress session.

vyatta@vyatta:~$ show mpls rsvp session egress detail
Egress (Primary)

5.

5.5.5

From: 8.8.8.8, LSPstate: Up, LSPname: t5

Egress FSM state: Operational

Setup priority: 7, Hold priority: O

IGP-Shortcut: Disabled, LSP metric: 65

LSP Protection: None

Label in: 3, Label out: -

Tspec rate: 0, Fspec rate: 0

Tunnel Id: 5001, LSP Id: 101, Ext-Tunnel Id: 8.8.8.8

Upstream: 10.10.15.2, dpOplsl5

Path lifetime: 157 seconds (due in 120 seconds)

Resv refresh: 30 seconds (due in 32975 seconds)

RRO re-use as ERO: Disabled

Label Recording: Disabled

Admin Groups: Received Explicit Route Detail
10.10.15.5/32 strict

Record route: 10.10.18.8 10.10.3.3 10.10.15.2 <self>

Style: Shared Explicit Filter

Traffic type: controlled-load

Minimum Path MTU: 1500

Last Recorded Error Code: None

Last Recorded Error Value: None

Node where Last Recorded Error originated: None

Trunk Type: mpls
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show mpls rsvp session name <name> [ primary | secondary ]

show mpls rsvp session name <name> [ primary | secondary ]

Displays detailed session information for a specific tunnel.

Syntax

show mpls rsvp session name namel[ primary | secondary ]

Parameters

name
The name of the specific tunnel.

Modes

Operational mode

Usage Guidelines

Use this command to display detailed session information for a specific tunnel. The default is to show all sessions. You can limit
the output to just the primary or secondary (if configured) session.
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Examples

show mpls rsvp session name <name> [ primary | secondary ]

The following example shows how to display detailed session information from the primary session in the tunnel named t8.

vyatta@vyatta:~$ show mpls rsvp session name t8 primary

Ingress (Primary)
8.8.8.8

From: 5.5.5.5, LSPstate: Up, LSPname:

Ingress FSM state: Operational
Setup priority: 7, Hold priority:

CSPF usage: Enabled, CSPF Retry Count:

Reoptimization: Disabled

IGP-Shortcut: Disabled, LSP metric:

LSP Protection: one-to-one

Label in: -, Label out: 53120

Tspec rate: 0, Fspec rate: 0

Tunnel Id: 5001, LSP Id: 101, Ext-Tunnel Id:

Downstream: 10.10.15.2, dpOplsl5

Path refresh: 30 seconds (RR enabled)

CSPF Retry Interval:

(due in 28 seconds)

Resv lifetime: 157 seconds (due in 138 seconds)

Retry count: 0, intrvl: 30 seconds

RRO re-use as ERO: Disabled
Label Recording: Disabled
Admin Groups: none
Configured Path: p238 (in use)
Configured Explicit Route Detail
2.2.2.2/32 loose
3.3.3.3/32 loose
8.8.8.8/32 loose
Session Explicit Route Detail
10.10.15.2/32 strict
10.10.3.3/32 strict
10.10.18.8/32 strict

Record route: <self> 10.10.15.2 10.10.3.3 10.10.18.8

Style: Shared Explicit Filter
Traffic type: controlled-load
Minimum Path MTU: 1500

Last Recorded Error Code: None
Last Recorded Error Value: None

Node where Last Recorded Error originated:

Trunk Type: mpls
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show mpls rsvp statistics

show mpls rsvp statistics

Displays MPLS RSVP packet sent and received statistics.

Syntax

show mpls rsvp statistics

Modes

Operational mode

Usage Guidelines

Use this command to display the number of sent and received packets per MPLS RSVP packet type.

Examples

The following example shows how to display the sent and received statistics per MPLS RSVP packet type.

vyatta@vyatta:~$ show mpls rsvp statistics
PacketType Total
Received
2
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show mpls rsvp summary-refresh

show mpls rsvp summary-refresh

Displays sessions using summary refresh.

Syntax

show mpls rsvp summary-refresh

Modes

Operational mode

Usage Guidelines

Use this command to display the sessions that are using summary refresh.

Examples
The following example shows how to display the sessions using summary refresh.

vyatta@vyatta:~$ show mpls rsvp summary-refresh
Neighbor Addr Tunnel ID LSP ID Ingress

Egress
10.10.11.6 5001 101 10.10.10.5 8.8.8.8
10.10.15.2 5001 101 8.8.8.8 5.5.5.5
10.10.15.2 5001 101 5.5.5.5 8.8.8.8
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show mpls rsvp tunnel

show mpls rsvp tunnel
Displays a summary list of the configured MPLS RSVP tunnels.

Syntax

show mpls rsvp tunnel

Modes

Operational mode

Usage Guidelines
Use this command to display a summary list of the MPLS RSVP tunnels.

Examples
The following example shows how to display a summary list of the configured MPLS RSVP tunnels.

vyatta@vyatta:~$ show mpls rsvp tunnel

Trunk Name Trunk ID Type # Sess Egress Address(es)
N/A 5001 P2P 1 5.5.5.5
t8 5001 P2P 2 8.8.8.8

Total trunks configured: 2.
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