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1 Introduction

This functional design document is intended to detail the solution required for the IFC0400_CHD_RetrieveDebtServGrpDebt interface within the Order Creation define area. 

This document will be used by the development teams of all technologies involved in order to construct the interface, from Application and Connector to Middleware teams.

1.1 Outstanding Issues

	Reference
	Issue

	
	

	
	


1.2 Document Purpose

The target audience for this document is:

	Audience
	Rationale



	Integration Development Team
	Development of ‘RetrieveDebtServGrpDebt’ interface.

	DPS Development Team
	Development of ‘RetrieveDebtServGrpDebt’ interface.

	Chordiant Development Team
	Development of ‘RetrieveDebtServGrpDebt’ interface.


1.3 Dependencies

	Reference
	Dependency

	1.
	Functional Design is the key dependency for all parties. Functional Design should be agreed and frozen before any development begins.

	2.
	Validation testing of interface will require all developments to be complete, unit tested and signed off by the appropriate sub-team lead or authority as a prerequisite


1.4 Assumptions

	Reference
	Assumption

	1.
	


2 INTERFACE DEFINITION

2.1 Background and Overview

The purpose of this interface is to retrieve debt details on one of a customer’s billing account and return these details to Chordiant. This interface is therefore of Request-Reply topology

Customers can be excluded from service (blocked) for any of several debt related reasons. Blocking is performed as a scheduled overnight batch and the affected customers are no longer able to receive subscription channels. A customer may contact a CSR to query why their service has been stopped, therefore requiring the CSR to perform an online check on one of their current Billing Account debt position. The debt needs to be broken down by Debt Service Group, which puts together debts accrued against similar or related products (eg ‘Continuous’) into logical units. Since product debt in Arbor is only held against Open Items, themselves a uniquely Arbor concept, the mapping from Open Items to Debt Service Groups must be made in the Debt Processing System (DPS), hence the requirement for this interface to DPS. Therefore the overall flow of the interface is:

1. Chordiant sends out a request via MQ to DPS consisting of the Billing Account Id for the customer in question

2. DPS receives this and uses the Billing Account Id to look up the Open Items it contains. 

3. DPS initiates an API retrieval to the Arbor database to return the Debt Amount and Debt Age held against these Open Items

4. DPS then maps the Open Items to their respective Debt Service Groups and performs a summation of all Debt Amounts per Debt Service Group.

5. These are returned to Chordiant in an MQ Reply message

If it transpires the customer is indeed invalidly blocked, the service is subsequently reinstated/unblocked. It should be noted that Arbor defines debt on only on what has been billed to the customer.

2.2 Solution Architecture

[image: image2.emf]A graphical representation of the complete interface architecture follows, outlining the high-level environment, processes and flow.

[image: image3.bmp]
[image: image4.wmf]

This interface has request/reply type architecture. The messages do not require sequencing.

Request:

1. A message is initiated in CHD, i.e. the request message is passed to the CHD/MQ Connector and transported to an MQSeries message queue.
2. The request message is picked up from the sending application outbound queue and processed through the WMQI Message broker, which routes the message correctly.

3. The message is passed out of WMQI to an MQSeries message queue. 

4. The request message is taken from the MQSeries queue by the MQ/DPS Connector and is passed to DPS. DPS will process the message and return the required information.

Reply:

5. The DPS reply message is passed to an MQSeries application outbound queue by the MQ/DPS Connector.

6. The reply message is picked up from the application outbound queue and processed through the WMQI Message broker, which routes the message correctly. 

7. The reply message is passed out of WMQI to an MQSeries message queue.

8. The CHD/MQ Connector picks up the reply message from the reply queue and passes it to CHD.

It is also important to make a distinction between interfaces based on the nature of operation in which they result in the receiving system as this has an impact on the architectural design. The IFC0400_CHD_RetrieveDebtServGrpDebt interface is a Read interface (as opposed to an Update interface). These interfaces result only in a Read operation, so no update has to be performed in the receiving system, DPS. In this case it will not be an issue if messages get lost after the connector fails to recover in case of Chordiant re-start. These messages can time out after a certain period of time and be treated as non-persistent. This is done by the Connector setting the ‘expiry interval’ field in the MQMD message header to the time-out value.


2.3 WebSphere MQ Requirements

	Application
	Message Direction
	Type
	Queue Name

	Chordiant
	Outbound
	Static and Remote
	WMQ01.0000.CHD01

	DPS
	Inbound
	Static and Local
	DPS01.0000.WMQ01

	DPS
	Outbound
	Static and Remote
	WMQ01.0000. DPS01

	Chordiant
	Inbound
	Static and Local
	CHD01.0004.WMQ01


RFH2 Message Headers will be used for routing inbound and outbound application messages throughout this interface.

3 SENDING SYSTEM TO INTEGRATION LAYER

The following section outlines the design specifications for the IFC0400_CHD_RetrieveDebtServGrpDebt interface that relate to the sending system, Chordiant. This includes the way messages will be sent out of the sending system to the Integration Layer and also how the same system will receive messages if a reply is required.

3.1 Sending System Outbound Message - Chordiant

This section describes the message sent out from the sending system to the integration layer and the initiation of the interface process.

3.1.1 Sending System Pre-processing

Chordiant is the sending application. Chordiant transports data internally using business objects and, in this instance, creates a BSBRetrieveDebtServGrpDebtCBO business object. This is transformed into an XML message by the CHD/MQ connector, ready for transportation to MQ.

The framework for the data format that will be implemented for the interface will be supported both on the Forte and JX platforms. To ensure this, the decision was been taken to use the less verbose version of the XML schema provided by GLUE.  GLUE code is currently licensed and distributed with the Chordiant foundation code for version 5 since GLUE encoding is used for transferring messages between the client and server components.

3.1.2 Information To Be Transmitted

The message from Chordiant will be formatted in XML. It contains a single customer Billing Account ID and any specific Service Type identifiers relevant to the customer/portfolio being queried.

The CHD/MQ Connector also generates a Chordiant specific Correlation ID, which must be retained and returned throughout the request-reply process. Chordiant will expect the reply message on the dynamic input queue on which it receives the specific response, using the Correlation ID to verify that the message returned is matched correctly to its corresponding request.
3.1.3 General Process Flow

The interface is triggered when a CSR manually requests the balance on Service Types held against a Billing Account.

	Interface Statistics
	Description

	Frequency
	High, e.g. 1/minute.

	Timing
	As required

	Average Volumes
	6000/day (est)

	Peak Volumes
	8000/day (est)

	Peak Message Body Size
	1 Kb

	Trigger
	Manual

	Sequence of Process
	No sequencing considerations required


3.1.4 Connector processing

The CHD/MQ Connector is built into Chordiant topology and used for data extracted from Chordiant and sent to it via the use of MQSeries queues. When a message is placed onto a queue the connector attaches an MQRFH2 header and a MQMD (Message Descriptor specific to WMQI messages) in which the ‘Chordiant Correlation Id’ and ‘Reply To Queue’ queue details are contained. The connector then polls the reply queue for the returning reply message. 

When a reply message is received on this reply queue the Chordiant Correlation Id is matched against that held in Chordiant, to confirm that the reply message is actually that for the specific request message that was sent.

For structure of the MQRFH2 and MQMD see the Integration Design Standards document.

3.1.5 Sending System – Outbound Message Body Structure

Message Name: 
MZ_IFC0400_OT_RetrieveDebtServGrpDebtRqt

Field Delimiters: 
XML

Scope of Message: 
All Normal Processing

	Field Name
	Min - Max Usage
	Format
	Possible Values or Comment

	<RetrieveDebtServGrpDebtRequest>
	1-1
	Tag
	Constant attribute value: xmlns:xsi='http://www.w3.org/2001/XMLSchema-instance' xmlns:xsd='http://www.w3.org/2001/XMLSchema'

	<UserId>
	1-1
	Text
	Constant attribute value: xsi:type= ‘xsd:string’ 

User Id of Chordiant operative e.g. lth01

	<SourceSystem>
	1-1
	Text
	Constant attribute value: xsi:type= ‘xsd:string’ 

Constant value: 00001

	<Version>
	1-1
	Num
	Constant attribute value: xsi:type= ‘xsd:string’ Constant value assigned by Chordiant: 1.0

	<Payload>
	1-1
	Tag
	Constant attribute value: xmlns:ns0='http://www.themindelectric.com/collections/'

xsi:type='ns0:vector’

	<item>
	1-1
	Tag
	Constant attribute value:

xmlns:ns0='http://www.themindelectric.com/package/com.bskyb.businessServices.corporateBusinessClasses/'

xsi:type='ns0:BSBBillingAccount'

	<Id>
	1-1
	Text
	Billing Account ID, e.g. ‘00000000000000017223_00000001043672361890_00002’

	</item>
	1-1
	Tag
	Closing tag

	</Payload>
	1-1
	Tag
	Closing tag

	</RetrieveDebtServGrpDebtRequest>
	1-1
	Tag
	Closing tag


3.1.5.1 Generic Formatting Rules

Data will be sent from the system following the generic format below:

	Data
	Comments

	Date (timestamps)
	yyyy-mm-ddThh:mm:ssZ+00:00

	Text
	Left aligned in their fields

	Currency
	Numerical value to 2 decimal places, eg pounds/euros. The actual currency need not be known as this is an attribute of the portfolio, which Chordiant has visibility of.

	Num
	Left aligned in their fields

	< Boolean (true / false) >
	Values: possible values true and false


3.1.5.2 Id

A customer may have several Billing Accounts representing their portfolio but only one will be requested at a time. The common key held in both Chordiant and DPS as a Billing Account ID to be used is the Chordiant-generated 47-character unique Billing Account identifier which requires no manipulation in the hub.

3.1.6 Control Mechanisms

Any Errors that occur during the processing of the Chordiant-outbound interface will be handled in a standard way as outlined in the Middleware Integration Layer Error Handling Document.

3.1.7 Security and Authorisation

Security information will adhere to the requirements outlined in the Sky CRM Non-Functional Requirements document. 

3.2 Sending System Inbound Message - Chordiant

This section describes the reply message received as part of IFC0400_CHD_RetrieveDebtServGrpDebt and how it is sent back to the original Sending system (here also referred to as the Reply-To system in this context.

3.2.1 Routing and Filter Rules

The field <Success> provides the only routing for Reply messages of type RetrieveDebtServGrpDebtResponse to Chordiant.

<Success> field will contain the value ‘true’ in the case there has been normal processing and the broker will proceed to map as normal as in Sections 3.2.2-3.2.7. 

If there was a problem in the DPS processing of the request, such as ‘Billing Account Not Found’, an Unsuccessful message (with value ‘false’) is routed in the Application Flow to the generic Error Handling messageflow. 

The message created and returned to Chordiant in the Error Handling flow is covered in the Middleware Integration Layer Error Handling document. The reason for using Exception Handling in this case is that the ESM needs to be notified (so the action can be investigated or followed up). If a successful message were returned but with a negative response then only the CSR would be notified and the ESM would not.

3.2.2 Reply-To System - Inbound Message Body Structure

Message Name: 
MZ_IFC0400_IN_RetrieveDebtServGrpDebtRpy

Field Delimiters: 
XML

Scope of Message: 
All Normal Processing

	Field Name
	Min - Max Usage
	For-mat
	Mapped from
	Possible Values or Comment

	<RetrieveDebtServGrpDebtResponse>
	1-1
	Tag
	
	Constant attribute value: xmlns:xsi='http://www.w3.org/2001/XMLSchema-instance' xmlns:xsd='http://www.w3.org/2001/XMLSchema'

	<Success>
	1-1
	Text
	
	Constant attribute value: true

	<Payload>
	1-1
	Tag
	
	Constant attribute value: xmlns:ns0='http://www.themindelectric.com/collections/' xsi:type='ns0:vector’

	<item>
	0-n
	Tag
	
	See 3.2.2.2

One per Debt Service Group associated with the Billing Account. Constant attribute value: xmlns:ns0='http://www.themindelectric.com/package/com.bskyb.businessServices.corporateBusinessClasses/'

xsi:type='ns0:BSBDebtServiceGroup’ (CR1496)

	<Name>
	1-1
	Text
	<Name>
	Debt Service Group Name, e.g. ‘Continuous’

	<TotalBalance>
	1-1
	Curr-ency
	<TotalBalance>
	Current Balance for this debt Service Group, e.g. ’14.58’
See Section 3.2.2.2

	<DateOfDebt>
	1-1
	Text
	<DateOfDebt>
	Date of oldest billed debt on this DSG, e.g . ‘2003-02-27T00:00:00Z+00:00’
See Section 3.2.2.3

	<ActivePromiseToPay>
	1-1
	Boolean
	<ActivePromiseToPay>
	Value: true or false

	<ServiceTypes>
	1-1
	Tag
	
	One Debt Service Group. Constant attribute value: ' xsi:type='ns0:BSBServiceTypeVector’ (CR1570)

	<collection>
	1-1
	Tag
	
	Constant attribute value: xmlns:ns0='http://www.themindelectric.com/collections/' xsi:type='ns0:vector’ (CR1570)

	<item>
	1-n
	Tag
	
	One Debt Service Group. Constant attribute value: xmlns:ns0='http://www.themindelectric.com/package/com.bskyb.businessServices.corporateBusinessClasses/' xsi:type='ns0:BSBServiceType’ (CR1570)

	<Code>
	1-1
	Text
	<Item>
	One repetition per Open Item in the Debt Service Group. Open Item Identifier e.g. ‘1’.
See Section 3.2.2.4

	</item>
	1-1
	Tag
	
	Closing tag

	</collection>
	1-1
	Tag
	
	Closing tag

	</ServiceTypes>
	1-1
	Tag
	
	Closing tag

	</item>
	0-1
	Tag
	
	Closing tag

	</Payload>
	1-1
	Tag
	
	Closing tag

	</RetrieveDebtServGrpDebtResponse>
	1-1
	Tag
	
	Closing tag


3.2.2.1 Generic Transform Rules 

Data will be sent to the system following the generic format as listed in Section 3.1.5.1.

3.2.2.2 Specific Transform Rules:  item

The reply message to Chordiant will only contain the item BSBDebtServiceGroup if the customer is in debt, i.e. DPS returns a valid reply message containing the correct debt information.  

If the customer is not in debt and therefore does not exist in DPS, the reply message to Chordiant will consist of a Success tag with the value ‘true’ and a Payload tag.  This indicates that the call to DPS was successful but nothing was returned.
3.2.2.3 Specific Transform Rules: TotalBalance

The value sent by DPS will be at the lowest currency unit (eg pence/cents) level, containing no decimal places. This must be converted to the primary currency unit (eg pounds/euros) by.dividing by 100 and hence convert to a 2 decimal place value for the reply to Chordiant.

3.2.2.4 Specific Transform Rules: DateOfDebt

The value sent by DPS in the format DDMMYYYYHHMISS and must be converted to the generic Chordiant format of yyyy-mm-ddThh:mm:ssZ+00:00, with the Zone defaulted as 00:00.

3.2.2.5 Specific Transform Rules: item (Open Item Identifier)

The Open Item identifier will be a look-up numerical code maintained in both Chordiant and DPS, therefore requiring no mapping in WMQI.

3.2.3 Reply-To System - Inbound Message Header Structure

In this case the MQRFH2 is not persisted to the inbound reply message. MQMD is persisted but is not part of the message when it is pulled off the queue. The ReplyToQ and CorrelId fields of the MQMD are only used to route the message to the correct queue and for the connector to pick up the correct message. 

3.2.4 Connector Processing

The CHD/MQ Connector polls the reply queue once the request message has been sent. When a message is received on this unique queue the Connector will verify that this reply message relates to the request message that was sent earlier. This is done by comparing the Chordiant Correlation Id found within the MQMD and that held within Chordiant.

3.2.5 Control Mechanisms

Any Errors that occur during the processing of the interface will be handled in a standard way as outlined in the Middleware Integration Layer Error Handling Document.

In that case the field <Success> comes back from the Receiving System- DPS- as ‘false’, the message will be routed to the Chordiant Error handling message flow where a standard Reply error message will be formulated and returned to Chordiant containing the Chordiant Error Category code and error specific text. This is outlined in the Generic Middleware Error Handling Document.

3.2.6 Security and Authorisation

Security information will adhere to the requirements outlined in the Sky CRM Non-Functional Requirements document. This has no effect on the functional operation of the interface.

3.2.7 Reply-To System Events Triggered

None within the scope of this Functional Design.

4 INTEGRATION LAYER TO RECEIVING SYSTEM

4.1 Receiving System Inbound Message - DPS

This section describes the message received by the receiving system from the integration layer and the reply message that is generated.

4.1.1 Routing and Filter Rules

There is to be no routing against filter rules as all request messages of type RetrieveDebtServGrpDebtRequest should be sent on to DPS.

4.1.2 Receiving System - Inbound Message Body Structure

Message Name: 
MZ_IFC0400_IN_RetrieveDebtServGrpDebtRqt

Field Delimiters: 
XML

Scope of Message: 
All normal processing

	Field Name
	Min - Max Usage
	Format
	Mapped from
	Possible Values or Comment

	<RetrieveDebtServGrpDebtRequest>
	1-1
	Tag
	
	

	<Payload>
	1-1
	Tag
	
	

	<item>
	1-1
	Tag
	
	

	<Id>
	1-1
	Text
	<Id>
	Billing Account ID, e.g. ‘00000000000000017223_00000001043672361890_00002’

	</item>
	1-1
	Tag
	
	Closing tag

	</Payload>
	1-1
	Tag
	
	Closing tag

	</RetrieveDebtServGrpDebtRequest>
	1-1
	Tag
	
	Closing tag


4.1.2.1 Generic Transform Rules 

There is to be no data transformation at this stage.

4.1.3 Receiving System - Inbound Message Header Structure

	Reply Message Field Name
	Min - Max Usage
	Format
	Field Transform Rule or Comment

	MQRFH2.usr
	1-1
	
	The usr folder contains fields defined by the developer. 

	RpyType
	1-1
	A50
	‘RetrieveDebtServGrpDebtResponse’- to be set in WMQI module flow


4.1.4 Connector Processing

The MQ/DPS Connector will poll the input queue for the request message and then pass the message in the format expected to DPS. It will do this by calling the DPS API Wrapper as specified in the Connector Config file, which will use the message to invoke the RetrieveDebtServGrpDebt function call.

The Function call is referenced from the messagename held in the MQRFH2.mcd.Type field, ‘RetrieveDebtServGrpDebtRequest’.
Since the message is request-reply the value of field MQMD.MsgType received is ‘MQMT_Request’. This tells the MQ/DPS Connector there will be a ‘MQMT_Response’ type message and to copy the value of the Chordiant message ID (a unique type-timestamp-counter value generated in the CHD/MQ Connector) into the CorrelationID field of the reply message.

4.1.5 Control Mechanisms

Any Errors that occur during the processing of the interface will be handled in the standardised way as outlined in the Middleware Integration Layer Error Handling Document.

If an error occurs in the DPS stored procedure, a separate messagetype denoting ‘unsuccessful’ and containing the DPS error code is generated to be sent to WMQI which handles the response to Chordiant. See Section 3.2.1 for details.

4.1.6 Security and Authorisation

Security information will adhere to the requirements outlined in the Sky CRM Non-Functional Requirements document. 

4.1.7 Receiving System Pre-processing

N/a

4.1.8 Receiving System Events Triggered

Receival of the inbound message triggers the stored procedure RetrieveDebtServGrpDebt that returns the Debt Service Group(s), associated Balance, and any associated Open Items for this requested Billing Account.

If there is an error in the DPS stored procedure, a generic output error message is formulated and returned to the connector. See Section 3.2.1 for details.

4.1.9 Receiving System Outbound Message (Reply Message)

The output message from DPS will be one of two types. If the DPS ACI encountered no problems in retrieving the balance details, the standard Reply message will be returned as shown below in section 4.1.9.2. However, if this is not the case, including the unique scenario where the requested Billing Account does not exist in Arbor, a generic error formatted message will be sent as detailed in the Generic Middleware Error Handling document.

4.1.9.1 Connector processing

The following table shows Receiving System - Outbound Message Header Structure. The MQRFH2 and MQMD fields are all persisted from the DPS-inbound message with the exception of the following values:

	Reply Message Field Name
	Min - Max Usage
	Format
	Mapped From Request Message Field
	Field Transform Rule or Comment

	MQMD
	1-1
	
	
	Message descriptor contains message control information. 

	CorrelId
	1-1
	MQByte24
	MsgId
	Value received by MQ/DPS Connector in the MQMD.MsgId field is mapped to MQMD.CorrelId.

	MsgType
	1-1
	MQChar 
	
	String constant: ‘MQMT_REPLY’

	MQRFH2.mcd
	1-1
	
	
	The mcd folder contains properties that describe the 'shape' or 'format' of the message. The mcd fields are of variable length XML format. The Format values given here are expected maximums, based upon BskyB build requirements.

	Type
	1-1
	A50
	MQRFH2.usr.RpyType
	String constant: ‘RetrieveDebtServGrpDebtResponse’. Mapped by the connector from the MQRFH2.usr.RpyType of the request message.


4.1.9.2 Replying System – Outbound Message Body Structures

Message Name: 
MZ_IFC0400_OT_RetrieveDebtServGrpDebtRpy

Field Delimiters: 
XML

Scope of Message:
All Normal Processing

	Field Name
	Min - Max Usage
	Format
	Possible Values or Comment

	<RetrieveDebtServGrpDebtResponse>
	1-1
	Tag
	

	<Success>
	1-1
	Boolean
	Constant attribute value: true

	<Payload>
	0-1
	Tag
	See 4.1.9.2.2

	<item>
	1-n
	Tag
	

	<Name>
	1-1
	Text
	Debt Service Group Name-, e.g. ‘Continuous’

	<TotalBalance>
	1-1
	Currency
	Current Balance for this Debt Service Group in Pounds and pence e.g. ’14.58’

	<DateOfDebt>
	1-1
	Date
	Date of oldest billed debt on this DSG, e.g . ‘16071976071036’

	<ActivePromiseToPay>
	1-1
	Boolean
	Value: true or false

	<OpenItems>
	1-1
	Tag
	One per Debt Service Group. 

	<item>
	1-n
	Text
	One repetition per Open Item within the Debt Service Group ID e.g. ‘1’.

	</OpenItems>
	1-1
	Tag
	Closing tag

	</item>
	1-1
	Tag
	Closing tag

	</Payload>
	0-1
	Tag
	Closing tag

	<ErrorCode>
	0-1
	Text
	See 4.1.9.2.2

	<ErrorMessage>
	0-1
	Text
	See 4.1.9.2.2

	</RetrieveDebtServGrpDebtResponse>
	1-1
	Tag
	Closing tag


4.1.9.2.1 Generic Formatting Rules

Data will be sent from the system following the generic format below:

	Data
	Comments

	< Boolean (true / false) >
	Values: possible values true and false

	< Text Strings >
	Left aligned in their fields and padded with spaces.

	< Date>
	Date format DDMMYYYYHHMISS

	< Currency>
	Numerical value to two decimal places, eg pounds and pence (euros and cents).


4.1.9.2.2 Optional Fields

There are two variations of the reply message returned from DPS:  

If a customer exists in the DPS system the Payload section of the reply message is populated and the mandatory fields, Name, TotalBalance, DateofDebt and item are passed back to middleware.  

If however, the customer does not exist in DPS error information is returned in the form of two fields, ErrorCode and ErrorMessage. 

In each case the Success tag contains the value ‘true’, indicating that the call to DPS has been successful.
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