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1 Introduction

1.1 Outstanding Issues

	Reference
	Issue

	
	


1.2 Document Purpose

This document details the Sky CRM interface Transfer PICKLIST Data. The purpose of this document is to provide ETL developers with a functional specification to create a technical design and construct the Transfer PICKLIST Data Interface. It details the business background, source and target data structures, as well as providing a source to target mapping.

The target audience for this document is:

	Audience
	Rationale



	ETL developer
	To be used for interface development

	MIDAS development team
	This interface will form part of an end to end solution between Chordiant and MIDAS and therefore the MIDAS development team will use the target staging tables defined within this document as a source for the transformation and load to MIDAS

	Chordiant development team
	To ensure interaction with Chordiant is correct and satisfactory


1.3 Dependencies

	Reference
	Dependency

	1.
	Functional Design is the key dependency for all parties. Functional Design should be agreed and frozen before any development begins.

	2.
	The functional design is dependent upon the Chordiant datamodel.  Changes to this, whether during Increment 2.3 or subsequent to 2.3 may result in changes to this functional design based on Chd datamodel CCSOWNER/P23DEV02 at 31/09/03

	3.
	


1.4 Assumptions

	Reference
	Assumption

	1.
	The Chordiant datamodel is not frozen. The source tables in Chordiant should be treated as final, and any changes that are made to the model, during the modelling of subsequent Increment 2.3 functional areas, will be raised as change requests and result in an update to this Functional Design document.

	2
	The order of fields within tables can not be guaranteed. All development should reference field names and not rely on the field placement within the table.


2  seq Para \r0 \h Interface Definition

2.1 Background and Overview

MIDAS requires the contents of the PICKLIST table. The PICKLIST represents the possible Code values for all CodeGroup dropdown lists used in the Chordiant application, for example a list of VisitResolutionCodes. This interface will populate a staging table in the MIDAS staging area with the PICKLIST contents.


There are approximately (current estimate) 1600 individual entries held against 241 codegroups. Only 40 or so of these are maintained in the RDM therefore the extract has to be made from Chordiant’s RefDataMgr schema to ensure current and correct values are obtained.


The number of updates extracted is going to be well below the number usually required to justify the use of ETL for this interface however this method of data transmission was chosen as it ensures accuracy and consistency.

2.2 Interface Scope and Responsibility

This interface extracts data associated with the PICKLIST in the Chordiant schema’s RefDatMgr. This interface will be scheduled to run as a batch at a set time. PICKLIST attributes will be extracted from the RefDataMgr table PICKLIST. All records that have either been created or modified since the last interface run will be extracted and used to populate the MIDAS staging table for PICKLIST data.

 The interface will identify which are new and modified PICKLIST records. Only this delta will be extracted into the ETL schema and then inserted into the MIDAS staging area.


The scope of this interface commences with the extract of data from RefDataMgr and ends with the population of the MIDAS staging table. Once the MIDAS staging table has been populated, MIDAS is responsible for using the staging table data to populate the datawarehouse.

System Overview Diagram


This diagram illustrates how this interface fits into the overall integration ETL solution for the CRM project, increment 2.3. The highlighted arrows illustrate the data flow created by the Transfer PICKLIST Data Interface[image: image3.emf].

Figure 1: ETL System Overview Diagram
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 seq Para \r0 \h Data Sources

Overview

The following section outlines the design specifications for the interface that relate to the sending system. This includes the definition of the source system pre-processing requirements and details of source data structures.


The source system is Chordiant, a CRM application. The application runs on an Oracle database on a Unix platform.

2.3 Source System(s) Pre-Processing

There are no processing requirements in Chordiant that affect the operations of the Transfer PICKLIST Data Interface. The interface will extract all records that have been created or modified since the last extract of PICKLIST data, and is established by interrogating the time at which all PICKLIST records were last updated.

Source System(s) Data Structure


The source system RefDataMgr holds data on PICKLIST in the source table: PICKLIST. The format of this Oracle table is detailed in section 8.

2.3.1 Source 1: RefDataMgr.PICKLIST

This table holds PICKLIST data. When a new PICKLIST entry is created, or an existing one modified then data will be written to this table. The lastupdate field on this table is used as the key to determine which records have been created or modified since the last extraction.

2.4 Trigger for Extracting From Source

The Transfer PICKLIST Data Interface will be executed within a specified batch window, under the control of Control-M.  There are no dependencies on the source system for the interface to run, other than that the Oracle schema containing the Chordiant tables is available for extract.  There are dependencies from the target, see section 6.1.
3 ETL seq Para \r0 \h  Process to Staging/receiving system

3.1 Overview

The interface will extract PICKLIST data from one table as described in section 0. All new or modified records retrieved from the tables will be inserted into a temporary table on the ETL schema, see section 9.1.1.

The temporary table on the ETL schema is of the same structure as the RefDataMgr source table, with the addition of the following fields:

· Batch ID – this is a unique number generated each time the interface is run.  The value is passed to the mapping via a parameter file.
· Creation Date – this is a timestamp created by a database trigger when records are inserted into the table.

· Source ID – this is a unique sequence generated by a reusable Informatica sequence.

· Source System – the name of the source system, in this case “RefDataMgr”
Once the temporary table is populated, the data is used to populate the staging table in the MIDAS staging area, see section 4.2.

The interface will be run on a daily basis. The lastupdate date of the final record processed will be written to the control table, see section 4.3.5.2. This lastupdate date on the PICKLIST entity will be used in the next interface run to determine which new records have been created or modified since that point. An upper datetime limit will also be fed into the interface so that the extract can be limited as required.

3.2 Target Object

The Transfer PICKLIST Data Interface will populate a single staging table in the MIDAS datawarehouse staging area. The staging table is called STIN_CODE_LOOKUP_DIM and has a separate owner from the ETL schema. This table exists on an Oracle database. The staging table will be truncated by the MIDAS datawarehouse once they have processed all the staging table records fully in the datawarehouse. This process is defined and owned by MIDAS and is beyond the scope of this document.

The records from the temporary table INT_PICKLIST_TEMP will populate the staging table STIN_CODE_LOOKUP_DIM The additional fields are added and populated by triggers on the MIDAS staging table:

· Load Date - this is a timestamp created by a database trigger when records are inserted into the table.

· Load Sequence Id – this is a populated by a sequence in MIDAS’ DW_STAGE staging area schema.

The staging table format is detailed in section 10.

3.3 Processing Logic

The diagram below shows the data flow from the source system, through to the staging tables, as per the scope of this interface:

Figure 2: Diagram Showing Interface Process Dataflow


[image: image2]
The processing logic is broken down in to the following five sections. Further detail of these sub-sections can be found in section 5.

3.3.1 Data Extraction

· If the interface status is set to an appropriate value, then a scheduling process will call the interface to run.

· A stored procedure creates a parameter file with parameter values created or extracted from the control table

· Maximum extract point 1

· Minimum extract point 1 set using the lastupdate date from the previous interface run

· Batch ID which is unique for this interface instance

· Once the Transfer PICKLIST Data Interface is called the following processes are carried out.

· Truncate temporary table INT_PICKLIST_TEMP

· Extract new and updated records from the tables in order of time, i.e. process the earliest records first .

· Extract records where the input parameter value of the lastupdate time is less than or equal to the MAXIMUM_EXTRACT_POINT1 and greater than the value of the MINIMUM_EXTRACT_POINT1.

· Populate the temporary table with the new records from the source table and the additional fields batch ID, Source ID and Source System. See the mapping table in section 5.1.

· Commit records in temporary tables to the database.

If an error occurs then the restartability process required to reprocess records in the interface is detailed in section 6.2.

3.3.2 Data Validation

No data validation is required for this interface.

3.3.3 Data Transformation

No data transformation is required for this interface.

3.3.4 Data Load

· Records from the temporary tables are inserted into the staging table, see mapping table in section 5.2.

· Records are inserted in order of the last update date. 

· Records are committed to the database after a suggested 5000 records. The commit value can be configured in the interface tool if necessary.

· When all records are processed any records processed since the last commit point are committed to the database.

· Following the successful load, the control status is updated to inform MIDAS that they can start processing the staging table records.

· Logging steps will take place using the control stored procedures after records are committed to the staging table, and upon completion of the interface see section 4.3.5.2.

MIDAS deletes all processed records after each run. On each run the lower and upper date bounds for the MIDAS load process may not necessarily be the same as the Integration extract, so there may be data left over in the staging table after MIDAS has finished. This process is defined and owned by MIDAS and is beyond the scope of this document.

For details of the insert mapping from the temporary tables into the staging table, see section 5.2.

3.3.5 Common Components

3.3.5.1 Archiving

There are no archiving requirements for this interface.  The data held within the interface is stored only temporarily and truncated each time the interface is run. 


3.3.5.2 Logging

The integration ETL interfaces make use of the logging set up and procedures developed initially for Increment 2.1 of the programme.  All logging of data will be stored in a common table. This control table is both read from and written to during the interfacing process.  The table is only written to or read from via standard stored procedures, not from the ETL tool, and the records are only updated, new ones are not inserted.  Much of the logging relates to the start up, scheduling and validity checking of the interface, before any data is actually processed.  This is common between all interfaces, including those out of the scope of the Integration team, and will thus not be detailed within this interface-specific, functional design document.  Listed below, however, are the points within the interface at which the control and logging tables should be read / updated.

· Providing the interface is available to run a parameter file is created with the values required by the interface. The control table will be updated as appropriate.

· Once the interface has completed the control table will be updated to record the status as completed successfully or otherwise.

3.3.5.3 Error Reporting

Error reporting within the ETL tool processes will be handled by the standard interface tool logging.  Errors caused by reference data not being found should not result in a technical error, instead the validation rules should return an informative message back to the field, which will then be passed through to the warehouse.  See Section 4.3.2 for details of the validation messages required for this interface.

4 Source To Target Data Mapping

4.1 Chordiant Tables to Integration ETL Temporary Tables

4.1.1 Mapping of PICKLIST to INT_ PICKLIST _TEMP

	Target
	Source
	Comment

	Table
	Column
	Table
	Column
	 

	INT_PICKLIST_TEMP
	BATCHID
	
	
	Sequence passed to interface in parameter file

	INT_PICKLIST_TEMP
	CREATIONDATE
	
	
	SYSDATE from trigger on table

	INT_PICKLIST_TEMP
	SOURCEID
	
	
	Generated by re-usable Informatica sequence, shared by all Integration ETL temporary tables

	INT_PICKLIST_TEMP
	CODE
	PICKLIST
	CODE
	1:1

	INT_PICKLIST_TEMP
	CODEGROUP
	PICKLIST
	CODEGROUP
	1:1

	INT_PICKLIST_TEMP
	CODEDESC
	PICKLIST
	CODEDESC
	1:1

	INT_PICKLIST_TEMP
	CREATED
	PICKLIST
	CREATED
	1:1

	INT_PICKLIST_TEMP
	CREATEDBY
	PICKLIST
	CREATEDBY
	1:1

	INT_PICKLIST_TEMP
	LASTUPDATE
	PICKLIST
	LASTUPDATE
	1:1

	INT_PICKLIST_TEMP
	UPDATEDBY
	PICKLIST
	UPDATEDBY
	1:1

	INT_PICKLIST_TEMP
	RDMDELETEDFLAG
	PICKLIST
	RDMDELETEDFLAG
	1:1


4.2 Integration ETL Temporary Tables to MIDAS Staging Table

Order table by INT_PICKLIST_TEMP.LASTUPDATE in ascending order prior to insert into the staging table.
	Target
	Source
	Comment

	Table
	Column
	Table
	Column
	

	STIN_CODE_LOOKUP_DIM
	LOAD_DT
	
	
	SYSDATE. Populated from trigger on table

	STIN_CODE_LOOKUP_DIM
	LOAD_SEQID
	
	
	Sequence. Populated from trigger on table

	STIN_CODE_LOOKUP_DIM
	CREATED_DT
	INT_PICKLIST_TEMP
	CREATED
	1:1

	STIN_CODE_LOOKUP_DIM
	CREATED_BY
	INT_PICKLIST_TEMP
	CREATEDBY     
	1:1

	STIN_CODE_LOOKUP_DIM
	LAST_MODIFIED_DT
	INT_PICKLIST_TEMP
	LASTUPDATE    
	1:1

	STIN_CODE_LOOKUP_DIM
	LAST_MODIFIED_BY
	INT_PICKLIST_TEMP
	UPDATEDBY     
	1:1

	STIN_CODE_LOOKUP_DIM
	SOURCE_SYSTEM_ID
	
	
	Default: ‘RefDataMgr’

	STIN_CODE_LOOKUP_DIM
	CODE_APPLIES_TO
	INT_PICKLIST_TEMP
	CODEGROUP
	1:1 mapping but apply the following transformation:

Convert value to be converted to UPPERCASE and prefix with ‘/PICKLIST/’ 

e.g. ‘/PICKLIST/TECHENQUIRYACTION’

	STIN_CODE_LOOKUP_DIM
	CODE_AS_NUMBER
	INT_PICKLIST_TEMP
	CODE
	If INT_PICKLIST_TEMP.CODE contains the character ‘E’, set the field to null. Otherwise, if INT_PICKLIST_TEMP.CODE value is made up of numeric characters only (including decimal point) then map to STIN_CODE_LOOKUP_DIM.CODE_AS_NUMBER else Null 

	STIN_CODE_LOOKUP_DIM
	CODE_AS_CHAR
	INT_PICKLIST_TEMP
	CODE         
	1:1

	STIN_CODE_LOOKUP_DIM
	CODE_DESC
	INT_PICKLIST_TEMP
	CODEDESC    
	1:1. If source = NULL , default value: ‘?’


5 operation considerations

5.1 Scheduling

The Control M scheduling application is used to call the Transfer PICKLIST Data Interface at the designated time. The Control M process will run a Unix script that contains the logic and commands to start the interface process. The interface starts by initially creating a parameter file based on the control record contents. This parameter file is read by the ETL tool and the parameters are read by the interface and used for processing.

The scheduling requirements will be uniform across all Integration ETL interfaces. The scheduling requirements for the Transfer PICKLIST Data Interface will also include the requirements for the associated the MIDAS processes which is outside the scope of the functional design. The scheduling will be covered separately in conjunction with the associated MIDAS processes. 

Table of scheduling requirements:

	Type
	Frequency
	Pre-processing dependencies
	Post processing dependencies
	Incompatibilities
	Time restrictions

	Transfer PICKLIST Data Interface
	Daily
	Availability of Chordiant application server / Oracle database and warehouse staging area Oracle database.
	MIDAS process to use PICKLIST history data to populate the MIDAS datawarehouse must run.
	Associated MIDAS processes – the source to MIDAS staging interface must not be run concurrently with the PICKLIST staging to warehouse interfaces
	NA


5.2 Restartability

The interface can be restarted from the beginning after any abnormal termination. The processes in the interface that enable restartability are explained below.

A parameter file is read by the interface containing the dates of the last processed record from each source table.

All records which were created after the parameter date for the source tables are extracted from the source,

The temporary tables are truncated and the new records from the source inserted.

The new records are inserted into the staging table

Where appropriate the following procedure will be followed, otherwise all records are inserted and a commit performed on completion:

The support team investigate the abnormal termination and resolve the issue. Then they wait for the scheduler to execute the interface or it can be started manually. The following steps then occur which ensure that all records are captured.

The interface is restarted from the beginning

The parameter file is read by the interface containing the new lastupdate date of the last committed record in the staging table

The temporary table is truncated

All records created after the last record committed to the staging table are inserted into the temporary table.

Records from the temporary table are appended to the records in the staging table.

When all records have been processed and inserted into the staging table, a stored procedure is called to update the control table to inform the MIDAS datawarehouse that the staging tables records are ready for MIDAS processing.

6  seq Para \r0 \h Capacity Planning

Supporting document is referenced on page 2,  Related Documentation reference 4.

	Table
	Description
	Initial Size 
	Growth Rate
	Comments

	INT_ PICKLIST_TEMP
	Temporary table to hold data from delta extract of Chordiant table PICKLIST. 
	1600 records to be transferred in initial load
	0%

The table is truncated daily prior to each run
	Volumes likely to be very low (<5 day max, ave 5/week).

	
	
	
	
	


7 Appendix A – Source Table Definition

7.1 Tables

Source 1: PICKLIST

	Field
	Format
	Description
	Validation required

	CODE
	VARCHAR2(10)
	PK
	

	CODEGROUP
	VARCHAR2(80)
	PK
	

	CODEDESC
	VARCHAR2(255)
	
	

	CREATED
	DATE
	
	

	CREATEDBY
	VARCHAR2(32)
	
	

	LASTUPDATE
	DATE
	
	

	UPDATEDBY
	VARCHAR2(32)
	
	

	RDMDELETEDFLAG
	VARCHAR2(1)
	
	


8 Appendix C - ETL Objects

8.1 Detailed Target Definition

8.1.1 Temporary Table 1: INT_PICKLIST_TEMP

	Field
	Format
	Description
	Validation required

	BATCHID
	NUMBER(38)
	
	

	CREATIONDATE
	DATE 
	
	

	SOURCEID
	NUMBER(38) 
	
	

	CODE
	VARCHAR2(10) 
	
	

	CODEGROUP
	VARCHAR2(80) 
	
	

	CODEDESC
	VARCHAR2(255) 
	
	

	CREATED
	DATE 
	
	

	CREATEDBY
	VARCHAR2(32) 
	
	

	LASTUPDATE
	DATE 
	
	

	UPDATEDBY
	VARCHAR2(32) 
	
	

	RDMDELETEDFLAG
	VARCHAR2(1)
	
	


9 Appendix D – MIDAS Staging area objects

9.1.1 Target 1: STIN_CODE_LOOKUP_DIM

	
	
	
	

	LOAD_DT
	DATE NOT NULL
	
	

	LOAD_SEQID
	NUMBER(14) NOT NULL
	
	

	CREATED_DT
	DATE NOT NULL
	
	

	CREATED_BY
	VARCHAR2(32 BYTE) NOT NULL
	
	

	LAST_MODIFIED_DT
	DATE NOT NULL
	
	

	LAST_MODIFIED_BY
	VARCHAR2(32 BYTE) NOT NULL
	
	

	SOURCE_SYSTEM_ID
	VARCHAR2(20 BYTE) NOT NULL
	
	

	CODE_APPLIES_TO
	VARCHAR2(50 BYTE) NOT NULL
	
	

	CODE_AS_NUMBER
	NUMBER(10) 
	
	

	CODE_AS_CHAR
	VARCHAR2(255 BYTE) 
	
	

	CODE_DESC
	VARCHAR2(255 BYTE) NOT NULL
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