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1 Introduction

This document addresses the architecture of the ETL Integration Interfaces required by increment 2.3 of the CRM programme. The architecture for development is covered in this document; System Integration Test and Production environments are outside the scope of this document. The following information is covered in this document:

· Interface architecture from source to MIDAS datawarehouse

· Interface architecture from source application to target application

· Development and Test Environments

· Hardware and Software specification

· Unix Environment and Users

· Informatica Environment and Users

· Database Environment and Users

This document is aimed at the following audience:

	Audience
	Rationale

	Integration ETL Development Team
	Describes the ETL Integration architecture

	DW Development Team
	Describes the ETL Integration architecture which will integrate with MIDAS staging tables

	Chordiant Development Team
	Describes the ETL Integration architecture which will integrate with Chordiant as both as source and target.

	Arbor Development Team
	Describes the ETL Integration architecture which will integrate with Arbor as both a source and target.

	Integration Architect
	ETL Integration architecture is a subset of Integration Architecture


1.1 Environment Ownership

The team responsible for purchasing, setting up and maintaining environments is dependent on the environment. The ownership of these tasks are detailed below, by environment. The creation, support and management of all CRM environments, except development, requires authorization by the CRM Release and Environment Manager.

	Environment
	Ownership

	Development
	Integration – ETL Team

	Stream Test 
	Integration – ETL Team

	Link Test 
	Integration – ETL Team and DW Team

	SITest
	SITest Team

	Production
	Technical Architecture Team

Production Services


1.2 Assumptions

	
	Assumptions

	1
	Software specifications stated are those requested. This document will be updated if the delivered software differs from the requested specification.

	2
	Oracle database instances specification are those that have been requested.

	3
	Unix directories structures shown are those that have been requested but not yet physicalised.

	4
	Interface requirements from source to MIDAS datawarehouse have been listed at the Component level. There may be multiple logical interfaces required in each Component, these have not been listed due to volatile scope.

	5
	Interface requirements from source to target applications have been listed at the component level. The means of transferring data to the target may change when requirements are examined, i.e. input into a file or database table, use of FTP, requirements to make API calls.

	6
	Informatica licence details are those that have been requested, but not yet delivered.

	7
	Oracle usernames for ETL schemas have not yet been confirmed. This document will be updated on their creation.

	8
	The Integration ETL team will use the same PVCS application as the MIDAS team. There is currently a request for the teams to use the Windows PVCS, where Samba is used to map the Unix directories onto Windows.

	9
	The format of flat files containing information for Arbor and Chordiant targets will be defined in the Interface Functional Designs.

	10
	The majority of Integration ETL construction will take place in the iSDC on their development hardware and software. The main use of the development environment in Livingston will be for QA and Link Test.

	11
	A separate development environment on the Integration MOM development server is being researched and prototyped , so that the Integration ETL environment can be moved if there are space issues on the MARKETDEV server.

	12
	Current design requires a single schema on the Integration ETL database instance. If future design changes require the creation of additional schemas, then this document must be updated to capture the configuration of these.

	13
	The Integration ETL Architecture is being realised using a draft Chordiant model. The Chordiant team will be involved in all Integration ETL functional designs which use Chordiant as a source or target and sign off to give visibility of dependencies. Weekly Chordiant updates will be assessed and acted on by the Integration ETL development team.

	14
	Data could be inserted into Chordiant by calling a Client Agent Interface, passing in data from the ETL interface. If this requirement occurs then the ownership and functionality of the executable to call the Client Agent Interface will need to be determined.


Interfaces being processed

1.3 Overview

ETL interface requirements fall into two categories: between BSkyB systems and the MIDAS datawarehouse; between a BSkyB system and a non-MIDAS BSkyB system. The diagrams below are correct at the time this document was created. Referencing the Interface Catalogue will give a current profile of ETL requirements.

1.4 Interfaces Into and Out of the MIDAS Datawarehouse

1.4.1 New Interface Requirements for Increment 2.3

The diagram below shows the architecture for extracting component data from source systems to the MIDAS datawarehouse. If mapping requirements are simple then ETL Informatica interfaces can extract data from the source to the target MIDAS datawarehouse staging area without the use of the ETL schema.

Figure 1: Interfaces into MIDAS Datawarehouse
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1.4.1.1 MIDAS Target

The ETL interfaces will populate MIDAS staging tables with the required component data using Informatica. The ownership of the component data ends once the staging tables have been populated.

1.4.1.2 Marketing Director Target

Marketing Director sources its information from the MIDAS tables. The ETL interfaces that supply data to the Marketing Director will do this by populating MIDAS staging tables with the required component data using Informatica. The MIDAS datawarehouse is then responsible for populating the MIDAS tables that are sourced by the Marketing Director.

Modified Interface Requirements for Increment 2.3

There are interfaces in production from increments prior to 2.3 that require modification to fulfil increment 2.3s requirements. The means of modifying of these interfaces will be decided on an interface-by-interface basis. 

Figure 2: Modified Interfaces into MIDAS Datawarehouse
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1.4.2 Chordiant Source 

Existing interfaces exist which extract Chordiant data. These should be analysed to establish if they are scalable to meet requirements of Increment 2.3 and further increments. The means of extracting data must be maintainable and supportable once in production. If the existing interfaces are deemed re-usable, then they will be modified to meet Increment 2.3 requirements.

If modification of existing interfaces is not practicable as a long term solution, then the interface requirement will be met using the architecture solution detailed in Section 2.2.1 New Interface Requirements for Increment 2.3. 

Source data from Chordiant will be extracted to the ETL schema. This is in line with the Integration ETL architecture of creating integration data on one database instance. Am Integration ETL schema is required on the database instance and will be the owner of all Integration ETL database objects. If a data extraction is simple then the data can be extracted from the source system and placed directly in the MIDAS staging tables.

1.5 Non-MIDAS ETL Interface Requirements

The diagram below  shows the architecture for non-MIDAS ETL interfaces, extracting component data from source systems and transferring it to target systems.

Figure 3: Non-MIDAS ETL Interfaces
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1.5.1 Arbor Source

The ETL interfaces will extract component data from the Arbor database tables. This data will be transferred to the ETL schema using Informatica and then used to populate the target system in the required format.

1.5.2 Arbor Target

The ETL interfaces will create a fixed width file with the required component data using Informatica. The fixed width file will be transferred using ftp to an assigned Unix directory on the Arbor application server. Once the file has been transferred to the Arbor server, the file ownership and upload of data into the Arbor application is the responsibility of Arbor. 

1.5.3 Chordiant Source

The ETL interfaces will extract component data from the Chordiant database tables using Informatica. This data will be transferred to the ETL schema and then used to populate the target system in the required format.

1.5.4 Chordiant Target

The mechanism to load data into Chordiant will be decided on a case-by-case basis. The following options are detailed below:

The ETL interfaces will create a file or populate a table with the required component data using Informatica. If a file is used, it will be transferred using ftp to an assigned Unix directory on the Chordiant application server. If a table is populated then this will populate a staging table on Chordiant. Once the data has been transferred to the Chordiant server then a script will invoke the Chordiant Client Agent Interface. The client agent will pass the required data fields to the appropriate Chordiant service. The service enables the data to be loaded into the Chordiant database. Ownership of the script to call the Client Agent Interface has to be determined, see Assumptions section 1.2, reference 14.

The alternative mechanism is to insert data into the Chordiant production database tables. This involves the risk of having to mimic the Chordiant application logic to update tables correctly. This approach will be considered if interface volume levels are high enough to make the use of Chordiant services unfeasible.

1.5.5 Other Sources

The architecture required to interact with future source systems will be decided on a case-by-case basis. The preferred method of extracting data from a source system is by either extracting data from source tables, or processing a file created by the source system, which has been transferred onto the Integration ETL server. However other methods will be considered as required.

1.5.6 Other Targets

The architecture required to interact with future target systems will be decided on a case-by-case basis. The preferred method is to populate a staging table or send a file to the target system, so that the target system can validate the data and populate the production application. This gives the target system control of the data entered, and in the case of an upgrade the API used can be assessed and amended as required without any dependency on the Integration ETL interfaces. Other methods of interfacing will be considered as required.

2 DEVELOPMENT and STREAM test Environments

2.1 Overview

This section details the hardware and software setup for ETL Integration development and stream testing. The hardware and software specifications used in development and stream testing are also detailed below. 

2.2 Hardware and Software Environment Diagrams

The ETL Integration team and MIDAS team have their development and test environments on the same server, MARKETDEV (DUNHA2A).The diagram below shows the database instances and informatica repositories and servers set up for development  and stream test

Figure 4: Development and Stream Test Environments 
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Hardware and Software Specifications

Table 1: Server Specification

	Name
	Value

	Server Type
	Solaris

	Host Name
	MARKETDEV 

	Server Name
	DUNHA2A

	Memory per DB Instance
	60MB

	Disk Space per Informatica Instance: Redo Logs
	120MB

	Disk Space for all Informatica Instances: Archive Logs
	28GB

	Disk Space per Repository Schema
	200MB (Total = 3 * 200MB)

	Disk Space for Integration ETL Instance
	500MB

	Default Method of access
	Telnet

	Server database connection to source/target DB
	Native


Table 2: Informatica Specification

	Name
	Value

	Informatica version
	v6.1 

	Installed on Server 
	MARKETDEV

	Informatica Licence Type
	Class III. Up to 10 CPUs on the Production Server and unlimited source and targets.

Production license covers all development and test environments which are required prior to Production.


Table 3: Oracle Specification

	Name
	Value

	Database version
	Oracle 8.1.7.4

	Installed on Server Location
	MARKETDEV

	Tablespace name for Integration ETL Instance
	DEVWORK


Table 4: Client Software

	Name
	Value

	Informatica version
	v6.1  

	Client Database Connection to Repository Server
	TCP/IP

	Client Database Connection to source and target DB
	ODBC

	Windows O/S
	NT/2000

	Domain
	SSSL


3 unix environment setup for etl Integration on marketdev
3.1 Overview

The Unix environment is based on the existing MIDAS environment. This section is the baseline and should be maintained to match any amendments to Unix environment following additional ETL requirements.

3.2 Users and Ports

The following table indicates the Unix groups required by each repository on MARKETDEV.

Table 5: Unix Groups for Informatica on MARKETDEV

	Unix User
	Main Group
	Secondary Group

	pmintdev 
	Informat
	intdev

	pmintbck 
	Informat
	intdev 

	pmintst 
	Informat
	intst 


The following table indicates the Unix users and groups required by developers on MARKETDEV.

Table 6: Unix Groups for Developers on MARKETDEV

	User
	Primary Group
	Secondary Group

	<CRM 2.3 Integration development accounts>
	integdev
	pvcs

	Integdev (integration PVCS check-in user for dev end)
	integdev
	pvcs

	Integint (CRM phase 2.3 Integration stream test user)
	integint
	pvcs


The following table indicates the port numbers associated with each informatica instance.

Table 7: Port Numbers for Informatica Instances

	Informatica directory location
	Unix Server
	Informatica Server/Server Repository Name
	Port Number

	/v6_1/PowerCenter_intdev
	marketdev
	INFINTDEV
	6011

	/v6_1/PowerCenter_intbck
	marketdev
	INFINTBCK
	6012

	/v6_1/PowerCenter_intst
	marketdev
	INFINTST
	6013


The following table provides details of the Oracle usernames required for each Informatica instance. The oracle username for the development and stream test schemas are also listed below.

Table 8: Oracle Usernames

	Informatica Server/Repository name/Schema Name
	Unix Server
	Oracle Instance
	Oracle Username

	INFINTDEV
	marketdev
	INFINTDV
	Infintdev

	INFINTBCK
	marketdev
	INFINTDV
	Infintbck

	INFINTST
	marketdev
	INFINTDV
	Infintst

	INTDEV
	marketdev
	INTDV
	TBC


3.3 Unix directory structures

There are directory structures setup for the development and stream test environments, Informatica application installation, and for archiving. These structures have been based on the existing MIDAS datawarehouse setup. The Informatica Application Installation directories, and archive directories for ETL Integration are also detailed below. These directory structures should be maintained to reflect any changes to the ETL Integration structures.

Figure 5: Development Directory Structure
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Notes:

1.  The /log directory will be used for the logging of both Informatica controlled and  non-informatica jobs.  To cover this, two environment variables will be set-up.

2.  The /informatica directory should not be written to.  It is a "top-level" directory for informatica specific directories.

3.  The /awk, /ctl, /scr and /sql directories are used by PVCS in all filesystems.  These directories should not be written to directly.  In all filesystems (excluding /int_dev_env) these directories will be the lowest level under /

scripts. In these filesystems, all code will be run from this directory level.

The directory permission in /int_dev_env should be left at 770 (full privileges to user and group) to allow for the creation of $LOGNAME directories for each new developer.

4.  The $LOGNAME level under the /awk, /ctl, /scr and /sql directories will contain a set of directories for each developer.  The $INTEGAWK, $INTEGCTL, $INTEGSCR and $INTEGSQL environment variables for each CRM

phase 2.3 developer will be directed to these locations. All code will be run from this level of the directory structure.

5.  This directory structure assumes that all development staff are a) running the Korn shell by default and b) members of the "integdev" group.
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Figure 6: Stream Directory Structure
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2.  The /informatica directory should not be written to.  It is a "top-level" directory for informatica specific directories.

3.  The /awk, /ctl, /scr and /sql directories are used by PVCS in all filesystems.  These directories should not be written to directly.  All code will be run from this directory level.

The directory permission in /int_inter_env should be left at 770 (full privileges to user and group) to allow for the creation of $LOGNAME directories for each new developer.

4.  This directory structure assumes that all code in stream test will be run using the integint user and that the user is a) running the Korn shell by default and b) a member of the "integint" group.
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Figure 7: Directory Structure for Informatica Application Installation
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Figure 8: Directory Archive Structure
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