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1 Introduction

This functional design document is intended to detail the solution required for the specified interface, from the generation of data in the sending systems to the receipt of that information in all relevant receiving systems.

This document will be used by the development teams of all technologies involved in order to construct the interface, from Application and Connector to Middleware teams.

1.1 Outstanding Issues

	Reference
	Issue

	1.
	

	2.
	


1.2 Document Purpose

The target audience for this document is:

	Audience
	Rationale



	Integration Development Team
	Development of the interface

	CHD Development Team
	Development of the interface

	Arbor Development Team
	Development of the interface

	Customer Finance Define Team
	Increment deliverable


1.3 Dependencies

	Reference
	Dependency

	1.
	Functional Design is the key dependency for all parties. Functional Design should be agreed and frozen before any development begins.

	2.
	Functional Design should be agreed and frozen before any development begins.



	3.
	Validation testing of the interface will require all developments to be complete, unit tested and signed off by the appropriate sub-team lead or authority as a pre-requisite.



	4.
	The complete interface is dependent on all components (Arbor, Arbor/MQ Connector, WMQI, MQ/EntireX Connector, ARL) being fully tested and delivered




1.4 Assumptions

	Reference
	Assumption

	1.
	

	2.
	


2 INTERFACE DEFINITION

2.1 Background and Overview

This interface handles the transfer of payment data from the Document Scanning System (ARL) to Arbor.
When a payment is received, ARL scans the cheques, batches them up and sends them to Arbor over MQ and WMQI for processing.
ARL requires a response message to clarify that the remittances have been successfully processed.  This response will be provided by the ARL connector and will represent the fact that the connector has successfully received the message and put it on the appropriate system outbound queue.

Since the response required is provided by the ARL connector, the interface itself will be implemented as fire and forget and actionable error return codes will be provided by the integration layer should the interface fail in the CRM domain.  Fire and forget type messages are not subject to system time outs and will therefore never expire.
2.2 Solution Architecture

[image: image2.emf]A graphical representation of the complete interface architecture follows, outlining the high-level environment, processes and flow.
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* Websphere MQ Integrator (WMQI) version 2.1 converts CWF message structures generated by ARL to XML message structures understood by Arbor.
1 - 2) ARL sends a message containing a batch of remittances via the EntireX Broker to the ARL Connector. The ARL Connector waits for the message, adds the necessary headers and sends the message to a dedicated system outbound MQSeries queue.

3) The ARL Connector responds to the ARL confirming that it has received all the message, and has sent it on for processing.

4 - 5) WMQI takes the message, transforms it to the required structure and puts those messages onto the appropriate system inbound MQSeries queue. 

6 - 7) The Arbor connector picks up the messages from the queue and passes it to Arbor for processing.

2.3 WebSphere MQ Requirements

	Application
	Message Direction
	Type
	Queue Name

	Document Scanning System
	Outbound
	Static
	WMQ01.0000.ARL01

	Arbor
	Inbound
	Static
	ARB01.0000.WMQ01


3 SENDING SYSTEM TO INTEGRATION LAYER

The following section outlines the design specifications for the interface that relate to the sending system. This includes the way messages will be sent out of the sending system to the Integration Layer and also how the same system will receive messages if a reply is required.

3.1 Sending System Outbound Message – Document Scanning System (ARL)
This section describes the message sent out from the sending system to the integration layer and the initiation of the interface process.
3.1.1 Sending System Pre-processing

ARL is the sending system.
3.1.2 Information To Be Transmitted

Each message sent by ARL contains up to 200 scanned cheque payments.
3.1.3 General Process Flow

	Interface Statistics
	Description

	Frequency
	1500 remittances processed per day.

	Timing
	Remittances processed throughout the day from 8.30am to 10pm

	Average Volumes
	1500 per day

	Peak Message Body Size
	7Kb

	Trigger
	The interface is manually triggered by the Document Processing team.

	Sequence of Process
	n/a


3.1.4 Connector processing

The ARL connector extends the EntireX / MQ connector.
A detailed description of EntireX / MQ connector can be found in the following 3 documents:

· BSkyB Generic Adapter for MQSeries Functional Design;

· BSkyB Generic API Connector for MQ Series Technical Specifications;

· BSkyB MQSeries-EntireX Outbound Class Technical Specifications.

The above documents are the definitive reference for this connector.
In summary, the ARL Connector is used for data both extracted from and sent to ARL via MQSeries queues. When a message is placed onto a queue the ARL Connector attaches an MQMD and an RFH2 header.  

In addition to the requirements detailed in the above documents, the ARL connector will be responsible for providing a response to the ARL once the message has been received and has been successfully put to the appropriate system outbound queue.  Full details of this can be found in the supporting documentation, ARL Connector Design.
3.1.5 Sending System – Outbound Message Body Structure

Message Name:
MZ_IFC0678_OT_ProcessRemittancesFgt
Field Delimiters:
Custom Wire Format (CWF) delimited by length.
Scope of Message:
All Normal Processing
	Field Name
	Min - Max Usage
	Format
	Possible Values or Comment

	Send Area
	1-1
	A6468
	

	SMA-CONV-CLASS
	1-1
	A1
	Constant Value : ‘E’


	SMA-CONV-TYPE
	1-1
	A2
	Constant Value : ‘SD’


	SMA-CONV-VERSION
	1-1
	A2
	Possible Values: ’01’, ‘02’


	SMA-RESERVED
	1-1
	A8
	Constant Value: Blank Space


	BATCH-DATE-A
	1-1
	A8
	Generic Date format See 3.1.5.1

	FIN-TRX-TYPE
	1-1
	A3
	Constant Value: 
‘PRC’ (Payment Received Cash)

	CMS-ID-A
	1-1
	A5
	Constant Value: ‘00001’ (Sky CMS)

	CRT-USER
	1-1
	A8
	Details the user id of the operator that keyed the contract.

	BATCH-NR-A
	1-1
	A5
	Unique Batch Identifier.  Generic format. See 3.1.5.1

	BATCH-PAYMT-TYPE
	1-1
	A3
	Possible Values: -
‘GIR’ (Giro)


	CURRENCY-CDE
	1-1
	A4
	Possible Values:  -

‘GBP ’ (Sterling)


‘EUR ’ (Euros)

	XPCTD-BATCH-TOT-N
	1-1
	N13,2
	Generic currency format. See 3.1.5.1

	XPCTD-NR-OF-ITEMS-A
	1-1
	A3
	Generic format. See 3.1.5.1

	BATCH-CLOSED-IND
	1-1
	A1
	Possible Values: - 

‘Y’ (Trailer Record)

‘N’ (Not Trailer Record)


	FIN-DETAILS
	1-200
	A32
	See 3.1.5.2

	BATCH-ITEM-A
	1-1
	A3
	Unique batch record identifier. Generic format. See 3.1.5.1 

	CTRCT-NR
	1-1
	A14
	Unique Contract identifier.  Generic format. See 3.1.5.1

	PAYMT-VAL-N
	1-1
	N13,2
	Remittance value.  Generic currency format. See 3.1.5.1


3.1.5.1 Generic Formatting Rules

Data will be sent from the system following the generic format below:

	Data
	Comments

	Boolean (A1)
	Values : passed as a single character field with possible values Y and N.

	Text Strings (Axx)

	Left aligned in their fields and padded with spaces.

	Dates (A8)
	DDMMYYYY format

	Currency (Nxx.2)
	Currency Values are passed with no decimal point as separator, therefore the rightmost 2 digits always represent pence values.  

Currency amounts are right aligned and padded with leading zeros.

For example a value of £17.62 adhering to the N4.2 format will be detailed as 001762.

	Numbers (Nxx)
	Passed in character format. This format contains no thousand separator (ie 1000 instead of 1,000) and does not use a period (.) as a decimal separator. Negative numbers are not expected.

All numbers should be right aligned and padded with leading zeros.

	Custom Wire Format
	Where a value does not exist in a field, the field is padded with white space (unless otherwise stated), therefore the position of fields in the message are always the same. 


3.1.5.2 Financial Details
The message contains up to 200 sets of Financial Details where each set of details is provided before moving on to the next.
3.1.6 Control Mechanisms

Any Errors that occur during the processing of the interface will be handled in a standardised way as outlined in the Middleware Integration Layer Error Handling Document.
3.1.7 Security and Authorisation

Security information will adhere to the requirements outlined in the Sky CRM Non-Functional Requirements document. 

See the relevant connector Technical Specification for details of how connectors login to the application concerned, and how usernames and passwords are managed:

· BSkyB Generic API Connector for MQ Series Technical Specification;

· BSkyB MQSeries-EntireX Outbound Class Technical Specification.

Some general points are made below:

1. The applications are considered as trusted.  Messages appearing on an application’s inbound queue will be assumed to be trusted.  Nothing in the message data will be used for authentication or authorisation (although the data could be used for auditing or exception investigation). 
2. The applications are not directly connected, and WMQI does not connect to any applications.

3. A connector will generally login to an application using a single username and password, and have full rights to undertake all business transactions required.

4. There will be no individual user level login to applications.

3.2 Sending System Inbound Message 

This section describes the reply message received as part of this interface and how it is sent back to the original sending system.

For the architecture used in this interface, the ARL Connector will be used to respond to the sending system in order to notify the ARL that the message has been placed into the CRM environment either successfully or otherwise.  Full details of the response can be found in the supporting documentation, ARL Connector Design.
4 INTEGRATION LAYER TO RECEIVING SYSTEM

4.1 Receiving System Inbound Message - Arbor
This section describes the message received by the receiving system from the integration layer.
4.1.1 Routing and Filter Rules

There are several steps involved in routing a message to the correct interface (module) flow (and hence the correct target application), and then to the correct business processing in the target application.  

1. WMQI sets the MQRFH2.mcd.Type to the name of the interface based upon the ARL message type, read from the SMA-CONV-TYPE field in the message body.  This mapping is hard coded in ESQL.  This is done in the ARL Application flow.
2. WMQI routes the message to the correct interface level message flow (module flow).  This is done based on the interface name in the MQRFH2.mcd.Type header field set above.  A RouteToLabel node is used to route to the specific module flow by matching the value in MQRFH2.mcd.Type to the label at the start of the module flow.  This is done in the ARL Application flow.

3. The MQ / Arbor Connector passes the XML payload generated by the module flow and the MQRFH2.mcd.Type field as parameters to make the call to the Arbor API.

The table below summarises the mapping that occurs in the WMQI module flow.
	Receiving System Field Name
	Min - Max Usage
	Format
	Mapped From Sending System Field
	Field Transform Rule or Comment

	mcd.Type field in MQRFH2 header
	1-1
	Text
	SMA-CONV-TYPE
	SMA-CONV-TYPE = SC, then set mcd.Type to ‘MZ_IFC0678_IN_ProcessRemittancesFgt’

The application flow maps the name of the interface to the mcd.Type field to be used firstly to route to the correct module flow and secondly as a parameter in the Arbor connector’s call to the Arbor API. 


All messages will be routed to Arbor, unless an error occurs during WMQI processing.  For details concerning behaviour on error processing see the supporting documentation; Integration Layer Error Handling.
4.1.2 Receiving System - Inbound Message Body Structure

Message Name:
MZ_IFC0678_IN_ProcessRemittancesFgt
Field Delimiters:
XML
Scope of Message:
All Normal Processing
	Receiving System Field Name
	Min - Max Usage
	Format
	Mapped From Sending System Field
	Field Transform Rule or Comment

	<arlHeader>
	1-1
	Tag
	
	

	<finTrxType>
	1-1
	A3
	FIN-TRX-TYPE
	Direct Mapping.  Generic transformation rules apply.

	<batchDate>
	1-1
	A8
	BATCH-DATE-A
	Direct Mapping.  Generic transformation rules apply.

	<batchNumber>
	1-1
	A5
	BATCH-NR-A
	Direct Mapping.  Generic transformation rules apply.

	<operatorId>
	1-1
	A8
	CRT-USER
	Direct Mapping.  Generic transformation rules apply.

	<currencyCode>
	1-1
	A4
	CURRENCY-CDE
	See 4.1.2.2.




	<xpectedTotal>
	1-1
	A3
	XPCTD-NR-OF-ITEMS-A
	Direct Mapping.  Generic transformation rules apply.

	<xpectedValue>
	1-1
	N13,2
	XPCTD-BATCH-TOT-N
	Currency transformation rules apply.

	<actualTotal>
	1-1
	A3
	Derived from BATCH-ITEM-A
	WMQI to calculate the cardinality of BATCH-ITEM-A.

	<actualValue>
	1-1
	N13,2
	Derived from PAYMT-VAL-N
	WMQI to calculate the sum of all instances of PAYMT-VAL-N. Currency transformation rules apply.

	<financialDetail>
	1-200
	Tag
	
	Repeating group containing up to 200 instances of the following 3 items.

	<batchItem>
	1-1
	A3
	BATCH-ITEM-A
	Direct Mapping.  Generic transformation rules apply.

	<customerId>
	1-1
	A14
	CTRCT-NR
	Direct Mapping.  Generic transformation rules apply.

	<paymentValue>
	1-1
	N13,2
	PAYMT-VAL-N
	Currency transformation rules apply.

	</financialDetail>
	1-200
	End Tag
	
	

	</arlHeader>
	
	End Tag
	
	


The Field Name is the same as the XML tag value. Attribute values are described in Comments or referenced sections.
4.1.2.1 Generic Transform Rules 

Data will be sent to the system following the generic format below:

	Data
	Comments

	Text (Axx)
	There is no padding of text values within XML.

	Num (Nxx)
	Numbers passed in character format. This format contains no separator or decimal point (i.e. 100000 instead of 1,000.00).
No negative values are expected.

	Curr (Nxx.2)
	Currency values are passed to Arbor with no decimal point as separator, pence values are assumed therefore the rightmost 2 digits always represent pence values. This means that no numerical transformation is required from the ARL value, however there are no leading zeros as this is an xml message.

	Date (A8)
	DDMMYYYY format


4.1.2.2 Currency Code

The following transformation is required:

	ARL Value
	Arbor Value
	Description

	GBP 
	GBP
	Sterling

	EUR 
	EURO
	Euros


Note: If an appropriate mapping is not found then an error should be thrown.

4.1.3 Receiving System - Inbound Message Header Structure

As detailed in 4.1.1, the WMQI application flow will populate the mcd.Type field of the MQRFH2 header with the name of the interface.
4.1.4 Connector Processing

The MQ/ARB Connector will poll the inbound Arobor queue for the XML fire and forget message and then pass the message with the value in the mcd.Type field of the MQRFH2 header as parameters to Arbor, in order to indicate to Arbor which process needs to be called.
4.1.5 Control Mechanisms

Any Errors that occur during the processing of the interface will be handled in a standardised way as outlined in the Middleware Integration Layer Error Handling Document.

If an error occurs in the Arbor stored procedure, a reply message will be returned with a tag containing <success>false</success>. This is picked up by the connector and put on the bad message queue.
4.1.6 Security and Authorisation

Security information will adhere to the requirements outlined in the Sky CRM Non-Functional Requirements document.
4.1.7 Receiving System Pre-processing

N/a
4.1.8 Receiving System Events Triggered

Upon receipt of the inbound message, the MQ/ARB Connector performs validation on the information to check that the customer exists, that the appropriate fields are populated and that batch totals tie up, any data that is rejected as a result of validation will be reported on by Arbor.
5 APPENDIX

5.1 APPENDIX A: ARL Example Message Structure.
ESD01@@@@@@@@27122002PRC00001@@@JPL0910001GIRGBP@0000000000020002@@Y1012420006@@@@@@@0000000000010001022420007@@@@@@@000000000001000

	SMA-CONV-CLASS
	E

	SMA-CONV-TYPE
	SD

	SMA-CONV-VERSION
	01

	SMA-RESERVED
	@@@@@@@@

	BATCH-DATE-A
	27122002

	FIN-TRX-TYPE
	PRC

	CMS-ID-A
	00001

	CRT-USER
	@@@JPL09

	BATCH-NR-A
	10001

	BATCH-PAYMT-TYPE
	GIR

	CURRENCY-CDE
	EUR@

	XPCTD-BATCH-TOT-N
	000000000002000

	XPCTD-NR-OF-ITEMS-A
	2@@

	BATCH-CLOSED-IND
	Y

	    BATCH-ITEM-A
	101

	    CTRCT-NR
	2420006@@@@@@@

	    PAYMT-VAL-N
	000000000001000

	    BATCH-ITEM-A
	102

	    CTRCT-NR
	2420007@@@@@@@

	    PAYMT-VAL-N
	000000000001000



(@ = Blank Space)
5.2 APPENDIX B: Arbor Example Message Structure.
<arlHeader>

  <finTrxType>PRC</finTrxType>

  <batchDate>27122003</batchDate>

  <batchNumber>10001</batchNumber>

  <operatorId>JPL09</operatorId>

  <currencyCode>EURO</currencyCode>

  <xpectedTotal>2</xpectedTotal>

  <xpectedValue>2000</xpectedValue>

  <actualTotal>2</actualTotal>

  <actualValue>2000</actualValue>

  
<financialDetail>



<batchItem>101</batchItem>

    

<customerId>2420006</customerId>

   

<paymentValue>1000</"paymentValue>

</financialDetail>

<financialDetail>



<batchItem>102</batchItem>

    

<customerId>2420007</customerId>

   

<paymentValue>1000</"paymentValue>


</financialDetail>

</arlHeader>

IFC0678_CHD_ProcessRemittances


(Increment 2.3 Architecture)
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