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1 Introduction

1.1 Outstanding Issues

	Reference
	Issue

	
	

	
	


1.2 Document Purpose

This document details the Radius to Clarity Blue Interface. The purpose of this document is to provide ETL developers with a functional specification to create a technical design and construct the Radius Data Interface. It details the business background, source and target data structures, as well as providing a source to target mapping.

The target audience for this document is:

	Audience
	Rationale



	ETL developer
	To be used for interface development

	Clarity Blue development team
	This interface will form part of an end to end solution between Radius and Clarity Blue and therefore the Clarity Blue development team will use the target files defined within this document as a source for the transformation and load to their database.

	Radius development team
	To ensure interaction with the Radius source is correct and satisfactory


1.3 Dependencies

	Reference
	Dependency

	1.
	Functional Design is the key dependency for all parties. Functional Design should be agreed and frozen before any development begins.


1.4 Assumptions

	Reference
	Assumption

	2
	The order of fields within tables cannot be guaranteed. All development should reference field names and not rely on the field placement within the table.


2  seq Para \r0 \h Interface Definition

2.1 Background and Overview

This Functional Design defines the interface ‘Transfer Radius Data’, IFC2153, for data extraction from the weekly Radius file source and loading to a flat file on the Clarity Blue server.  The Transfer Radius Interface forms part of Clarity Blue functional area.

Radius data is extracted from one flat file:

RADIUS.csv
The interface will extract all of the data which resides at source.
2.2 Interface Scope and Responsibility

This interface extracts relevant Radius data from the transferred flat file source.
The scope of this interface commences with the extract of data from Radius and ends with the population of flat file targets. Once the files have been sent to the Clarity Blue system, Clarity Blue is responsible for using the data to populate the marketing database.

2.3 System Overview Diagram

This diagram illustrates how this interface fits into the overall integration ETL solution for the CRM project, increment 2.3.

The highlighted arrows illustrate the data flow created by the Transfer Radius Data Interface[image: image3.emf].

Figure 1: ETL System Overview Diagram
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3  seq Para \r0 \h Data Sources

3.1 Overview

The following section outlines the design specifications for the interface that relate to the sending system. This includes the definition of the source system pre-processing requirements and details of source data structures.

The source system is the Easynet Radius server.
3.2 Source System(s) Pre-Processing

The source system must transfer (SFTP) the flat file RADIUS.csv over to the Sky holding system DUNSDIM01.
3.3 Source System(s) Data Structure

RADIUS
Radius data is sourced from a CSV spreadsheet, maintained by Easynet, and holds the broadband usage for Sky customers. 
3.4 Trigger for Extracting From Source

The Transfer RADIUS to Clarity Blue Interface will be executed within a specified batch window, under the control of Control-M.  This will be time released on a weekly basis around midnight (TBC).
4 ETL seq Para \r0 \h  Process to Staging/receiving system

4.1 Overview

The interface will extract Broadband Usage data from a flat csv data file as described in Appendix A. A full extract of data will be extracted into the temporary tables on the ETL schema (Appendix B).
The temporary tables on the ETL schema are of the same structure as the source file, with the addition of the following fields:

· Batch ID – this is a unique number generated each time the interface is run.  The value is passed to the mapping via a parameter file.
· Creation Date – this is a timestamp created by a database trigger when records are inserted into the table.

· Source ID – this is a unique sequence generated by a reusable Informatica sequence.

· Source System – the name of the source system, in this case “Radius”

Once the temporary table is populated, the data is used to populate the flat files that will be sent to Clarity Blue, see Appendix C.
The interface will be run on a weekly basis.
4.2 Target Object

The Transfer RADIUS Data Interface will populate 3 flat files on the ETL host that will be transferred over to Clarity Blue. The files are called:

sky_radius_<yyyymmdd>.txt
sky_radius_<yyyymmdd>.checksum 

sky_radius_<yyyymmdd>.end
The files will be transferred (SFTP) to holding server DUNSDIM01, before being sent (SFTP) to Clarity Blue via a Control M process. 

The records from the temporary table INT_RADIUS_TEMP will populate the files.
4.3 Processing Logic

The diagram below shows the data flow from the source system through to the staging table, as per the scope of this interface:

Figure 2: Diagram Showing Interface Process Dataflow
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The processing logic is broken down in to the following five sections. 

4.3.1 Data Extraction

· Once the Transfer Radius Data Interface is called the following processes are carried out:

If an error occurs then the restartability process required to reprocess records in the interface is detailed in a further section.

4.3.2 Data Validation

No data validation is carried out on the records. 

4.3.3 Data Transformation

No data transformation is carried out on the records, other than formatting of the date to ‘YYYYMMDD’.

4.3.4 Data Load

· Records from the temporary tables are inserted into the target files; see mapping table in section 3.6.7 and data transformation above.

· Records are inserted in USERNAME order. 

· Records are committed to the database after a suggested 10000000 records. The commit value can be configured in the interface tool if necessary.

· When all records are processed the staging table records are committed to the database.

· Following the successful load to target files, the control status is updated.

· Logging steps will take place using the control stored procedures after records are committed to the staging table, and upon completion of the interface.
For details of the insert mapping from the temporary tables into the target files, see section 5.2.1.
4.3.5 Load Completion

On completion of the data load to the target file, a Unix script will parse the target file through the MD5 utility to generate a file with a unique digital signature that will monitor/verify if the data file has been corrupted or inadvertently tampered with before it is received by Clarity Blue. The file will have the suffix extension of ‘.checksum’. Therefore for this interface the check file will be called sky_radius_<yyyymmdd>.checksum
Finally a completion file will be created with a suffix extension of ‘.end’. This will signify that the load file and check file have been created successfully. This file will be called sky_radius_<yyyymmdd>.end.

4.3.6 TAR File

The final step of the interface is to create a TAR file which will include all Radius output files as well as any other files that are required to send to Clarity Blue. A Unix script will TAR the files into a new file called ‘sky_etl_cblue_<yyyymmdd>.TAR’.

This TAR file will be FTP’d to secure Sky server DUNSDIM01, before being FTP’d to Clarity Blue.

A confirmation file is also created following the successful creation of the TAR file and sent at the same time, ‘sky_etl_cblue_<yyyymmdd>.end’

4.3.7 Common Components

4.3.7.1 Archiving

There are no archiving requirements for this interface.  The data held within the interface is stored only temporarily and truncated each time the interface is run.
4.3.7.2 Logging

The integration ETL interfaces make use of the logging set up and procedures developed initially for Increment 2.1 of the CRM programme.  All logging of data will be stored in a common table. This control table is both read from and written to during the interfacing process.  The table is only written to or read from via standard stored procedures, not from the ETL tool, and the records are only updated, new ones are not inserted.  Much of the logging relates to the start up, scheduling and validity checking of the interface, before any data is actually processed.  This is common between all interfaces, including those out of the scope of the Integration team, and will thus not be detailed within this interface-specific, functional design document.  

The specific logic is common to all interfaces and is outside the scope of this document.

4.3.7.3 Error Reporting

Error reporting within the ETL tool processes will be handled by the standard interface tool logging.  Errors caused by reference data not being found should not result in a technical error, instead the validation rules should return an informative message back to the field, which will then be passed through.

5 Source To Target Data Mapping

5.1 Easynet Exchange to Integration ETL Temporary Table

5.1.1 Mapping of INT_RADIUS_TEMP
	Target
	Source
	Comment

	Table
	Column
	Table
	Column
	 

	INT_RADIUS_TEMP
	BATCHID
	
	
	Sequence passed to interface in parameter file

	INT_RADIUS_TEMP
	CREATIONDATE
	
	
	SYSDATE from trigger on table

	INT_RADIUS_TEMP
	SOURCEID
	
	
	Generated by re-usable informatica sequence

	INT_RADIUS_TEMP
	SOURCE_SYSTEM
	
	
	‘Radius’

	INT_RADIUS_TEMP
	USERNAME
	RADIUS.csv
	USERNAME
	1:1

	INT_RADIUS_TEMP
	ACCTUNIQUE         
	RADIUS.csv
	ACCTUNIQUE         
	1:1

	INT_RADIUS_TEMP
	DAY         
	RADIUS.csv
	DAY         
	Format date - TO_CHAR(DAY, 'YYYYMMDD')

	INT_RADIUS_TEMP
	IN_BYTES  
	RADIUS.csv
	IN_BYTES  
	1:1

	INT_RADIUS_TEMP
	OUT_BYTES  
	RADIUS.csv
	OUT_BYTES  
	1:1


5.2 Mapping Integration ETL Temporary Table to Clarity Blue Flat File
5.2.1 Mapping of INT_RADIUS_TEMP to SKY_RADIUS_<yyyymmdd>.txt
	Target
	Source
	Comment

	File
	Column
	Table
	Column
	 

	SKY_RADIUS_<yyyymmdd>.txt
	MAC_ADDRESS
	INT_RADIUS_TEMP
	USERNAME
	1:1

	SKY_RADIUS_<yyyymmdd>.txt
	SESSION_ID    
	INT_RADIUS_TEMP
	ACCTUNIQUE         
	1:1

	SKY_RADIUS_<yyyymmdd>.txt
	UPLOAD_AMOUNT           
	INT_RADIUS_TEMP
	OUT_BYTES          
	1:1

	SKY_RADIUS_<yyyymmdd>.txt
	DOWNLOAD_AMOUNT  
	INT_RADIUS_TEMP
	IN_BYTES  
	1:1

	SKY_RADIUS_<yyyymmdd>.txt
	DATE
	INT_RADIUS_TEMP
	DAY
	1:1


6 operation considerations

6.1 Scheduling

The Control M scheduling application is used to call the Transfer Radius Data Interface at the designated time. The Control-M process will run a Unix script that contains the logic and commands to start the interface process. The interface starts by initially creating a parameter file based on the control record contents. The ETL tool reads this parameter file and the parameters are read by the interface and used for processing. The scheduling requirements will be uniform across all Integration ETL interfaces. 

Table of scheduling requirements:

	Type
	Frequency
	Pre-processing dependencies
	Post processing dependencies
	Incompatibilities
	Time restrictions

	Transfer Radius Data Interface
	Weekly
	Availability of Radius csv file and target Clarity Blue server.
	NA
	N/A
	NA


6.2 Restartability

The interface can be restarted from the beginning after any abnormal termination. The processes in the interface that enable restartability are explained below.

· The temporary tables are truncated and the new records from the source inserted.

Where appropriate the following procedure will be followed, otherwise all records are inserted and a commit performed on completion:

· After 10000000 records are inserted into the staging table, the records are committed and the last committed record date used to update the control table

· If the interface terminates after this point the additional records over the 10000000 committed records will be rolled back.

The support team investigate the abnormal termination and resolve the issue. Then they wait for the scheduler to execute the interface or it can be started manually. The following steps then occur which ensure that all records are captured.

· The interface is restarted from the beginning

· The temporary table is truncated

· Records are inserted into the temporary table

· When all records have been processed and inserted into the target flat file, a stored procedure is called to update the control tables.
7  seq Para \r0 \h Capacity Planning

	Table
	Description
	Initial Size 
	Growth Rate
	Comments

	INT_RADIUS_TEMP
	Holds new and modified records sourced from csv file RADIUS.csv
	250000 records
	10%
	This table is truncated prior to each run.


8 Appendix A – Source DefinitionS

8.1 Spreadsheet CSV files
Source 1: RADIUS.csv
	Field
	Format
	Description
	Validation required

	USERNAME
	VARCHAR2(60)
	
	

	ACCTUNIQUE         
	VARCHAR2(16)
	
	

	DAY         
	VARCHAR2(9)
	
	

	IN_BYTES  
	NUMBER(20)
	
	

	OUT_BYTES  
	NUMBER(20)
	
	


9 Appendix B - ETL Objects

9.1 Detailed Target Definition

Temporary Table 1: INT_RADIUS_TEMP 
	Field
	Format
	Description
	Validation required

	BATCHID
	NUMBER(38) NOT NULL
	Unique ID for the interface instance which generated the record.
	

	CREATIONDATE
	DATE NOT NULL
	Date the record was inserted into temp table in the Integration ETL schema
	

	SOURCEID
	NUMBER(38) NOT NULL
	Unique ID for the record in the Integration ETL schema
	

	SOURCE_SYSTEM
	VARCHAR2(30) NOT NULL
	Name of the source system
	

	USERNAME
	VARCHAR2(60)
	
	

	ACCTUNIQUE         
	VARCHAR2(16)
	
	

	DAY         
	VARCHAR2(8)
	
	

	IN_BYTES  
	NUMBER(20)
	
	

	OUT_BYTES  
	NUMBER(20)
	
	


10 Appendix C – Clarity Blue file OBJECTS
10.1 Flat file targets
Target 1: SKY_RADIUS_<yyyymmdd>.txt
	Field
	Format
	Description
	Validation required

	MAC_ADDRESS
	VARCHAR2(60)
	
	

	SESSION_ID         
	VARCHAR2(16)
	
	

	UPLOAD_AMOUNT          
	NUMBER(20)
	
	

	DOWNLOAD_AMOUNT
	NUMBER(20)
	
	

	DATE
	VARCHAR2(8)
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