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INTRODUCTION

Burroughs Network Architecture (BNA) is a precise architectural plan for wusing
Burroughs standard products as building blocks for networks. Under BNA,
networks provide users with an environment in which they can develop and operate
distributed application systems.

In BNA, complex distributed processing functions are accomplished by a
sophisticated architecture. An architectural description is employed in this
manual to facilitate an understanding of certain portions of BNA. However, it
is fundamental to BNA that its use appears to the user to be a simple extension
of standard non-network operations. The descriptions of user interface in this
manual and others will illustrate that ease of use; in the user interface for
Inter-Process Communication, the user interface for Host Services, and in
Network Control.

BNA defines the functions, protocols, formats, and general structure of the
unified communication design. The design is implemented in a variety of
Burroughs standard products. This manual, and the companion BNA Reference
Manual, Volume 2 (Network Control), form number 1132180, describe the
architecture but do not describe any individual product implenentation of the
architecture. They are intended to provide the reader with an overall
understanding of the architecture, which is essential to an understanding of the
implementations. For specific details on any individual Burroughs product
implementation of BNA, refer to the publications for that product.

An overall understanding of the architecture of BNA is needed to plan BNA
networks, and to establish network-wide basic usage, operation and recovery
procedures. Additional system-dependent BNA information is necessary for final
planning and operation and is supplied in individual system documentation.



SECTION 1
HOW TO USE THIS MANUAL

This manual presents an architectural description of Burroughs Network
Architecture (BNA). The manual is organized to accommodate readers with four
levels of interest:

1. Operators

2. Applications Programmers

3. Network Planners and Operations Supervisors
L, Network Systems Programmers,

Figure 1-1 shows the recommended reading and reference sequences for each of
these interest levels, |t also indicates the expected depth of understanding
required by each of these interest levels from each of the nine sections of this
manual.

The manual is intended to be used in conjunction with the BNA Reference Manual,
Volume 2 (Network Control), form number 1132180, and with the BNA product
implementation documentation for the specific Burroughs systems with which the
user will be invoived.

A brief description of each of the sections in this manual is given in the
following paragraphs.

Section 2, OVERVIEW, provides a general overview of Burroughs Network
Architecture (BNA) and a description of the features, functions, concepts, and
scope of BNA. The reader should have a basic understanding of data
communications. This section is intended as a stand-alone overview and also as
an introduction to the other sections. All readers should start with this
section.

Section 3, |INTER-PROCESS COMMUNICATION, Functional Description, provides a
greater level of detail in the use of BNA to effect communications between user
processes within the network. This section describes the user interface and s
primarily intended for the Application Programmer, but should be understood by
Network Operation Supervisors and Network Systems Programmers.

Section 4, HOST SERVICES, Functional Description, provides additional detail on
the Host Services features and capabilities, in order that the use of these may
be properly planned. This section describes the Host Services user interface
and is primarily intended for the Network Operations Supervisors and Network
Systems Programmers and Applications Programmers.

1-1



Section 5, FUNCTIONAL DESCRIPTION - NETWORK SERVICES, provides a greater level
of detail and understanding for persons such as Network Planners, Network

Systems Programmers or Network Operations Supervisors who will work directly
with a network of Burroughs systems using BNA. The information in this section
establishes the background needed to configure/reconfigure nodes or links, to

plan and execute recovery procedures, develop interfaces with existing networks,
etc.

Section 6, INITIALIZATION, is intended for Network Operations personnel and
Network Systems Programmers. It describes the process of configuration,
reconfiguration, and initialization of the network. It does not provide
specific details because these are unique to a particular system and are
described in the separate BNA :Product System documentation.

Section 7, ACCESS CONTROL, is intended for Managers, Operations personnel,
Programmers, and others with a responsibility for security. It describes the
features provided to protect the network from accidental or malicious intrusion,
including verification, authentication, greetings, and identification.

Section 8, LOGGING AND MONITORING, is also intended for Network Operations
personnel. It describes the features which can be used to monitor network
operation. The data gathered by the monitoring functions can be used for
billing purposes; in the matching of existing or available network resources to
the workload; and in the minimizing of the effect of malfunctions in nodes or
links.

Section 9, FRAME FORMATS, provides a detailed breakdown of the message formats
at each of the levels of Network Services and at the Host Services level, and
the relationships between them. This information enables a user to interpret
the output of a line monitoring device connected to the communication 1links.
This section also provides very detailed reference material to be used along
with the other sections.

The separate Burroughs Network Architecture Reference Manual, Volume 2 (Network
Control) is a reference document primarily intended for the experienced Network
Systems Programmer, Planner or Operations Supervisor. |t provides detailed and
extensive data on the syntax, semantics, restrictions, and use of Operations
Interface commands, responses, reports, etc.

1-2
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SECTION 2
OVERVIEW

INTRODUCTION
This section provides an overview of Burroughs Network Architecture (BNA) in
terms of its functions, capabilities, and general organization. Introductory

paragraphs describe the general trends in computer usage, Burroughs philosophy
of computer usage, and the evolution of BNA as a natural extension of these
trends.

GENERAL TRENDS IN COMPUTER USAGE

Computer usage from the 1960s into the 1980s has evolved through three basic
phases:

1. Decentralized Processing (1960s)
2. Centralized Processing (1970s)
3. Distributed Processing (1980s)

This evolution was heavily influenced by advances in two major areas of
information processing, namely, the decreasing costs of computers, and
improvements in communications facilities. These are discussed in the following
paragraphs.

Decentralized Processing (1960s)

With this approach, individual departments of an organization, or perhaps
geographically dispersed parts of an organization, each had their own individual
computer which provided the information processing for that part of the
organization. At this time, communication facilities were not particularly
powerful, and the Decentralized computers operated primarily in the batch
environment, although each could support a small number of locally connected
terminals.

One of the main characteristics of this approach was good end-user and local
management involvement in the applicational use of the systems. As each
department or part of the organization had its own computer, the end-user of
that computer felt involved with the application of the system.

However, there were also certain disadvantages with this Decentralized approach
to information processing.

The major disadvantage was that the data, the information, and the files which
were associated with each computer were scattered throughout the organization.



The files wére locally connected on each individual computer and the computers
were not connected to each other by communication facilities. Therefore,
information as a whole was not available throughout the whole organization,
although there was some limited manual exchange of information across systems.

A second problem was that there was a lack of coordination of overall planning
for application design and operation, because each individual operational wunit
of an organization implemented its own computing facilities.

Also at this time, during the 60's, the cost of a computer was very high, and
therefore it was very difficult for an organization to buy and install multiple
computers in different departments.

Centralized Processing (1970s)

The trend during the 1970's, as communications facilities improved, was toward
Centralized processing.

The major characteristic of this approach was that one computer site provided
all the information processing for the organization, and that all information,
all data and files, was gathered together into that one site.

Each individual department, and user of the computer applications, was connected
by terminals via communications links to that computer site.

Therefore information could be made available throughout the whole organization.
However, there were also some disadvantages with this Centralized approach.

First, there was a lack of end-user involvement because now the computer had
been taken out of the hands of the end-users and local management, and was
normally controlled by a separate Data Processing department. In many cases
this made it more difficult to maintain the same end-user and local management
involvement with the application of the computer.

Another disadvantage, in those cases where the organization was geographically
dispersed, was that the costs involved in connecting many terminals to the one
computer site became high. Therefore, the overall communications costs
represented a significant part of the total cost of the computer.

There was also, in the Centralized approach, an availability risk. For example,
if there was a problem with that one site, then all information processing for
the whole organization was could be severely disrupted.

Distributed Processing

The trend toward the latter part of the 1970s, and through the 1980s, is seen to
be into the world of Distributed Processing. This combines the best
characteristics of both Centralized and Decentralized processing.

With this approach, multiple computers are again installed in different parts of

the organization, but now they are connected by communication facilities.
Although information and files may be physically located separately with the

2-2



individual computers, logically they are still available throughout the whole
organization,

By returning local processing power to individual units of an organization, the
end-user involvement in the application of the computers should improve. Also,
because a lot of the processing can be handled locally by the distributed
computers, the overall communications costs should decrease, compared with the
costs involved in linking terminals to one central site.

The overall availability of information processing for the organization should
improve, and availability should be improved, because no single failure of any
one computer should disrupt totally the information processing capability of the
organization, This trend into Distributed Processing is really only practical
because of two main reasons. The first is that the decreasing costs of
computers now make it economically feasible for an organization to buy multiple
systems. The second is the overall improvement in communications technology,
both the hardware and the software capabilities to support networks of
computers.

It is likely in most cases that Distributed Processing with a range of
capability of information processing scattered throughout an organization, will
in fact better match the real computing needs of the organization.

BURROUGHS PHILOSOPHY OF COMPUTER USAGE

Burroughs philosophy through each of these phases has been to make the use of
computing power as easy as possible at the application level, thereby minimizing
the time, resources, and capital required to develop applications.

Burroughs provides Environmental Software facilities which surround and support
the application programs, and insulates them completely from such physical
problems as data base organization, communications terminal network management,
etc. Physically dependent aspects, such as where exactly in the disk pack a
particular record resides, or the physical management of getting information
from one terminal in a network to a computer, is not a concern of the.
application programmer, but is part of the general facilities offered by
Burroughs.

The goal of Environmental Software is to allow the application designer, and
programmer, to concentrate exclusively on only those parts of the complete
system which are specific to the application, and to ignore any physically
dependent aspects such as the location of a record on a disk pack.

Essentially all Burroughs products from the very small systems to the very
largest have a similar structure to support communications networks. There are
two major elements in this Environmental Software structure. First a Network
Control Program and second, a Message Control System. These are described in
the following paragraphs.



Network Control Program

The Network Control Program performs all the functions that are directly related
to physically controlling a data communications network.

The Network Control Program is written in the high level language called Network
Definition Language, or NDL.

NDL is both a descriptive language and a programming language, and it allows a
simple description to be made of the network configuration. For example, how
many lines, which terminals are connected on which lines, etc.

In addition, the various line protocols required to control information flow on
the different lines can be specified.

NDL is thus used to specify all the physical aspects of the communications
network.

The application programs know nothing about any of these physical aspects.
Therefore the terminal configuration can be changed, new terminals can be added,
new lines can be added, or terminals can be moved, and no change will be
required in any of the application programs, because there is no code, or no
involvement of the application programs, in any of these physical features of a
communications network.

Message Control System

The second major component of the communications Environmental Software, is the
Message Control System.

The MCS serves together with the Network Control Program to make application
programs transparent to both physical network topology and management.

For example, the Message Control System performs ‘''message routing" between
terminals and applications programs. This can be dynamic, based upon some
transaction code in the text of the message received from the terminal, For
example, a terminal operator could enter a message at any time, with a certain
transaction code in it. When the Message Control System receives the message it
examines the transaction code, and routes the transaction to the required
program.

The very next message from the same terminal could contain a different
transaction code, which would result in this message being passed to a
completely different application program.

This "transaction routing function'" of the MCS removes any '"physical 1ink"
between any particular terminal and a particular application program.

Another function provided by the Message Control System is that of '"message
reformatting". For example, let us assume that we have currently a network with
terminals of 2000 character screen capacity, and that an application program
produces a response which will fill that 2000 character screen. |f a new type
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of terminal was connected to the network with a screen which only has 1000
characters, the Message Control System can take the response, and break the 2000

character image into 2 separate screens, each of 1000 characters which will be
displayed, first as one page, and then as a second page, upon the new type of
terminal. This can be done dynamically depending upon which terminal in the

network was the destination of the message.

MCS can enforce ''sign-on'' procedures in order to control which terminal operator
is allowed to use which terminal, and also to control which terminal is allowed
to use which computer program within the computing system. Also the MCS can
ensure that only authorized transactions are performed by individual terminal
operators. The Network Control and Reconfiguration facility in MCS permits the
system operator to receive reports, and make inquiries, related to network
management, and performance statistics, etc., and also to dynamically
reconfigure the network.

The interface between application programs and the Message Control System is
very straight-forward, and essentially, application programs f(and application
designers and programmers) do not have to use any special techniques related to
a communications network. Application programs read and write messages to and
from the Message Control System in the same way as if the application program
was reading and writing records to a file on a disk-pack.

BNA AS AN EXTENSION OF ENVIRONMENTAL SOFTWARE

The goal of BNA is to provide the environmental software in a distributed
processing environment which allows the user to access the distributed resources
in a network in the same manner as he presently accesses local resources.

Whereas NDL and MCS allow the applications programmer to be wunconcerned with
physical aspects of the communications network in a centralized processing
environment, BNA will perform these functions in a distributed processing
network.

Some of the tasks which have to be accomplished within Distributed Processing
Networks are, for example, to allow a program or an operator to access remote
files and data bases, which are physically located on some other system in the
network. Also, it is generally necessary to transfer files between systems.
Further, just as programs now, within one system, communicate with each other
and send messages and talk to each other, so in a Distributed Processing
environment, it should be equally straight-forward for programs to communicate
with each other across a network.

And finally, a very important aspect 1is that the total resources available
throughout the network should be made available as a common pool. The users
should be able to share the resources available throughout the network. These
resources can be the processors themselves (processing power), peripherals,
terminals, data bases, and the information which is scattered around the
network. All of these resources should be accessible and available as a whole
to the organization, subject of course to any required security restrictions.
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One very important aspect of the '"availability of resources" is that of
"flexibility of resource location'. It is always very difficult for an
organization. to know exactly where is the best place to put the processing
power, information, and the terminals.

Wherever we anticipate certain resources as being best located, it is very
likely that at some future date an alternative location would be better suited
for the placement of these resources. Therefore it is very important that we be
able to place the resources at any location, and even more important that we be
able to reiocate some, or all, of these resources at any time without having to
change the application program. A simple run-time file equation of "HOSTNAME"
is the only change required when remote resources are relocated.

In summary, BNA provides the necessary Environmental Software to support
applications in a distributed environment, and to allow wusers to gradually
evolve into the world of Distributed Processing. NDL and MCS, the products
which were available for communications prior to BNA, continue to exist, and
continue to be used to support local networks of terminals and terminal
controllers. They continue to remove the physical complexities of management of
such terminal networks from the applications programs. BNA is another layer of
Environmental Software, which makes available the resources of a distributed
network to the application programs, without making the application programs
conscious of the physical complexities of reaching and using these distributed
resources.

BNA is really the continuation, the next stage in the evolution of Burroughs
basic philosophy of making computing power as easy-to-use as possible at the
application level.

BNA will allow users to evolve straight-forwardly, and easily, and gradually,
into the world of Distributed Processing.

GENERAL DESCRIPTION OF A BNA NETWORK

Burroughs Network Architecture allows the interconnection of multiple systems
from different families of the Burroughs product line. Figure 2-1 shows a
typical BNA network. Each system in this figure is identified by a host name
(A,B,C,D), and may be a different system type and/or configuration.

Although each host supports its own users, it is also interconnected in a BNA
network to the other hosts in the network.

Each connection point in the network is called a node, and is identified by a
node address (e.g. node 1,2,3,4). Two nodes which have direct connections (e.g.
nodes 1 and 2) are called neighbor nodes. Communications between non-neighbor
nodes (e.g. nodes 1 and 3) is accomplished by routing from neighbor to neighbor.
For example, node 1 communicates with node 3 via its neighbors (node 2 or 4).
Routing tables at each node keep track of the most efficient route to any other
node in the network. These tables are dynamically changed as nodes or links are
added to or deleted from the network, or when the physical characteristics of
any node or link are changed.
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Each host system in the network is considered a cooperating peer. Normally host
resources are available at each node. These may be made selectively available
to other hosts at the discretion of the local system, or may be denied, so that
the node acts only as a routing mechanism within the network. Each node
declares its degree of participation in the network via locally programmed
attributes which describes its capabilities and constraints on the use of its
resources. It may selectively allow or deny use of its resources to individual
hosts, stations or users.

At each node in a BNA network, regardless of system type, two functional levels
are defined. These are called Host Services and Network Services.

Host Services provides users and programs with the ''system' functions that are
needed to operate in a Distributed Processing environment.
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Figure 2-1. Typical BNA Network
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Host Services can be viewed as the extension to the functions provided by an
operating system in one single computer site. The extensions allow certain
desirable functions to be performed across the network. For example, an
operating system, or its related utilities, provides for the transfer of a file
from one pack to another pack, or from cne pack to a tape, connected in the same
system. The Host Services extension of that function allows the transfer of
files from a pack on one system across the network, to a pack or tape on some
different system in the network. Also, just as an operating system allows a
program to 'read" a record from a file on a disk pack connected to that system,
so a "Host Services extension'" allows that same program to 'read'" the record,
when in fact the file is located on some other system elsewhere in the network.

Host Services also allows the running of jobs or tasks on remote systems, the
logical transfer of terminals between systems, and operator communications
between systems. These functions are described more fully later in this
Section, and covered in detail in Section 4 of the manual.

in general, existing applications programs require no modification to run in a
BNA environment. Simple file equate statements at run-time allow these programs
to avail themselves of remote resources.

A feature called Interprocess Communications allows programs at two different
hosts in the network to communicate. This feature requires some software
modification to take advantage of BNA extensions to the higher level languages.
Communications between user programs is discussed more fully later in this
section, and in Section 3 of this manual.

Network Services is the interconnect and data transport vehicle that provides
communications between processes throughout the network. Network Services
provides the capabilities for information to be transferred from any point in
the network, to some other point in the network.

In performing these functions, Network Services is responsible for:

1. Determining the best message routing paths.

2. Providing message integrity.

3. Segmentation of messages where necessary.

L. Controlling access to system resources.

5. Keeping of traffic logs and reports.
These functions are, during normal operation, transparent to the wuser. During
the initialization phase of a node, (i.e. when a node is added to the network)
Network Services options are selected via a series of attributes which control

the characteristics and accessibility of that node to other nodes in the
network. Options can be changed during normal network operations as required.
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HOST SERVICES

Host Services provides the functions associated with distributed processing in a
manner such that distributed processing appears to the user to be as simple as
accessing the resources of a single system.

Host Services is a set of host-to-host protocols, one protocol for each Host
Services function. A protocol defines a group of messages designed to support
the particular function, the intent and format of the messages, and the
allowable sequence of the messages. These protocols are supported by Network
Services and are not visible to Host Services users.
The functions provided by Host Services include the following:

1) Access by application programs to files located at remote hosts.

2) The movement of files between hosts.

3) The routing of operator messages and system responses between hosts.

L) The logical transfer of terminals between hosts.

5) The transfer of jobs for execution at a remote host.

6) Program and task initiation and control at remote hosts.
New task and file attributes, and additional syntax for wuser programming
languages, control statements, and ODT commands are provided. These allow users

to request services at remote hosts in a manner similar to requesting services
at a local host.
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DESCRIPTION OF HOST SERVICES FUNCTIONS

The following paragraphs describe the six functions provided by Host Services.

Remote File Access

Programs can access files located at remote hosts in the same manner that

access files

As illustrated in Figure 2-2, an application program in host system A
statements

located at the local host.

Host Services to access a file in host system B. The

access the file are the same as
except that the program must indicate that the file is located on
by setting the file's HOSTNAME attribute to the name of that host.

if the file

were

located host

can

required
system A,

another
Normal

operations are used by the program to create the file, read from it, and

it.
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File Transfer

An application program or operator can copy files from one host to another in
the same way that files are copied from one device to another at a single host.

Files are copied from one host to another by using the HOSTNAME attribute as an
extension to the library maintenance functions. An operator or user can copy
files from the local host to a remote host by specifying a value for the
destination HOSTNAME, from a remote host to the local host by specifying a value
for the source HOSTNAME, or from a remote host to another remote host by
specifying both.

Figure 2-3 and the following example illustrate the file copy process where a
user at the console of host system A can copy a file named "X'" from the disk
named '"'"P" on host system B to the disk named "Q'" on host A in the same manner as
the user would copy a file within host A, except that the HOSTNAME for the
source file is specified as "B'". Ffor example:

COPY X FROM P (KIND=D1SK, HOSTNAME=B) TO Q (KIND=DISK)

E HOST-A
USER | HOST-8
FILE
TRANSFER
UTILITY
170
DISK SUBSYSTEM 70
SUBSYSTEM DISK
LOGICAL VO LOGICAL !/0
PROTOCOL PROTOCOL
NETWORK NETWORK
SERVICES SERVICES

COMMUNICATIONS
NETWORK

Figure 2-3. Host Services, File Transfer
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Operator Inquiry and Control Messages Between Hosts

Host Services allows the operator at the local host to make inquiries and
commands to remote hosts concerning either the state of the remote host itself
or of tasks running on the remote host. The nature of the inquiries allowable
at a remote host is only limited by the access control procedures of the remote
host. A remote host's access control procedures can set restrictions on the
type of inquiry or command which is accepted from an operator located at a
different host.

Operator inputs which are to be delivered to a remote host are prefaced by the
phrase "AT <desti.nation hostname>":

AT <destination hostname> <message text>

The message text following the phrase is not checked for syntax by the local
host, but is transferred to the remote host specified by <destination hostname>.
The remote host examines the text delivered to it for syntactic correctness and
access considerations.

|f the command or request is correct and allowable, the remote host treats it in
the same manner that it would treat a Jocal command or request. It acts upon
the text and returns an appropriate response.

igure 2-4 jllustrates an Operator Display Terminal (ODT) at host A wusing the
ost Services ODT protocol to perform operator actions at host B.

//"""“""W
HOST-A HOST-8
MCP
aoT ooT ooT
PROTOCOL PROTOCOL
NETWORK NETWORK
SERVICES SERVICES

COMMUNICATIONS
NETWORK

Figure 2-L4. Host Services, Operator Inquiry
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Logical Transfer of Terminals Between Hosts

Host Services provides the wuser the ability to wutilize existing data
communication facilities in conjunction with a BNA npetwork. The station
transfer function of BNA provides a means of logically attaching a terminal to a
remote host. The user of the terminal appears to have a direct connection to
the remote host. The terminal user must be aware that if the remote host is not
the same type as the local host, the terminal user must operate in the
environment of the remote host. That is, the syntax of the input and output

messages are in the format used at the remote host. Physical control of the
terminal is maintained by the host to which it is physically connected. Figure
2-5 illustrates a terminal which is physically attached to host A, but logically

attached to an application program in host B through the Host Services Station
Transfer protocol.

Examples of the syntax to logically attach/detach a terminal to/from program
"APPL'" at a remote host named 'B'" are:

CONNECT TO B: APPL

DISCONNECT
HOST-A HOST-8B
USER
TERMINAL NOL PROGRAM
MCs MCS
STATION STATION
TRANSFER TRANSFER
PROTOCOL PROTOCOL
NETWORK NETWORK
SERVICES SERVICES

COMMUNICATIONS
NETWORK

Figure 2-5. Host Services, Station Transfer
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Job Transfer

The Host Services Job Transfer protocol is used to transfer a series of job
source images from a local host to a remote host for interpretation and
execution. The job control statements are not checked for syntax at the sending
host, allowing jobs to be transferred between hosts that do not utilize
identical control statement syntax. Figure 2-6 illustrates a job transferred

from host system A for execution on host system B through the Job Transfer
protocol.

ﬂ
HOST-A HOST-8
JOB
,——_}_J JOB TRANSFER
PROTOCOL
@, JOB TRANSFER
PROTOCOL
NETWORK NETWORK
SERVICES / SERVICES
) %
COMMUNICATIONS
NETWORK

Figure 2-6. Host Services, Job Transfer
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Remote Tasking

Some Burroughs products permit a job or task (process) to initiate, monitor, and
control '"sub-tasks'". The Host Services Remote Tasking protocol allows these sub-
tasks to be processed at a remote host.

The existing task attributes have been extended to include the HOSTNAME
attribute. When the HOSTNAME attribute is set for a task, it indicates the name
of the host where the program's code file is to be found and executed. Tasks on
remote hosts are initiated in the same manner as tasks on the local host; by
Work Flow Language (WFL) jobs, by application programs via a RUN, PROCESS, or
CALL of an external code file, and by users of Command and Edit (CANDE)
terminals. The program's code file must be resident at the host where it is to
be executed, and a usercode must be associated with a job, task, or terminal
which does remote tasking. Once a task has been initiated at a remote host, the
initiator has the same control capabilities that exist for tasks running on the
local host; task attributes can be interrogated and set, and the task can be
suspended, resumed and terminated. Figure 2-7 and the following example
illustrate an applications job in host A which has initiated a sub-task name:

"X" in host B through the Host Services Remote Tasking protocol. The code fo

the subtask is located on the disk named '"P" at host B.

yntax example (WFL): RUN X ON P; HOSTNAME=B

HOST-A HOST-B
APPLICATION APPLICATION
JOB or TASK SUB-TASK

TASKING TASKING
PROTOCOL PROTOCOL
NETWORK NETWORK
SERVICES SERVICES

COMMUNICATIONS
NETWORK

Figure 2-7. Host Services, Remote Tasking
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NETWORK SERVICES

Network Services provides the interconnection mechanism for Host Services and
for communication between user programs as shown in Figure 2-8.

HOST-A HOST-B
USER USER USER USER
PROGRAM | | PROGRAM PROGRAM| | PROGRAM
HOST HOST 4TERM'NALI
DISK SERVICES SERVICES

HOST HOST /
TERMINAL SERVICES SERVICES

l — TERMINAL

USER USER USER
PROGRAM PROGRAM PROGRAM

HOST-C ’ HOST-D

Figure 2-8. Network Services Overview



Within a node, Network Services is functionally divided into three levels and a
Network Services Manager. Figure 2-9 shows the structure of a node.

The three levels, from lowest to highest, are: the Station Level, which provides
physical link connections between neighbor nodes; the Router Level, which
provides a logical connection from each node to every other node in the network;
and the Port Level, which ensures reliable transfer of messages from senders to
receivers. The Network Services Manager performs management functions to the
three functional layers.

At the Station Level, one station exists for each physical link to a neighbor

node. At the Port Level, the ports and subports provide the end-points for
communications between user programs.

PORT LEVEL-NETWORK END-POINT

NETWORK
SERVICES
MANAGER

\
_____ -

OPERATIONSY, r
INTERFACE ? OUTER LEVEL- LOGICAL CONNECTIONS

/
_____ -
’

STATION LEVEL- PHYSICAL CONNECTIONS

Figure 2-9. Network Services Levels
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Each of these levels communicates with the corresponding level at other nodes
through the lower levels, thus forming concentric circles of network levels, as
illustrated in Figure 2-10.

As this diagram shows, the BNA network can be viewed from the physical
interconnection level (forming the STATION level network), from the logical
interconnection level (forming the ROUTER level network) or from the user-to-
user interface leve! (forming the PORT level network). These levels are
described more fully in this Section, and in detail in Section 5 - Functional
Description, Network Services, as the STATION LEVEL, ROUTER LEVEL, and PORT
LEVEL, respectively.

-~ — T ~

PORT LEVEL

Figure 2-10. BNA Network Levels
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PORT LEVEL

The Port level is the highest layer of Network Services. It is responsible for
reliably transferring messages from a sender to a receiver. A port can be
viewed as an end of the connection path between communicating processes. By
performing end-point functions for the connection paths between communicating
processes, the port insulates the processes from the idiosyncrasies of message
transfer. It provides end-to-end message integrity and a mechanism for
establishment of dialogs between users within a BNA network.

In Figure 2-11, the user processes in Host A and Host B are seen connected
together via Port 2/Subport 2 of Host A and Port 1 of Host B. The complexities:
of the lower levels of Network Services are not visible to the user processes or
to the ports. The two wuser processes in Host A are also seen connected
together, via Port 1 and Port 2/Subport 1 of Host A. This connection does not.
use the lower levels of Network Services, but the communications appears the
same to the user processes.

Figure 2-11. Port Level Communications
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A port can communicate with one or more remote (or other local) ports. A port
has one subport for each port with which it is communicating.

When a process sends a message which is larger than the maximum size allowed by
the lower levels of Network Services, the message is segmented by the sending
port, and reassembled by the receiving port. It is not reassembled and again
segmented at the intermediate nodes. A segment numbering scheme is used to re-
order segments for presentation to the receiver. Message segmentation and
segment numbering allow the port to ensure message integrity by retransmitting
unacknowledged segments and to take full advantage of the effect of multiple
paralliel links. The receiving port can control the rate of segment
transmission.

The Port level controls and coordinates the opening and closing of dialogs
between users. |t "matches'" two users, and negotiates between them to establish
a set of compatible communication conditions.

ROUTER LEVEL

The Router Level provides a logical connection from each node to each other node
in the network, whether or not there is a physical connection between them.

At the Router level, all Routers are logically connected to all other Routers.
As shown in Figure 2-12, the previously discussed connection between Port
2/Subport 2 in Host A and Port 1 in Host B can be made through these logical
connections.

At a single node, this level dispatches locally originating traffic to the
station level, forwards locally terminating traffic to the port level, and
relays transiting traffic to the station level for transmission toward its
destination node.

BNA's routing mechanism is referred to as Burroughs Integrated Adaptive-Routing
System (BIAS). The BIAS®™ mechanism automatically takes into account the
capacity of each node for processing transit traffic, and each 1link's capacity
to pass traffic. When there is more than one connection between neighbor nodes,
it uses a composite logical link capacity based on the combined capacity of the
parallel physical links. These capacities are used to define a 'resistance" for
each link and for each node. A high capacity link has a low link resistance. A
node with greater processing power has a low node resistance. These resistances
are used to find the "best" routings across the network. The ‘'best" routing
between any two nodes is defined to be the path with the least total resistance
{or greatest capacity).

®BIAS is a trademark of Burioughs Corporation.
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The BIAS mechanism automatically responds to the following changes in network
topology:

1. A node is added to the network.

2. A node is removed from the network.

3. The capacity of an existing node changes.

L., A link is added to the network.

5. A link is removed from the network.

6. The capacity of an existing link changes.
When the network topology changes, the BIAS mechanism automatically redetermines
the '"best" routings between nodes. Routing control is distributed among the

nodes in such a way that each node is responsible for determining the 'best"
routing to each other node in the network.

/”_—-—_‘\

PORT LEVEL

EVEL

Figure 2-12, Router Level Communications
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Figure 2-13 illustrates a single node's perception of the network routing. The
routing tables within Node 1 list all of its choices of routes to each of the
other nodes (Destination Node Addresses, or DNA) in the network. To each, it
has two choices, one through each of the nodes to which it is physically
connected, neighbor nodes (NNA) 2 and L. For each choice, its tables contain the
total resistance to each destination node. The total resistance is the sum of
the total link resistances (Lrf) and node resistances (Nrf) along the path to
the destination node. The active routings are the routing choices with the
lowest total resistance to each DNA.

The active ‘path to Node 5 is via Neighbor Node 4. |t has a tota! resistance of
631, far better than the 824 resistance that would be encountered if the path
through Neighbor Node 2 was selected. The resistance of 631 is the total of 449
(the Node 1 - Node L link resistance) + 70 (Node L's internal resistance) + 112
(the Node 4 - Node 5 link resistance). The node resistances at the end-points
are not counted.

The BIAS mechanism does not use pre-defined, pre-loaded, or pre-coordinated
routing tables. The routing tables are built by each node as the network
evolves., To help the router in each node build its tables, a minimal amount of
information must be supplied when the node is initialized. The items which must
be supplied are the node's own address, its resistance factor, and the speed and
efficiency factors for the links connecting it to its neighbors.

The Router level also provides two support functions for network operational
analysis, Trace and Monitor. Trace is used to confirm the routing path between
network nodes. Monitor s used to record various Router occurrences for
analysis of network operation.

NODE 1’S PERCEPTION OF NETWORK

NODE~ | (77735 ] NODE-2 DNA  NNA  RESISTANCE
Ne¢-#10 Net =50
Lris 112 2 2 225 {ACTIVE)
4 1008
s
{Lrts 449 {Lrtngq9 NODE-3 3 2
P Neg 10 £ ggg (ACTIVE)
Lrf=228 q 2 8
/’J 64
NODE-4 | Sy e 15 ] NOQE-5 4 449 (ACTIVE)
Ne¢ =70 Net =30
5 2 722
4 631 (ACTIVE)

Figure 2-13, Network Routing Example
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STATION LEVEL

The primary purpose of the Station Level is to provide error-free data
transmission between the neighbor nodes. To this end, each station is paired
with another station in another node, either temporarily or permanently. The
Station Level consists of a Station Level Manager and one or more stations. A
pair of stations and the communication !inks between them provide the physical
interconnection of two nodes in a BNA network. A pair of interconnected nodes
are referred to as ''neighbor nodes".

Figure 2-10 illustrates the Station level network along with the Port level and
Router level networks. Each station is connected to only one other station. At.
this level, the physical interconnection level, the diagram shows that all nodes
are not necessarily interconnected. The Router level's logical connection
between Nodes 1 and 2 is not supported by a direct physical connection, but by a
multiple~hop connection through Nodes 3 and/or L.
Neighbor nodes can be connected by dedicated (leased) or switched point-to-point.
telephone 1links or by Public Data Networks (PDNs) which  support the
International Telephone and Telegraph Consultative Committee (CCITT) X.25
interface. The following types and variations of Stations are supported in BNA:
Burroughs Data Link Control (BDLC)
Dedicated (Leased)
Swi tched
Manual Answer (Dial-in)
Auto Answer (Dial-in)
Manual Dial-out
Auto Dial-out (via ACU)
X.25
Permanent Virtual Circuit
Virtual Call (Incoming)
Virtual Call (Outgoing)

Global Memory‘s

®™Global Memory is a trademark of Burroughs Corporation.
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Two neighbor nodes can be configured with multiple connections between them.
This capability provides better reliability through the use of active backup
links, increased bandwidth between nodes, and generally decreased response time
as seen by network users. Each of the links between a pair of neighbor nodes
operates independently, which allows a mixture of 1link types (dedicated,
switched, packet switched) to be used in paraliel between nodes. Segments that

arrive out of order are allowed to pass that way to the Router. Reordering is
accomplished in the Port Level when these segments are reconstructed into
messages. This facility allows the wuser to augment dedicated 1links with
switched connections to create larger capacity during peak traffic periods. It

also provides uninterrupted service: when the user switches from one
communications facility to another whether for economic reasons, capacity
requirements, or facility maintenance.

BDLC Station

Burroughs Data Link Control (BDLC) is used as the 1link-level communications
protocol between BNA nodes which are connected via point-to-point telephone
links. BDLC is a bit-oriented protocoil developed by Burroughs. It is similar to
High Level Data Link Control (HDLC) and ADCCP (Advanced Data Communications
Control Procedure).

When full-duplex dedicated (leased) links are used, BDLC operates in a two-way
simultaneous mode. When half-duplex switched 1links are used, a two-way
alternate mode of operation is used.

The BDLC station supports the CCITT V.24 and Electronic Industries Association
(EVYA) RS232C interface to datasets and the CCITT V.25 and EIA RS366 Auto-Call
Jnit (ACU) interfaces. The node interconnections in Figure 2-14 and in Figure
'-10 are examples of BDLC point-to-point circuits.

8pLc 8pLc
STA STA
NODE NODE
! 2
apoLe 80
STA STA

Seeemmes PHYSICAL

CIRCUIT soLC aoLc
STA STA

NODE

Figure 2-14, BDLC Station Interconnections
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X.25 Station

Depending on network usage and line costs, using a Public Data Network (PDN) to
connect BNA nodes can be more economical than using point-to-point telephone
circuits. When neighboring BNA nodes are connected by a PDN, they interface to
the network according to CCITT Provisional Recommendation X.25 (Interface
between Data Terminal Equipment (DTE) and Data Circuit - Terminating Equipment.
(DCE) for Terminals Operating in the Packet Mode on Public Data Networks).

The X.25 interface defines a means of multiplexing muitiple, independent
traffic-streams over one physical circuit between node and PDN. In principle,
the PDN is able to fully interconnect a network of up to 4095 nodes with each
node supporting only one physical circuit. These nodes are interconnected not
by physical circuits but by "virtual circuits"., Figure 2-15 illustrates this
kind of interconnection.

NODE-3

DTE

NODE-6

DTE

NODE-4

OTE

=== Physical circuit

= == === Virtual circuit

Figure 2-15. X.25 Station Interconnections
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The complete CCITT Provisional Recommendation X.25 s def ined by the
International Telecommunication Union in Geneva, Switzerland. Information on a
particular PDN's implementation of X.25, its service offerings, and its tariff
structure should be obtained from the vendor of that X.25 service.

The BNA X.25 station provides the DTE functions to support these facilities:

- At the Packet Level: virtual calls (VC) and permanent virtual «circuits
(PVC) . PVCs are similar to common dedicated or leased telephone
circuits insofar as a connection is always present between the two end
points (i.e., the two nodes). Virtual calls (VC) are similar to common
dialed telephone circuits insofar as a connection between two end points
is not always present and must be established and ultimately cleared
according to a defined procedure.

- At the Link Level: LAP B (balanced) using dedicated full-duplex circuits
between the DTE (BNA node) and the DCE (Public Data Network).

- And at the Physical/Electrical Level: CCITT X.21bis, CCITT V.24, and EIA
RS232C.

NETWORK SERVICES MANAGER

The Network Services Manager performs management functions which are global to
the three functional levels of Network Services as illustrated in Figure 2-9.
These include:

1. Network Services initialization.

2. Monitoring and logging.

3. Management of interlevel control communications.

L. Providing an operations interface for Network Services.

5. Disconnecting the node from the network.
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NETWORK SERVICES FRAMES

Information passes between the three major levels - PORT, ROUTER, and STATION -
in units called Network Services FRAMES, or simply FRAMES. These are named
according to which functional level in the host generates or interprets them.

Those frames interpreted by the Station are called LINK FRAMES.

Those interpreted by the Router are called ROUTER FRAMES.

Those interpreted by the Port Level are called PORT FRAMES.
These frames are organized in a hierarchical manner. For example, the Port
Frame is passed to the Router, which then treats this frame as a single field
(callied the ROUTER INFORMATION UNIT), and adds a header to it. The result is a

ROUTER FRAME, which in turn is passed to the Station Level. This structure of a
frame within the body of another frame is illustrated in Figure 2-16.
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Figure 2-16. Frame Format Relationships
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Use of Frames to Transmit User Data

A user process (or Host Services) sends a message by passing it to the Port
level of Network Services. Port and subport headers are attached to form a port
frame. This is passed down through the ROUTER and STATION level as described
above, and as illustrated in Figure 2-17. The message leaves the sending node
as a link frame, which is sent out over the communication link. At the
destination node, it is received by the STATION level and passed up through the
ROUTER and PORT levels. Each level strips off the appropriate headers,
restoring the message to its original form. It is then placed into the port's
output queue and made available to the destination user process (or Host
Services) .

USER USER
MESSAGE MESSAGE

SENDING ' RECEIVING
NODE 7L —— NODE

NETWORK LINK

EB1014 —

Figure 2-17. User Message Transmission
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Use of Frames to Transmit Control Data

If the information contained in a frame is not originated by a Port wuser, then
it is originated by one of the three levels - the PORT, ROUTER, or STATION.
Refer to Figure 2-18.

1. If the Port Level originates the information, it forms what is called a
PORT LEVEL MANAGER (PLM) CONTROL FRAME. This is interpreted by the
corresponding destination Port Level. This control information is used,
for example, when the local Port Level is communicating with a remote
Port Level, or when the local subport informs the corresponding remote
subport that it wishes to terminate its dialog. The PLM CONTROL FRAME
is treated the same as any other Port Frame in the Router. To the
Router, it is '"user data' regardless of where or why it was originated
in the Port level above it. Therefore, the PLM CONTROL FRAME is handled
the same as the Port user data at the Router Level and below, both at
the originating and the destination nodes (and at any transit nodes).

2. If the Router originates the information, it is called a ROUTER CONTROL
FRAME. These frames are generated, for example, whenever the Router
sends routing change information to a neighboring node. ROUTER CONTROL
FRAMES are interpreted by the corresponding Router at the remote node.
Except for priority, the Station treats this frame the same as any other
frame received from the Router. It is 'user data'" to the Station, both
at the originating and destination nodes.

3. Finally, if the Station Level generates a control frame, it is
interpreted by the corresponding Station Level at the other end of the
link, and goes no higher in the node. STATION LEVEL MANAGER (SLM)
CONTROL FRAMES are generated, for example, for Station Level wvalidation
greetings and as test frames for maintenance purposes.

OPERATIONS INTERFACE TO NETWORK SERVICES

The Operations Interface provides a mechanism for the exchange of messages .
between Network Services and an external agent, which can be either a human
operator at an operator display terminal (0DT) or a user-defined program.
Additionally, operating parameters can be loaded into Network Services from a

disk file.

Uses of the Operations Interface include initializing Network Services, changing
operating parameters, adding or deleting links, monitoring operations,
performing confidence tests, and initiating node disconnection from the network.
BNA Reference Manual, Volume 2 (Network Control) discusses the Operations
Interface commands and responses.
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COMMUNICATION BETWEEN USER PROGRAMS

BNA supports a general inter-process communications mechanism, using the Port
layer of Network Services. Refer to Figure 2-11. User programs can communicate
on a one-to-one basis, or one-to-many basis or on a many-to-many basis. The
user programs can be at the same host, or at any host in the network.

Communication between user programs across a BNA network (or locally) s
accomplished through the input/output file mechanism using a special kind of
file called a PORT file.

A user program can communicate with a remote user program by performing WRITE
and READ operations to a port file. The remote user program must perform
complementary READ and WRITE operations. A port file has one or more associated
subfiles, each of which can be connected to a different program. These programs
can be located at any host within a BNA network.

Figure 2-19 illustrates the relationship between hosts, user programs, port
files, and subfiles. Note that each subfile is connected to only one other
subfile. Also note, in Host H, the example of a local connection between two
user programs in the same host.

BNA defines additions and extensions to several file attributes which return
information about the port file and its subfiles. There are four basic
operations which can be performed on port files: OPEN, CLOSE, READ, and WRITE.
These are discussed in the following paragraphs. More detailed information on
communication between user programs is covered in Section 3 of this manual.

OPEN Operations

An Open operation on a subfile causes the system to find a remote endpoint that
matches the subfile and to set up a dialog with that matching subfile.

A pair of subfiles provides a two-way, point-to-point logical communication path
between two programs. In order to establish this path, both programs must
describe the desired connection. The system compares connection descriptions,
matches complementary descriptions, and marks the subfiles opened. This process
is called the matching algorithm.
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The OPEN statement includes the file/subfile that is to be opened and an open
option. The processing of the OPEN statement causes the matching algorithm to
be invoked and causes a result to be returned indicating the success or failure
of the open attempt. The subfile to be opened is specified by a subfile index.

The following three open options apply to port files:

1. WAIT
The subfile is offered for matching, and the program is suspended until
a matching subfile is found. WAIT is the default value.

2. OFFER
This option causes the subfile to be offered for matching, and the
program is resumed without waiting for the subfile to be matched. The
program can determine when the subfile is open by monitoring state
changes.

3. AVAILABLE
This option causes the subfile to be matched only to a complementary
subfile that has been already offered. |f a match is found, the subfile
is opened. If not, the program is resumed and the subfile is not Ileft
waiting for a match.

Connections between programs wishing to communicate are made based on attributes
of the port declared by the program. Attributes used to determine the
connection are PORTNAME, MYNAME, YOURNAME, YOURHOSTNAME, and YOURUSERCODE, as
well as the local hostname and usercode. A program can have many ports open and
can communicate simultaneously with programs on many hosts.

Connections between ports are subject to security checking similar to file
security. Ports can be PRIVATE, PUBLIC, or GUARDED.

CLOSE Operations

The Close operation terminates the dialog with the remote subfile and returns
the system resources used by the local subfile. |If the cliose option DONTWAIT is
specified, control returns immediately to the program and the process of
actually closing the port takes place in parallel with the execution of the
program. The program can detect when the close is complete by monitoring state
changes.

I/0O Operations

A program can perform a Read or Write to a file. Each subfile has a unique
subfile index and a program can, by specifying a subfile index, perform a read
or write operation to a particular subfile. The subfile index can be ZERO
(meaning any or all) to read the next message from any subfile or to broadcast
to all open subfiles within a file,

If the DONTWAIT option is specified in the {/0 statement, the program continues
and the {/0 operation is terminated when the |1/0 operation cannot be completed

immediately.
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BNA Extensions to Programming Languages

The following paragraphs briefly describe extensions to the various programming
languages which are provided to facilitate the use of Port files. Refer to the
appropriate systems language manual for specific details of the constructs,
syntax, restrictions, etc.

ALGOL

ALGOL recognizes the value PORT for the KIND attribute and recognizes all the
additional BNA file attributes and values. To provide access to the port open
options, an OPEN statement has been added to the syntax. The CLOSE statement
has been modified to allow selection of a subfile and to allow DONTWAIT as a
close option. Subfile specification and the DONTWAIT option have been added to
the READ/WRITE statement syntax.

FORTRAN 77

FORTRAN77 recognizes the value PORT for the KIND attribute and most of the
additional BNA file attributes and values. To provide access to the port open
options, the OPEN statement has been modified. The CLOSE statement has been
modified to allow selection of a subfile. Subfile specification has been added
to the READ/WRITE statement syntax. The INQUIRE and CHANGE statements ihave been
extended to allow reading and writing of subfile attributes.

PL/T

PL/| recognizes the value PORT for the KIND attribute and recognizes all the
additional BNA file attributes and values. To provide access to the port open
options, the OPEN statement has been modified. The OPEN and CLOSE statements
have been modified to allow selection of a subfile. Subfile specification and
the DONTWAIT option have been added to the READ/WRITE statement syntax. The
WAIT statement has been added to handle waiting on event-valued port file
attributes.

COBOL 74

COBOL74 recognizes the value PORT for the KIND attribute and recognizes all the
additional BNA file attributes and values. Files are declared by assigning to
PORT, and an optional Actual Key clause can be declared which can be used to
reference subfiles in the OPEN, CLOSE, and READ/WRITE statements. To provide
access to the port open options, the OPEN statement has been extended. The
DONTWAIT option has been added to the READ/WRITE statement syntax. The WAIT
statement recognizes the event-valued port file attributes relevant to port
files. Subfiles are designated as parenthesized expressions following the file
name in ATTRIBUTE statements. :
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NETWORK SERVICES INITIALIZATION

Since control is a distributed function in a BNA network, responsibility for
network initialization, both at the beginning and as nodes are added to the
network, lies with each participating node. When a node enters the network, it
establishes communication with other nodes in the network through a series of
greeting messages at the various levels of Network Services.

The Station level is the first level to be initialized. Neighbor nodes
establish the physical interconnections between themselves, validatihg each
other's identity through the use of node addresses and passwords.

After a node which is new to the network or previously isolated from the network
establishes physical connections to its neighbors at the Station Level, logical
connections to all nodes are established at the Router Level. Router messages
are exchanged among neighbor nodes, informing one another of paths to newly
added nodes, or improved paths to existing nodes as a result of new node
participation in the network.

When a node's Router discovers a new node, its Port Level establishes
communication with the new node's Port Level by exchanging Port Level greetings.
These messages contain information about the host system's identity and
willingness to communicate.

After Network Services initialization is completed, it can be used to support
distributed processing among hosts.

Additional information on Initialization is covered in Section 6 of this manual.

ACCESS CONTROL

Access control in a BNA network is the means by which each node and host can
control access to its resources from nodes, hosts, and users elsewhere in the
network. Since hosts in a BNA network are peers, access control in a BNA
network is a distributed function. Each node and host is responsible for
controlling access to its own resources. Extensive options permit the Network
Operations Manager at each node/host to choose the types and amounts of
protection for that node/host. There are two major types of access control:

Control of access by other nodes and hosts.
Control of access by individual users at those hosts.

Access by other nodes and hosts is controlled by validation and authentication.
Validation controls which nodes and hosts are allowed access. Authentication
verifies that a node or host really is the node or host that it claims to be.
Access by individual users is controlled on the basis of a Hostname/Usercode
pair. The usercode is authenticated at the remote host when the user logs on to
the remote host with the usercode/password by which the user is known at that
host.
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The various validation functions permit the Operations function at a node to
pre-define which hosts, nodes, and neighbors are acceptable hosts, nodes, and
neighbors. Validation is optional and can be performed at all 3 levels of
Network Services; Port, Router, and Station. Validation is applied when
communications are initiated with a node/host.

The node and host authentication functions verify that a node really is the node
it claims to be by comparing the received password with a pre-stored password
for that node. Password checking can be performed at the Station Level between
neighbor nodes, and at the Port Level during the establishment of dialogs
between hosts. Like validation, authentication is applied when communication is
begun with the remote node/host.

Individual users at a host are known elsewhere in the network by their
hostname/usercode pairs. A hostname/usercode pair is unique in the network.
Even if users on two different hosts have the same usercode, they have different
hostname/usercode pairs because the hostnames are different. Users on the same
host in the network have different hostname/usercode pairs because their
usercodes are different. The hostname/usercode pair is used to check a remote
user's access privileges using the same mechanism that is invoked for local
usercodes.

An individual user at a remote host seeking access to a subport wuses his
hostname/usercode pair to establish a connection to that subport. It is also
used in the initiation phase of Host Services protocols.

Additional information on Access Control is covered in Section 7 of this manual.
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SECTION 3

COMMUNICATION
BETWEEN USER PROCESSES

GENERAL DESCRIPTION

Communication between user processes across a BNA network (or locally) is
accomplished through the input/output file mechanism using a special kind of
file called a PORT file. A user process communicates with a foreign process by
performing READ and WRITE operations to a file of KIND = PORT. The foreign user
process must perform compliementary WRITE and READ operations. File attributes,
parameters to the Open and Close functions, and other language constructs
provide access to the inter-process communication facility. This section
describes the general port file facility, the attributes of a port file, the
OPEN/CLOSE, READ and WRITE statements associated with a port file, and provides
sample programs which show the use of port files by a user program. Refer to
the appropriate systems programming language manuals for details of the syntax
to be used with port files. Refer to Section 5 of this manual for a description
of the workings of the port and subport.

FILE ATTRIBUTES

A port file has one or more associated subfiles (called 'subports'), each of
which may be connected to a different process. These processes may be located
at any host within a BNA network. File attributes contain information about the
port file or its subfiles. The following table describes the file attributes
applicable to port files. Attributes marked 'File'" pertain to the port file as
a whole, while attributes marked "Subfile'" apply to each individual subfile of
the file.
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3-2

Fite/Subfile Attribute

BLOCKSTRUCTURE
CENSUS
CHANGEDSUBF ILE

CHANGEEVENT

COMPRESSION
FILESTATE
FRAME SIZE
HOSTNAME
INPUTEVENT
INTNAME
LASTSUBFILE
MAXCENSUS

MAXRECS I ZE

MAXSUBF ILES
MYHOSTNAME
MYNAME
OUTPUTEVENT
SECURITYGUARD
SECURITYTYPE
STATE
SUBF I LEERROR
TITLE
YOURNAME

YOURUSERCODE

Port/Subport Attributes

MESSAGE QUEUE SIZE
CHANGED SUBPORT

CHANGED EVENT
STATE EVENT

SENDING COMPRESSED DATA

SUBPORT STATE

YOUR HOST NAME
INPUT EVENT

INTNAME

LAST SUBPORT USED
MESSAGE QUEUE LIMIT

MAX MESSAGE TEXT SIZE
ACTUAL MAX MESSAGE TEXT SIZE

MAX SUBPORTS
MY HOST NAME
MY NAME

OUTPUT EVENT
SECURITY GUARD

SECURITY TYPE

SUBPORT ERROR
PORT NAME
YOUR NAME

YOUR USERCODE

File
File,Subfile
File

File
Subfile

Subfile
Subfile

File

Subfile
File,Subfile
File

File

Subfile

File
Subfile

File
File
File
Subfile
File
File
File
Subfile
File
Subfile

Subfile



Attributes that are only file attributes can be accessed or assigned by not
specifying a subfile index. If a subfile index is specified for a file
attribute access or assignment, an attribute error is generated.

Those attributes which are only subfile attributes can be assigned for a
particular subfile by providing a subfile index. |If a subfile index of zero s
specified, the attribute assignment applies to all subfiles in the file. I f
MAXSUBFILES is equal to one, the subfile index may be omitted; the attribute
assignment will apply to the only subfile.

When accessing a subfile attribute of a particular subfile, the subfile index
must be specified if MAXSUBFILES is greater than one. |f MAXSUBFILES is equal
to one, the subfile index may be omitted; the attribute access will apply to the
only subfile. If a subfile index of zero is specified for an attribute access
an attribute error is generated.

For attributes that are both file and subfile attributes, if a subfile index s
not specified, the attribute access or assignment applies to the file; otherwise
the attribute access or assignment applies to the subfile.

The null value for all string valued attributes is ".".
The following attribute descriptions apply to port files:

BLOCKSTRUCTURE
The BLOCKSTRUCTURE values of FIXED and EXTERNAL apply to port files. The
default is FIXED. BLOCKSTRUCTURE is meaningful only for READ operations.
If BLOCKSTRUCTURE is equal to FIXED, the user's buffer is blank filled. If
BLOCKSTRUCTURE is equal to EXTERNAL, only the data received is put into the
user's buffer. The actual length of the data placed into the user's buffer
can be determined by interrogating the CURRENTRECORD attribute.

CENSUS
The CENSUS attribute can be accessed but not assigned. |f accessed as a
file attribute, CENSUS returns the total number of incoming messages queued
for subfiles. |f accessed as a subfile attribute, CENSUS returns the
number of messages queued for the specified subfile.

CHANGEDSUBF I LE
CHANGEDSUBFILE is an access-only attribute that returns the subfile index
of an arbitrary subfile whose CHANGEEVENT is '"happened".

CHANGEEVENT
The subfile CHANGEEVENT is caused whenever the value of FILESTATE changes.
It is reset as a side effect of interrogating the FILESTATE attribute. The
CHANGEEVENT for the file has the value '"happened'" as long as any of the
subfile CHANGEEVENTs have the value '"‘happened'. The CHANGEEVENT for the
file is reset by the system after all of the subfile CHANGEEVENTs have been
reset.
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COMPRESSION

It is possible to compress the data sent between subfiles. Support for the
compression feature is negotiated at subfile open time. Setting the value
of the COMPRESSION attribute to TRUE while the subfile is open has an
effect only if both hosts involved in the subfile dialog support the
compression feature (if compression 1is not supported, the value of
COMPRESSION will be FALSE even after setting it to TRUE). if compression
is supported, records may be selectively compressed by changing the value
of the COMPRESSION attribute.

FILESTATE

34

The FILESTATE attribute has the following values:

0 = CLOSED
The initial state of a subfile is CLOSED. The subfile returns to this
state when it is closed by the user.

1 = AWAITINGHOST
This state indicates that the host specified by the HOSTNAME subfile
attribute is unreachable. The subfile will remain in this state until
the host becomes reachable. The FILESTATE may then change to OFFERED,
OPENED, or CLOSED. |1/0 operations are not valid when the file is in
this state.

2 = OFFERED
A subfile enters this state when an open has been done and the host
specified by HOSTNAME is reachable, but no matching subfile has been
found. 1/0 operations are not valid when the file is in this state.

3 = QPENED
This state indicates that the subfile is open and may be used to send or
receive data.

L = SHUTTINGDOWN
This state indicates that the system operator has requested that
communications with the host involved in the subport dialog be
terminated. This notification gives the program the opportunity to
terminate in an orderly way. The port remains open and all 1/0
operations are valid.

L = BLOCKED
This state indicates that the remote host has become temporarily
unreachable, The port remains open and all |/0 operations are valid.

6 = CLOSEPENDING
This state indicates that the user has <closed the subfile, but the
remote subfile has not yet acknowledged the closure. When close
acknowledgment is received, FILESTATE changes to CLOSED.

7 = DEACTIVATIONPENDING
This state indicates that the other subfile has been closed and that
this subfile has data queued for input.



8 = DEACTIVATED
This state indicates that the other subfile has been <closed and that
this subfile does not have data queued for input. Close is the only
valid operation for a subfile in this state.

FRAMESIZE
This attribute has the same semantics that it has for other types of files.
Data is always transmitted in 8-bit units, but the user program may deal
with the data using other values for FRAMESIZE.

HOSTNAME
The HOSTNAME attribute specifies the host in the network which contains the
remote process with which this local process wishes to communicate using
this local subfile.

INPUTEVENT
If accessed as a file attribute, [INPUTEVENT returns 'happened" if the
CENSUS file attribute is greater than zero. If accessed as a subfile

attribute, INPUTEVENT returns 'happened" if the CENSUS subfile attribute is
greater than zero for the specified subfile.

INTNAME
The INTNAME of a port variable is the name by which it 1is declared and
referenced by the process which is using it.

LASTSUBFILE
This attribute contains the subfile index of the last subfile that was used
in an 1/0 operation on the file. This value is updated only if the 1/0
operation is successful,

MAXCENSUS
MAXCENSUS specifies the number of input messages that can be queued for
this subfile before the other subfile is given a ''NO BUFFER AVAILABLE"
indication,

MAXRECSIZE

The MAXRECSIZE attribute can be accessed or assigned as a file attribute
and is access-only as a subfile attribute. As a file attribute, MAXRECSI|ZE
is used to access or assign the maximum message text size for the port
file. When interrogated as a subfile attribute, MAXRECSIZE returns the
actual message text size for the subfile. The wvalue of the subfile
MAXRECSIZE is negotiated when the subfile is being opened and may be
different for each subfile.

MAXSUBF ILES
This file attribute defines the maximum number of subfiles that can be
opened for the file. The subfiles are assigned indices from 1 to
MAXSUBFILES, inclusive.

35



MY HOST NAME
The MY HOST NAME attribute contains the name of the Host at which the
process using the port is executing. It is used by the Port Level Manager
in opening subport dialogs.

MY NAME
The MY NAME attribute is a string of up to 100 characters used to identify
a port during the subfile matching process.

OUTPUTEVENT
OUTPUTEVENT is caused whenever output buffers become available and is reset
by the system whenever no output buffers are available.

SECURITYGUARD
The SECURITYGUARD attribute of a file is the name of the guard file. Refer
to Section 7, Access Control.

SECURITYTYPE
The SECURITYTYPE attribute of a file determines the class of users who may
access the file. Refer to Section 7, Access Control.

STATE
The STATE attribute returns result information about the last |/0 that was
done on the file. The following STATE bits apply to port files:

STATE Bit 1 (high order bit)
This bit indicates that an error has occurred and is set in conjunction
with other STATE bits.

STATE Bit 3
This bit indicates that an invalid subfile index was specified for an
I/0 operation.

STATE Bit 8
This bit indicates that an |/0 cperation failed for one of the following
reasons:

a) A broadcast write failed for at least one subfile.

b) A write with the DONTWAIT option was not done because no buffer was
available.

¢) A read with the DONTWAIT option was not done because no data was
available.

STATE Bit 9
This bit indicates end-of-file.
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SUBFILEERROR
The SUBFILEERROR attribute is set to one of the following values after each
1/0, OPEN, or CLOSE operation that affects the subfile:

0 = NOERROR
No error occurred during the subfile operation.

1 = DISCONNECTED
Communication with the other subfile has been severed due to network
failure.

2 = DATALOST
During a close operation, all data was not transmitted successfully to
the other subfile before the subfile was closed.

3 = NOBUFFER
An attempted write to this subfile failed because no buffer space was
available. This error can occur only if DONTWAIT was specified on the
write.

L = NOFILEFOUND
An attempted OPEN on this subfile resulted in a NOFILEFOUND result.

5 = UNREACHABLEHOST
An attempted OPEN on this subfile resulted in an UNREACHABLEHOST result.

TITLE
The TITLE of a file is the name by which port files in communication with
each other are associated. It is a single name of up to 17 characters and
must not be null.

YOURNAME
The YOURNAME of a subfile is the same name as the MYNAME of the remote file
with which it is communicating. It is a string of up to 100 characters.

YOURUSERCODE
The default value for the YOURUSERCODE attribute is the usercode of the
task opening the subfile. Setting the value of YOURUSERCODE to null sets
the value back to the default.

3-7



OPEN OPERATIONS

An OPEN operation on a subfile causes the system to find a2 remote endpoint that
matches the subfile and to set up a dialog with that matching subfile.

A subfile provides a two-way, point-to-point logical communication path between
two programs. |n order to establish this path, each program must describe the
desired connection. The system compares connection descriptions, matches
complementary descriptions, and marks the subfiles OPENED. This process is
called the matching algorithm. The following attributes are used by the
matching algorithm:

HOSTNAME
HOSTNAME contains the name of the host on which the complementary program
is running. The value of HOSTNAME for each subfile must match the value of
MYHOSTNAME for the complementary subfile. A null value for HOSTNAME
matches any MYHOSTNAME value.

MYNAME
In order to match, the value of MYNAME must match the value of YOURNAME for
the complementary subfile. A null value for MYNAME matches only a null
value for YOURNAME.

YOURNAME
In order tc match, the value of YOURNAME must match the value of MYNAME for
the compliementary subfile. A null value of YOURNAME matches any value for
MYNAME .

TITLE
The TITLE must match the TITLE of the complementary file. The default
TITLE is the value of the INTNAME attribute.

SECURITYTYPE
Each host performs security checking for its own subfile. |f the value of
its SECURITYTYPE attribute is PUBLIC, security checking is immediately
successful. If the value is PRIVATE, the value of its YOURUSERCODE
attribute must match the usercode of the process offering the complementary
subfile. If the value is GUARDED, the result of the security check depends
on the contents of the file named by the SECURITYGUARD attribute.
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The OPEN statement requires two parameters: the subfile that is to be opened and
an open option. The processing of the OPEN statement causes the matching
algorithm to be invoked and causes a result to be returned indicating the
success or failure of the open attempt. Acceptable values for the two
parameters and the possible values for the OPEN statement result are described
in the following paragraphs.

The subfile to be opened is specified by a subfile index. |If the subfile index
is zero, all subfiles with a FILESTATE of CLOSED are opened. When this ‘'open
all" facility is used, open results can be obtained by interrogating the
SUBFILEERROR attribute. |f the subfile index is greater than zero but not
greater than MAXSUBFILES, the specified subfile is opened. |If no subfile index
is specified and MAXSUBFILES is greater than one, an error of BADSUBFILEINDEX is
returned (the open results are described below); if MAXSUBFILES is equal to one,
the (only) subfile will be opened.

The following three OPEN options apply to port files:

WAIT
WAIT is the default value. The subfile is offered for matching, and the
program is suspended on a ''NO MATCHING PORT" condition wuntil a matching
subfile is found. |If the host specified by HOSTNAME is UNREACHABLE, the
program is suspended on a 'NO MATCHING PORT" condition. If the host
specified by HOSTNAME becomes unreachable before the open is complete, the
program is resumed and UNREACHABLEHOST is returned.

OFFER
OFFER causes the subfile to be offered for matching, and the program s
resumed without waiting for the subfile to be matched.

AVATLABLE
AVAILABLE causes the subfile to be matched only to a complementary subfile
that has been already offered. |{f a match is found, the subfile is opened.
If no match is found, a NOFILEFOUND result is returned (the subfile is NOT
left offered for subsequent matching) .

If WAIT or OFFER is specified as the open option and the subfile HOSTNAME names
an unknown or unreachable host, the FILESTATE will be set to AWAITINGHOST. The
subfile will remain in this state until either it is closed by the user or the
host becomes reachable (the open then proceeds normally). |f open AVAILABLE s
specified and the host is wunknown or wunreachable, an open result of
UNREACHABLEHOST is returned.
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The OPEN function may return the following values as its result:

1 = 0K
The open was successful. |f the open type was OFFER, this result indicates
that the open process was successfully started.

2 = NOFILEFOUND
NOFILEFOUND is returned if AVAILABLE was specified for the open option and
a matching subfile was not found.

38 = UNREACHABLEHOST
UNREACHABLEHOST is returned in the case where open AVAILABLE was specified
and the HOSTNAME attribute names an unreachable or unknown host.
UNREACHABLEHOST is also returned in the case where open WAIT was specified
and the host named by the HOSTNAME attribute becomes unreachable during the
process of opening the subfile.

LO = ALREADYOPEN
ALREADYOPEN is returned if the specified subfile does not have FILESTATE
equal to CLOSED.

L2 = BADSUBFILEINDEX
BADSUBFILEINDEX is returned if the subfile index specified was less than
2zero or greater than MAXSUBFILES.

L4 = QPENALLERROR
OPENALLERROR is returned if an open error occurs on any subfile when
attempting to open all subfiles.

As part of the OPEN process, the value of the MAXRECSIZE attribute to be used in
the conversation between the two subfiles is negotiated. The negotiated value
is always the smaller of the two MAXRECSIZE values.

For languages that allow implicit file open, port files may be implicitly opened
by an 1/0 operation on the file. |If a non-zero subfile index is specified, then
only that subfile will be opened. |If a subfile index of 2ero is specified, then
no implicit open action will take place. |[f a subfile index is not specified
and MAXSUBFILES is equal to one, then the subfile will be implicitly opened.
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1/0 OPERATIONS

A program can perform a Read or Write to a subfile. Each subfile has a unique
subfile index. By specifying a subfile index, the program can select a
particular subfile. |If the subfile index is omitted and MAXSUBFILES is equal to
one, the |/0 is performed on the only subfile of the file. If a subfile index
of zero is specified on a read, a non-selective read is performed. The non-
selective read gives the user the ability to read the next message from any
subfile. |If a subfile index of zero is specified for a write, the message is
broadcast to all open subfiles. |f an error occurs on any subfile during a
broadcast write, the result from the write will indicate an error has occurred.
The user can test the SUBFILEERROR attribute to determine the cause of the
error.

If a user attempts an 1/0 that 1is Jlarger than MAXRECSIZE, the message is
truncated to a length of MAXRECSIZE. No indication of this truncation is
returned to the user. The user can detect whether or not truncation has taken
place by comparing the length of the attempted |/0 with the MAXRECSIZE of the
subfile.

I/0 statements include a DONTWAIT option, which allows the program to continue
if the 1/0 operation cannot be completed immediately. If an |/0 statement is
prematurely terminated because of a DONTWAIT specification, a field in the STATE
attribute is set to indicate this occurrence. |f a READ statement 1is executed
and CENSUS is equal to zero, the program is suspended until data is available
unless DONTWAIT is specified. |If a WRITE statement is executed and no buffers
are available, the program is suspended until the write can be completed unless
DONTWAIT is specified.

if a subfile index less than zero or greater than MAXSUBFILES is specified or if
no.subfile index is specified and MAXSUBFILES is greater than one, the program
attempting the 1/0 operation is terminated.

When the value of the FILESTATE attribute becomes DEACTIVATIONPENDING, all

subsequent write operations return an end-of-file indication. Read operations

will continue to operate normally as long as there are messages queued for

input. When there are no more messages queued for input, the FILESTATE changes

from DEACTIVATIONPENDING to DEACTIVATED, and all subsequent read operations

return an end-of-file indication. |f a program is suspended waiting for an 1/0

operation to compiete and the remote subport closes (FILESTATE goes to-
DEACTIVATED), the program is resumed and end-of-file is returned.

I/0 statement options such as skip-to-channel, skip-lines, stacker, timelimit,
etc., are ignored for port files.

When the value of the FILESTATE attribute becomes BLOCKED, 1/0 operations
continue to function normally. This action makes it possible for programs to
attempt to maintain dialogs through temporary host-unreachable conditions.
However, the system may quickly run out of buffer space and write operations
will cause the program to be suspended unless DONTWAIT is specified. Since



there will be no incoming messages during this time, read operations will cause
the program to be suspended once the queued input is exhausted, unless DONTWAIT
is specified.

When the value of the FILESTATE attribute is OFFERED or AWAITINGHOST, all 1/0
operations will return an end-of-file condition.

The length of data transfers through a port file is dependent on the following
criteria:

a) The length indicated in the |/0 statement.
b) The MAXRECSIZE of the subfile.

¢) For READ operations, the length of the data actually received (this is a
factor only if BLOCKSTRUCTURE is equal to EXTERNAL).

d) The size of the user's buffer.

For WRITE operations, the amount of data sent is the minimum of the subfile
MAXRECSIZE, the length indicated in the WRITE statement, and the size of the
user's buffer. |f an attempt is made to write data that 1is larger than
MAXRECSIZE, the message is truncated to MAXRECSIZE. No indication of this
truncation is given to the user. |If the length specified in the WRITE s
smaller than MAXRECSIZE but larger than the user's buffer, the message s
truncated to the size of the user's buffer. No indication of this truncation is
given to the user. The value of the BLOCKSTRUCTURE attribute has no effect on
WRITE operations.

For READ operations with BLOCKSTRUCTURE equal to FIXED, the Jlength of data
delivered to the user's buffer is the minimum of the length indicated in the
Read statement, the value of MAXRECSIZE, or the size of the user's buffer. | f
the message received is smaller than this size, the buffer is blank-filled. I f
the message received is larger than this size, the message is truncated without
any indication given to the user. The value of CURRENTRECORD is ailways equal to
MAXRECSIZE in this case.

For READ Operations with BLOCKSTRUCTURE equal to EXTERNAL, the length of the
data delivered to the user's buffer is the minimum of the data indicated in the
READ statement, the value of MAXRECSIZE, the size of the user's buffer, or the
size of the actual message. |f the size of the actual message is Jlarger than
the length indicated in the READ statement, the value of MAXRECSIZE, or the size
of the user's buffer, truncation will take place and the wuser will not be
notified. No blank fill is done for BLOCKSTRUCTURE equal to EXTERNAL. The
CURRENTRECORD attribute may be used to determine the length of actual message.
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CLOSE OPERATIONS

The Close operation terminates the dialog with the remote subfile and returns
the system resources used by the local subfile. The remote subfile becomes
DEACTIVATED.

The execution of a CLOSE statement changes the FILESTATE of the specified
subfile to CLOSEPENDING or CLOSED. Any messages that have been queued for
receipt are discarded.

Closing a port file may take a significant amount of time. Because this delay
can be unacceptable for time-critical programs, the close option DONTWAIT s
provided. For all close options except DONTWAIT, the program will be suspended
while the actual close takes place. If DONTWAIT is specified, control returns
immediately to the program and the process of actually closing the port takes
place in parallel with the execution of the program. The program may detect
when the close is complete by monitoring state changes. All other close options
(PURGE, LOCK, etc.) are ignored. The CLOSE function may return the following
values as its result:

1 = 0K
The close was successful.

30 = FILENOTOPEN
The subfile was already closed.

32 = DATALOST
All data was not successfully delivered to the destination subfile.

42 = BADSUBFILEINDEX
The subfile index specified was less than zero or greater than MAXSUBFILES.

L6 = CLOSEALLERROR
CLOSEALLERROR is returned if a close error occurs on any subfile when
attempting to close all subfiles.

If the subfile index specified in a CLOSE statement is zero, all open subfiles
are closed. When this 'close all" facility is used, close results may be
obtained by interrogating the SUBFILEERROR attribute. |If the subfile index is
greater than zero but not greater than MAXSUBFILES, only the specified subfile
is closed. If no subfile index is specified and MAXSUBFILES 1is greater than
one, an error of BADSUBFILEINDEX is returned. If MAXSUBFILES is equal to one,
the (only) subfile will be closed.
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SAMPLE PROGRAMS

The sample '"COBOL7L PROGRAM TO DO A SIMPLE READ AND WRITE TO A PORT FILE"
program contains examples of the use of the Open, Close, Read, and Write
statements. The complementary program, which is executed in a remote host, s
identical except that the functions are reversed.

Line 10600 selects the filename KEN and associates it with a PORT file. Line
11100 defines file KEN with a field of 8 alphanumeric characters called PORT-
REC. Line 11600 sets the subfile attribute HOSTNAME (the name of the host on
which the complementary program is running) to HOSTA. Line 11700 opens the file
KEN for both input and output. No subfile index is specified, but that is valid
since there is only one subfile. No open option is specified, the default value
of WAIT will be used. The only subfile will be offered for matching and the

program will be suspended until the matching subfile is found. Line 11800
writes the message "MESSAGE!" to the subfile. The complementary program in
HOSTA will read it and send back ''MESSAGE2". Line 12000 reads the message

"MESSAGE2'". DONTWAIT has not been specified, so the program is suspended until
data is available (i.e., CENSUS is not equal to zero). Line 12300 closes the
file. Since DONTWAIT is not specified, the program will be suspended again
while the actual close takes place.

10000*COBOL74 PROGRAM TO DO A SIMPLE READ AND WRITE TO A PORT FILE.

10100%TH!S PROGRAM 1S TO BE EXECUTED CON HOST ''HOSTB"
10200 IDENTIFICATION DIVISION.

10210 PROGRAM [-D. READ-WRITE-TEST-B.
10300 ENVIRONMENT DIVISION.

10320 CONFIGURATION SECTION.

10330  SOURCE-COMPUTER. B-6800.

10340  OBJECT-COMPUTER. B-6800.

10400 INPUT-OUTPUT SECTION.

10500 FILE-CONTROL.

10600 . SELECT KEN ASSIGN TO PORT.

10800 DATA DIVISION.

10900 FILE SECTION.

11000 FD KEN.

11100 01 PORT-REC PIC X(8).
11300 PROCEDURE DIVISION.

11500 SAMPLE-PROGRAM.

11600 CHANGE ATTRIBUTE HOSTNAME OF KEN TO '"HOSTA".
11700 OPEN -0 KEN.

1180d MOVE "MESSAGE1" TO PORT-REC.

11900 WRITE PORT-REC.

12000 READ KEN AT END DISPLAY "ERROR ON READ".
12100 iF PORT-REC 1S NOT EQUAL TO "MESSAGE2"

12200 DISPLAY "ERROR".

12300 CLOSE KEN.

12400 STOP RUN.
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20000*COMPLEMENTARY COBOL7L4 PROGRAM FOR READ/WRITE TO A PORT FILE

20100%TH!S PROGRAM IS TO BE EXECUTED ON HOST "HOSTA"

20200
20250
20300
20310
20320
20330
20400
20500
20600
20800
20900
21000
21100
21300
21500
21600
21700
21800
21900
22000
22100
22200
22300
22400

IDENTIFICATION DIVISION.
PROGRAM |-D. READ-WRITE-TEST-A.
ENVIRONMENT DIVISION.

CONF IGURATION SECTION.
SOURCE-COMPUTER. B-1900.
OBJECT-COMPUTER. B-1900.

INPUT-OUTPUT SECTION.

FILE-CONTROL.
SELECT KEN ASSIGN TO PORT.
DATA DIVISION.
FILE SECTION.
FD KEN.
01 PORT-REC PIC X(8).
PROCEDURE DIVISION.
SAMPLE-PROGRAM.

CHANGE ATTRIBUTE HOSTNAME OF KEN TO “HOSTB'.

OPEN 1-0 KEN.

READ KEN AT END DISPLAY "ERROR ON READ'".

IF PORT-REC IS NOT EQUAL TO "MESSAGE1"
DISPLAY "ERROR'".

MOVE ''MESSAGE2" TO PORT-REC.

WRITE PORT-REC.

CLOSE KEN.

STOP RUN.
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The sample "COBOL74 READ/WRITE PROGRAM USING BNA OPTIONS" program declares a
PORT file with 5 subfiles. It opens all the subfiles with the OFFER open
option, and the program is resumed without waiting for the subfiles to be
matched. It waits for the CHANGEEVENTs to determine that at least 3 subfiles
have opened, then broadcasts a message ''SEND ME A MESSAGE" to all of the open
subfiles. The program does a non-selective read, and is suspended until an
input message is available. [t determines which process sent the message from
the content of the ACTUAL KEY associated with the PORT, then does a selective
write to the subfile associated with that process, sending the message "YOU
WIN". Then it closes that subfile, and does a broadcast write to all remaining
open subfiles, sending the message '"YOU LOSE". Finally, it closes all the
files.

30000% COBOL74 READ/WRITE PROGRAM USING BNA OPTIONS.
30100%

30200 IDENTIFICATION DIVISION.

30300 PROGRAM-1D. TEST-PROGRAM.

30400 ENVIRONMENT DIVISION.

30500 CONFIGURATION SECTION.

30600  SOURCE-COMPUTER. B-6800.

30700 OBJECT-COMPUTER. B-6800.

30800 INPUT-OUTPUT SECTION.

30900 FILE-CONTROL.

31000 SELECT PATH ASSIGN TO PORT

31100 ACTUAL KEY IS PATH-AK
31200 FILE STATUS IS PATH-STATUS.
31300%

31400 DATA DIVISION.
31500 FILE SECTION.
31600 FD PATH.
31700 01 PORT-REC PIC X(18).
31800 WORKING-STORAGE SECTION.
31900 01 PORT-WS.

32000 05 PATH-STATUS PIC XX.

32100 05 PATH-AK PIC 9 COMPUTATIONAL.
32200 05 NUMBER-OPENED PIC 9 COMPUTATIONAL.
32300%

32400 PROCEDURE DIVISION.

32500%

32600 DECLARATIVES.

32700 I0-ERROR SECTION.

32800 USE AFTER ERROR PROCEDURE ON 1-0.
32900 10-ERROR-HANDLER.

33000 DISPLAY "1/0 ERROR ENCOUNTERED".
33100 DISPLAY "STATUS IS ",PATH-STATUS.
33200 END DECLARATIVES.
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33300%*
33400
33500
33600
33700
33800
33900
34000
34100
34200
34300
34400
34500
34600
34700
34800
34900%
35000%
35100%
35200%
35300%
35400
35500
35600
35700
35800
35900
36000
36100
36200%
36300%
36L400%
36500
36600
36700
36800
36900
37000
37100
37200
37300
37400
37500

THE-PROGRAM SECTION.
INITIALIZATION.
CHANGE ATTRIBUTE MAXSUBFILES OF PATH TO 5.
CHANGE ATTRIBUTE MYNAME OF PATH TO '‘MASTER".
CHANGE ATTRIBUTE YQURNAME OF PATH(0) TO '"COMPANION'".
CHANGE ATTRIBUTE HOSTNAME OF PATH(0) TO '"HOSTA".
MOVE O TO NUMBER-OPENED.
OPEN-THE-PORT.
MOVE O TO PATH-AK.
OPEN OFFER PATH.
WAIT-FOR-THREE~-TO-0PEN.
WAIT ATTRIBUTE CHANGEEVENT OF PATH.
ADD 1 TO NUMBER-OPENED.
iF NUMBER-OPENED IS LESS THAN 3
GO TO WAIT-FOR-THREE-TO-0QPEN.
FOR SIMPLICITY THE ABOVE PARAGRAPH IGNORES SOME POTENTIAL
EXCEPTION CONDITIONS. A MORE THOROUGH PROGRAM COULD KEEP
A TABLE OF PREVIOUS FILESTATES AND CHECK THE FILESTATE
ATTRIBUTE OF THE CHANGEDSUBFILE TO INSURE THAT AT
LEAST 3 ARE OPEN.
BROADCAST-THE-MESSAGE.
MOVE O TO PATH-AK.
MOVE "'SEND ME A MESSAGE" TO PORT-REC.
WRITE PORT-REC.
GET-A-MESSAGE.
MOVE O TO PATH-AK.
READ PATH.
SEND-A-MESSAGE.
THE ACTUAL KEY AT THIS POINT CONTAINS THE SUBFILE
FROM WHICH THE MESSAGE WAS REMOVED IN THE LAST
READ STATEMENT.
MOVE "YOU WIN'" TO PORT-REC.
WRITE PORT-REC.
CLOSE-THE-WINNING-SUBFILE.
CLOSE PATH,
BROADCAST-A-MESSAGE-TO-LOSERS.
MOVE "YOU LOSE" TO PORT-REC.
MOVE O TO PATH-AK.
WRITE PORT-REC.
CLOSE-THE-LOSERS.
CLOSE PATH.
STOP RUN.
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SECTION 4
FUNCTIONAL DESCRIPTION - HOST SERVICES

GENERAL

Host Services provides the functions associated with distributed processing in a
manner such that distributed processing appears to the user to be almost as
simple as accessing the resources of a single system, This is done through
extensions to features already available to the user such as file attributes,
task attributes, library maintenance, and WORK FLOW LANGUAGE (WFL).

Host Services uses Network Services to transport its data between hosts in the
network. Section 3 of this manual describes the use of Network Services by user
programs for communication with remote user programs. A Host Services process
communicates with a remote Host Services process in the same way, through
Network Services ports.

Host Services is implemented as a set of host-to-host protocols, one protocol
for each Host Services function. A protocol defines a group of messages
designed to support a particular function in terms of the intent and format of
the messages, and the allowable sequence of the messages. The protocols are:

1) the Operator Display Terminal (ODT) protocol, which manages the transfer of
operator terminal input and related output messages between hosts.

2) the Job Transfer protocol, which provides the ability to transfer a series
of job source images from a local host to a remote host for interpretation
and processing.

3) the Logical |/0 protocol, which allows tasks to create, read from, and
update files on remote hosts.

L) the Remote Tasking protocol, which supports programmatic task initiation,
monitoring, and control on a remote host.

5) the Station Transfer protocol, which allows a terminal which is physically
attached to one host to appear as if it were attached to another,

6) the Status Change protocol, which is used to report changes in the status
of tasks which were initiated by one host but are running on another.

Host Services supports an additional function, File Transfer. File Transfer s
used to copy complete files from a remote host to the local host, from the local
host to a remote host, or from a remote host to another remote host. File
Transfer is provided by a utility, rather than a protocol. The File Transfer
utility uses the Logical 1/0 protocol to copy complete files to/from a remote
host.
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DIALOGS AND PROTOCOLS

A "protocol'" is the set of all valid message (request/response) sequences
between two Host Services processes. Within Host Services, the term ''dialog" is
used to describe the specific series of messages transmitted between two Host
Services processes in order to accomplish a particular function. For example,
the Job Transfer protocol describes all valid messages between a Host Services
process on one host which is transferring a job to a Host Services process on
another host. A Job Transfer dialog is a particular instance of this protocol,
using whichever messages are appropriate.

The set of protocols supported by a particular host is host-dependent. A  host
responds with an error reponse if it receives a dialog initiate request for a
protocol which it does not support.

Every dialog goes through three phases: initiation, operation and termination.
In the initiation phase, the two hosts establish communication and specify the
parameters of the dialog. The initiating host starts the dialog by opening a
port to communicate with the remote host. Host Services ports have a special
usercode, the 24 bit hexadecimal string ''BADBAD". Network Services at the
remote node alerts its Host Services when it detects an OFFER with that special
usercode. Host Services at the remote host then opens a port to match the
offered port. A user of Host Services can therefore access the resources of a
remote host without being required to establish a complementary user process at
the remote host.

Most of the actual work performed in the dialog is done in the operation phase.
The operation phase performs the necessary functions for one logical operation
(e.g. in the Logical 1/0 protocol, the opening of a file, transfer of data
to/from the file, and closing of the file. |In the operation phase, the flow of
messages is either basically uni-directional or basically bi-directional,
depending on the protocol. |In a uni-directional dialog, such as a Job Transfer
dialog, one host has control of the dialog. Since the host in control sends
most of the requests, the flow of information is largely in one direction. A
bi-directional dialog, such as an 0ODT dialog, is designed for the simultaneous
flow of requests in both directions.

The termination stage terminates the dialog and may be invoked by either host.
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HOST SERVICES PROTOCOLS
OPERATOR DISPLAY TERMINAL (ODT)

The Operator Display Terminal (ODT) protocol is used to transfer operator input
messages entered by the system operator at the local host to a remote host. The
ODT protocol also transfers the remote host's responses to those messages back
to the local host.

Depending on the capabilities provided by the local host, users can also have
access to this interface. For example, a time-sharing system might allow a user
to enter system messages through a terminal.

Syntax

The following syntax is used by an operator (or user) to communicate directly
with a remote host:

-- AT --<hostname>--<request>=-----=--=--====- |

The word "AT'" indicates that the destination for the <request> is a remote host,
designated by <hostname>. The <request> is text that the remote host s to
interpret as an operator input message. The operator input is not checked at
the local host for valid syntax. All input is checked at the remote host. For
example, the following O0DT input requests the time at the remote host
YNORTHPOLE";

AT NORTHPOLE WT

wWhen ODT output is received from the remote host, the local host prefaces the
text with the <hostname> of the host that sent the O0DT output. An output
similar to the following could be displayed in response to the above request:

*dkkkk FROM NORTHPOLE **&k*
DATE !S THURSDAY DEC 25, 1980 (80360) 02:30:07

Chaining of commands is not allowed. For example, 'AT NORTHPOLE AT MIAMI WT" s
not a valid command.

Access Control

Since the local host does not interpret the operator input, it does not know
what wuser identification information is required. Thus, all available
identification (usercode, accesscode, and/or chargecode) is sent with each
request. The identification sent can be that associated with the system
console, that associated with the user making the request (e.g., through an
MCS), or the default identification for the system. The remote host uses the
hostname/usercode combination to determine whether the request is allowable for
that user. The accesscode and chargecode may be required by the remote host for
certain requests.
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Dialog

The ODT protocol is bi-directional, that is, neither host has primary control.
Only one ODT dialog may be in progress between each pair of hosts. The dialog
is started when an operator enters an ODT command for a remote host, or it may
be started by other protocols. The dialeg is terminated when the host pair has
completed communications or when a timeout occurs.

Port Description

The port attributes for the ODT port are as follows:

MYNAME = "ODTDIALOG"

YOURNAME = "ODTDIALOG"

PORTNAME = "ODTPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string "BADBAD'.
JOB TRANSFER

The Job Transfer protocol provides the ability to transfer job files from the
local (sending) host to a remote (receiving) host for interpretation and
processing on the remote host. Both job source images (data records) and
control records can be transferred. Binary decks are not supported by this
protocol.

Syntax Examples

The following syntax can be used to transfer a job file to a remote host:
7AT ----<hostname>--<job>-----=-==--=---=---- |

The word "AT" indicates that the destination for the <job> is a remote host,
designated by <hostname>. The <job> is interpreted by the remote host for
execution at the remote host. The records transferred are not checked at the
local (sending) host for valid syntax. Job Transfer to a remote host may also
be initiated using the START command from a user terminal, from another job, or
from an ODT. The format is:

7START <file name>; HOSTNAME = <host name>
The file referenced by <file name> is a file of job source records in the same
format as the <job> records in the example above. Refer to documentation for

the type of system at the remote host for details of syntax. The following are
examples of the statements used for Job Transfer.
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Example 1 -
7AT <HOSTNAME> STREAM <NAME>

<JOB IMAGE>
<JOB |MAGE>
<JOB [IMAGE>

PTERMINATE <NAME>

Examplie 2 -
?START JOB <FILE NAME>; HOSTNAME = <HOSTNAME>

Exampie 3 -
?7AT <HOSTNAME> BEGIN JOB
<JOB I MAGE>
<JOB I1MAGE>

<JOB | MAGE>
7END JOB

Example L4 -
7START JOB <FILE NAME>

A record recognized by the local (sending) host as a control record (for
example, one with an invalid character in column one as read through a card
reader) is sent with the '‘control record" flag set to TRUE. The remote
(receiving) host ignores the first character of the record and interprets the
remainder of the data area of the record as control information. The sending
host is responsible for detecting the end of the job deck. The receiving host
uses the indication sent by the sender to infer the appropriate terminator .
record (unless a terminator record appeared just before the indication, in which
case it need not be inferred).

Access Control

If there is a usercode associated with the job or operator performing the Job
Transfer, that usercode is sent to the remote host. It and the name of the host
from which the transfer originated make up the hostname/usercode pair used by
the remote host. Also, the job deck itself can contain a usercode/password to
be authenticated by the receiving host.
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Diailog

The Job Transfer Protocol is a uni-directional protocol controlled by the
initiating (sending) host. Jobs are transferred one at a time, but multiple
Jjobs may be sent in sequence. Multiple Job Transfer dialogs between the same
two hosts can be in progress at the same time. The sending host begins the
dialog when it gets a Job Transfer request. Changes in status of a job or its
offspring tasks are reported through the Status Change protocol. Operator input
pertaining to the job is sent through the ODT protocol. The dialog is
terminated when all of the job images have been transferred, even though the job
may still be running or may not even have been started.

Port Descriptions

The port attributes for the sending host's Job Transfer port are as follows:

MYNAME = "JOBXFERSEND"

YOURNAME = "JOBXFERRECV"

PORTNAME = ""JOBXFERPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string '"BADBAD".

The port attributes for the receiving host's Job Transfer port are as follows:

MYNAME = ""JOBXFERRECV"

YOURNAME = ""JOBXFERSEND"

PORTNAME = "JOBXFERPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string '"BADBAD".



LOGICAL 1/O0

Logical 1/0 allows programs to access files located at remote hosts in the same
manner that they access files located at the 1local host. The statements
required to access the file are the same as if the file were Jlocated in the
local host, except that the program must indicate that the file is Jlocated on
another host by setting the file's HOSTNAME attribute to the name of that host.
Normal |/0 operations are used by the program to create the file, read from it,
and update it.

Syntax Examples

ALGOL EXAMPLE

BEGIN

FILE SOURCE (KIND = DISK,UNITS = CHARACTERS, MAXRECSIZE = 80,
FILENAME = "DATA/FILE",HOSTNAME = "HOST-B");

FILE DEST (KIND = TAPE,UNITS - CHARACTERS, MAXRECSIZE = 80,
BLOCKS1ZE = 800, FILENAME - "DATA/FILE.", HOSTNAME =
""HOST-A" ,NEWF ILE - TRUE);

EBCDIC ARRAY RECORD (0:79);
LABEL EOF;

WHILE TRUE DO
BEGIN
READ (SOURCE, 80, RECORD) [EOF];
WRITE (DEST, 80, RECORD) ;
END;

EOF:
CLOSE (SOURCE) ;
LOCK (DEST);

END
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COBOL EXAMPLE

IDENTIFICATION DIVISION.
PROGRAM-1D. FILE-TRANSFER.

ENVIRONMENT DIVISION.

INPUT-OUTPUT SECTION.

FILE-CONTROL.
SELECT REMOTE-FILE ASSIGN TO DISK.
SELECT LOCAL-FILE ASSIGN TO DISK.

DATA DIVISION.

FILE SECTION.
FD REMOTE-FILE VALUE OF ID “REMFILE'" HOSTNAME '"HOST-B'.
01 IN-RECORD PIC X (80).

FD LOCAL-FILE VALUE OF ID "LOCFILE".
01 OUT-RECORD PIC X(80).

PROCEDURE DIVISION.

MAIN SECTION.

P1.
OPEN INPUT REMOTE-FILE.
OPEN OUTPUT LOCAL-FILE.

P2.
READ REMOTE-FILE ;AT END GO Pk.
MOVE IN-RECORD TO OUT-RECORD.
WRITE OUT-RECORD ;INVALID KEY GO P3.
GO P2.

P3.
DISPLAY "ERROR IN WRITE".

P‘..
CLOSE REMOTE-FILE WITH LOCK.
CLOSE LOCAL-FILE WITH LOCK.

P5.
STOP RUN.



Access Control

The protocol requires that a usercode be associated with the task initiating the
logical |/0 operations, and this usercode becomes part of the operable
hostname/usercode pair. |f the value of SECURITYTYPE for the file 1is PRIVATE,
access is granted only to a specified usercode. If it is GUARDED, access is
granted only if the requestor satisfies the requirements of the guardfile.

In addition, a usercode can be part of the file title. It is a usercode at the
host where the file resides and is used for file identification only.

Dialog

The Logical 1/0 protocol is a uni-directional protocol controlled by the
“initiating" host. The initiating host is the one with the logical file. The
host with the physical file is called the '"cooperating'" host. The initiating
host begins the dialog when the user program opens the file.

The status of the Logical 1/0 operation is reported through the Status Change
protocol. Responses to these reports are sent back with the ODT protocol.

The dialog is terminated when the user program closes the file. There may be as
many Logical 1/0 dialogs per host as there are ports available. There is one
Logical 1/0 diatog for each file.

In order to allow multiple buffering of data, the initiating host may have
several data transfer requests outstanding. The cooperating host responds to
these requests in the order in which they were received.

If any type of communication failure occurs while trying to access a file on a
remote host, the file attribute STATE will have bits 8 and 0 set to TRUE to
indicate that the error occurred.

Port Descriptions
The port attributes for the initiating host's Logical 1/0 port are as follows:

MYNAME = “LIOINIT"

YOURNAME = 'L ]oCoOP"

PORTNAME = "L | OPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string '"BADBAD".

The port attributes for the cooperating host's Logical 1/0 port are as follows:

MYNAME = 1 | O0COOP"

YOURNAME = "LIOINIT"

PORTNAME = "L |OPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 2L bit hexadecimal string '"BADBAD".
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REMOTE TASKING

Some Burroughs products permit a job or task (process) to initiate, monitor, and
control '"sub-tasks''. The Host Services Remote Tasking protocol allows these
"'sub-tasks' to be processed at a remote host.

The existing task attributes have been extended to include the ' HOSTNAME
attribute. When the HOSTNAME attribute is set for a task, it indicates the name
of the host where the program's code file is to be found and executed. Tasks on
remote hosts are initiated in the same manner as tasks on the 1local host; by
Work Flow Language (WFL) jobs, by application programs via a RUN, PROCESS, or
CALL of an external code file, and by users of Command and Edit (CANDE)
terminals. The program's code file must be resident at the host where it is to
be executed. Once a task has been initiated at a remote host, the initiator has
the same control capabilities that exist for tasks running on the local host;
task attributes can be interrogated and set, and the task can be suspended,
resumed and terminated.

Syntax Example (WFL)
RUN X ON P; HOSTNAME=B

This causes the codefile whose title is X ON P to be executed as a task on host
B. The file X must reside on pack P of host B.

Access Control

The protocol requires that the parent job, task, or terminal be running under a
usercode. This usercode and the name of the host at which the parent is running
make up the hostname/usercode pair used by the receiving host.

Dialog

The Remote Tasking protocol is bi-directional. Only one Tasking dialog can be
in progress between each pair of hosts. The initiating host begins the dialog
when a parent task requests the initiation of a remote task. Once the dialog
has been established, either host may initiate tasks at the other host by
sending an appropriate request. The host actually running the task uses the
Host Services Status Change protocol to report changes of status for the task.
While the task is running, the host that requested its initiation can  use the
ODT protocol to send operator input pertaining to the remote task. At the
conclusion of the task, the cooperating host sends the initiating host a list of
attributes specifying the final state of the task, including necessary
accounting data., The dialog is terminated when there are no more dependent
tasks running on either host.

If the connection between the hosts is lost, any dependent tasks are terminated,
to prevent uncontrolled continuation of dependent tasks and usage of resources
by "hung" tasks waiting for communication with the remote parent task. Under
normal circumstances, the dialog continues as long as either host is running a
task for the other host. |f the dialog must be ended abnormally, the tasks are
treated as if communications had been lost.
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Port Descriptions

The port attributes for the Remote Tasking port are as follows:

MYNAME = "TASKD|ALOG"

YOURNAME = "TASKDI|ALOG"

PORTNAME = "TASKPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string "BADBAD'.

STATION TRANSFER

The Station Transfer protocol provides a means of logically attaching a terminal
to a remote host. Physical control of the terminal is maintained by the host to
which it is physically connected.

The terminal may be a part of an existing non-BNA network, or a part of a BNA
network. The user of the terminal appears to have a direct connection to the
remote host. |If the remote host is not the same type as the local bhost, the
user must operate in the environment of the remote host. That is, the syntax of
the input and output messages are in the format used at the remote host.

Syntax Examples

The syntax to start and end the attachment of a terminal to a remote host is:

#wm= CONNECT TO - <HOSTNAME> i

e : {program name) ==

DISCONNECT |

The <program name> is the file name of the program to which the station is to be
connected.

Dialog

The dialog is started when the operator at the initiating host enters a CONNECT
command (the CONNECT case), or when a process at the initiating host has a
process to connect to a remote station (the ATTACH case). Once the cooperating
host has agreed to begin the dialog, the initiating host sends either a STATION
CONNECT request, if it has a station to connect to a remote process, or a
STATION ATTACH request, if it has a process to attach to a remote station. The
host that is connected to the station is called the "station host" (regardless
of whether it is the initiating host or the cooperating host) and the host that
is running the process is the '"process host'. The CONNECT and ATTACH cases are
illustrated in Figures 4-1 and L-2,
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Initiating Host Cooperating Host

DIALOG INITIATE=———>

[station]~- STATION CONNECT = =[process]
1 np u t ~—
msem—— () ] tput
"station host” "process host”

Figure 4-1. Station Transfer, The CONNECT Case

Initiating Host Cooperating Host

DIALOG INITIATE=——>

[process]~-

STATION ATTACH=———> =[station]

"process host"” “station host"”

Figure 4-2. Station Transfer, The ATTACH Case

As part of the connect or attach procedure, the two hosts may negotiate the
responsibility for handling certain exception conditions. The station host has
the responsibility for all exceptions except those that the two hosts have
agreed to transfer to the process host.

Once the logical connection has been made, any message from the station to the
process or from the process to the station is transferred. |In addition to the
data, the messages may contain encoded information requesting that the receiving
host perform certain higher-level data comm functions for this message, such as
process acknowledgment ("“logicalack") or, at the station end, cursor or carriage
control. The process host may inquire about or modify the attributes of the
station, and recall or purge output messages.
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Either the station host or the process host can request that the station be
logically disconnected from the process host.

The Station Transfer protocol is uni-directional, under the control of the
initiating host. One dialog is initiated for every station/process pair. There
can be as many Station Transfer dialogs per host as there are ports available.

Access Control

In the CONNECT case, where the initiating host has a terminal to connect to a
remote process, the usercode of the user at the terminal is passed to the remote
host. In the ATTACH case, where the initiating host has a process to attach to
a remote station, the usercode of the process requesting the attachment is sent.

In addition, after the terminal is transferred, the user at the terminal must
log on to the process host as though the terminal were directly connected to
that host.

Port Descriptions

The port attributes for the initiating host's Station Transfer port are as
follows:

MYNAME = USTNINITY

YOURNAME = ""STNCOOP"

PORTNAME = HSTNPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string "BADBAD".

The port attributes for the cooperating host's Station Transfer port are as
follows:

MYNAME = "STNCOOP"

YOURNAME = "STNINIT"

PORTNAME = "STNPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string '""BADBAD".

STATUS CHANGE PROTOCOL

The Status Change protocol is used to report the status of all tasks initiated
through any other protocol. Whenever such a task changes status categories or
programmatically displays a message for the operator, the appropriate hosts are
notified.

Syntax

There is no syntax associated with this protocol. It is a support protocol used
by the other Host Services protocols, not by users or operators.
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Access Control

No usercodes are required for this protocol. It is used only to support other,
already authorized, protocols.

Dialog

The Status Change protocol is bi-directional. There is only one Status Change
dialog in progress between each pair of hosts. The dialog is started when one
of the other protocols requires it to send status change information. The
dialog is terminated when the host pair has completed communications or when a
timeout occurs.

Port Description

The port attributes for the Status Change port are as follows:

MYNAME = "STATUSDIALOG"

YOURNAME = "STATUSDIALOG"

PORTNAME = "STATUSPORT"

SECURITYTYPE = PRIVATE

YOURUSERCODE = the 24 bit hexadecimal string '"BADBAD".

HOST SERVICES UTILITIES
FILE TRANSFER

Using the File Transfer utility, an application program or operator can copy
files from one host to another in the same way that files are copied from one
device to another at a single host.

Files are copied from one host to another by using the HOSTNAME attribute as an
extension to the library maintenance functions. An operator or user can copy
files from the local host to a remote host by specifying a value for the
destination HOSTNAME, from a remote host to the local host by specifying a value
for the source HOSTNAME, or from a remote host to another remote host by
specifying a value for both.

The File Transfer utility uses the Host Services Logical 1/0 protocol to achieve
the reading and/or writing of a physical remote file.

Syntax Examples
COPY X FROM P (KIND=DISK) TO Q (KIND=DISK, HOSTNAME=B)
This causes file X ON P to be copied to Q at host B.

COPY A, B, X FROM OURPACK (KIND=D1SK) TO
THE IRPACK (KIND=D1SK, HOSTNAME=THEM)

This causes files A, B, and X to be copied from OURPACK at the 1local host to
THEIRPACK at host THEAM.
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SECTION 5
FUNCTIONAL DESCRIPTION - NETWORK SERVICES

Network Services provides the interconnection and data transport mechanism for
Host Services and for communication between user programs.

Within a node, Network Services is functionally divided into three levels and a
Network Services Manager. Figure 5-1 shows the structure of a node.

The three levels, from lowest to highest, are: the Station Level, which provides
physical link connections between neighbor nodes; the Router Level, which
provides a logical connection from each node to every other node in the network;
and the Port Level, which ensures reliable transfer of messages from senders to
receivers. The Network Services Manager performs management functions to the
three functional layers.

At the Station Level, one station exists for each physical link to a neighbor
node. At the Port Level, one or more ports exist for each user program which
utilizes remote access or communications. Each port has one subport for each
remote user program with which it is communicating.

Each of these levels communicates with the corresponding level at other nodes
through the lower levels. The BNA network can be viewed from the physical
interconnection level (forming the STATION level network), from the logical
interconnection level (forming the ROUTER level network) or from the user-to-
user interface level (forming the PORT level network). These levels are
described in this Section as the STATION LEVEL, ROUTER LEVEL, and PORT LEVEL.
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Figure 5-1. Network Services Block Diagram




PORT LEVEL
INTRODUCTION

The port level provides three major services:
. Communication between user programs
. Host Service communication

. Inter-host communication

Communication between user programs is a feature that allows user programs to
send and receive messages. The feature provides the functions commonly referred
to as Inter-Process Communication (IPC).

Host Services Communications are supported by the Port Level in two ways:

(1) inter-process communication (IPC) provides the means for supporting Host
Service dialogs, and (2) OFFERS for Host Service ports are handled uniquely.
This subject is pursued later in this section as "HOST SERVICES AND THE PORTS.

Inter-host communications within a BNA network is used to establish and maintain
the connections required for the above user and Host Services communications.

The manner in which the Port Level provides these services is described in this
section., The functional components will first be described, followed by
descriptions of major Port Level tasks, and finally the Port Level attributes.
The descriptions of the attributes include their use and how they are set. For
detail on any frame formats or frame related attributes mentioned in this
section, refer to Section 9.
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TO/FROM HOST SERVICES or USER PROGRAMS
A
‘ }

PORT) PORT2 PORTq

SUBPORTY

SUBPORT,,
.

SUBPORT,
.

—_— , lsuaroRT, [suePorT, [suBporT,
PORT = SUBPORT| ¥ [sverorm, "7 "1 [susrorT,
LEVEL .

-m' MANAGER |~ ] — ]

To/FRou _ \ [ /

PORT SELECTOR

[
NP

TO/FROM | —
ROUTER | =

Figure 5-2. Port Level Interfaces

[

The Port Level consists of three major functional components: the Ports, the
Port Selector, and the Port Level Manager (PLM), refer to Figure 5-2. These are
discussed in the following paragraphs.

PORT SELECTOR

The function of the Port Selector is to receive port traffic from the Router and
direct it to the required port. It checks that the header items and port
addresses are present and valid, before directing them to their destination
port.

PORT

The Port provides the end-point functions of a set of connection paths between
two or more processes. Connection paths are always bi-directional. Messages can
be sent and received simultaneously. Even when a user of a port uses a uni-
directional flow of data, port control messages still occur in both directions.

5-4



HOST-A '

USER PROCESS

11

PORT PORT

| SUBPORT I

SUBPORT,
HOST-B
PORT | —
. -
HOST-C
voen '—_—J /—-/ [
PROCESS ‘ SUBPORT } " ' o
NETWORI l
. USER
| SUBPORT PROCESS
PORT .
USER | } —
PROCESS SUBPORT Y L
PORY PORT H
SUBPORT, SUBPORT;
. SUBPORT, SUBPORT,
I .
H USER PROCESS USER PROCESS

HOST-D

EB1022a
Figure 5-3. Port and Subport Interconnection

Included in the Port are Subports (subfiles) each of which provides a unique
connection to one end-point user. |In fact, a Port can be regarded as consisting
of one or more subports, where the Port provides the common user interface to a
defined group of subports. Figure 5-3 shows the relationships between port and
subports. Notice that end-points may be at the same host (iocal subports).

Each subport contains elements which are unique to its remote connection, such
as the attributes describing the remote hostname, node address, port address,
subport address, and usercode. It also contains local attributes such as its
ownh subport address.

The Port contains elements that are common to all subports, such as Port Name.
These are called Port attributes. Port attributes that can be changed during
the existance of a Port will only affect subports opened after the change,
existing subports will be unaffected.
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Figure 5-4 shows a simplified representation of a port with subports and is
referred to in the following discussions.

Many new terms that are introduced in the following discussions are in the form
of attribute names, and functional states. The attributes are denoted as
capitalized names, and their description can be found under Port Level
Attributes later in tnis section. Functional states of the subports can also be
found in the attribute section, and Figure 5-10 should be referred to for the
state relationships.
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Figure 5-L. Port and Subport Organization
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Data Transmission - Sending Messages

The user program WRITE function becomes the Send Message function in the port
and subport. This section describes the techniques used to send user messages.

A user can only WRITE messages to the port and subport when the subport is
OPENED; that is after the end-point subport has been found and is communicating.

NOTE

When a user program opens a port, the port and
subport can proceed through several internal
states before becoming OPENED, refer to Figure 5-
10.

When a message written by a user process is obtained by the port and subport, it
is forwarded to the end-point subport. The end-point may be either across the
network or local to the host. (From a wuser viewpoint, a subport that is
communicating with a subport in the same host appears the same as subports that
are communicating in different hosts.)

The message to be sent by the port may be compressed, if desired, and segmented
if required to obtain segments of a suitable size for network transmission. A
PORT FRAME is built for each segment sent, and when flow control and
reachability permit, it is forwarded to the Router with the destination node
address. A copy of each PORT FRAME is kept in a segment resend list in case
retransmission is required. Retransmission of 1lost, or bad segments s
described further in the subsection, Segment Retransmission. Where possible,
acknowledgments of received frames are sent with outgoing message segments.

The transmission of messages between ports may be affected by changes in network
conditions such as:

BLOCKED:
This occurs when the path between subports is temporarily broken. All
subports communicating with a particular host become BLOCKED at the same
time., When this condition occurs, the PL BLOCKED TIMEOUT timer s
started, and if it should expire, all subports connected to that host
become DEACTIVATED.

Messages segments will be sent as soon as the condition BLOCKED is
removed.

SUBPORT CLOSURE:

Closure of the subport only occurs due to an explicit CLOSE by the wuser
or system.

System closure can occur if the user program is "discontinued" due to an
explicit request or due to a user program failure.
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When the user CLOSES the subport, a CLOSE REQUEST Frame is generated by
the subport and sent to the end-point subport. When the frame s
acknowledged, the subport state becomes CLOSED or NEVER OPENED depending
on the terminate option associated with the CLOSE operation.

DEACTIVATION:
DEACTIVATION occurs due to a function that denies access to the remote
end-point subport. This can occur due to the closure of the remote
subport, or if an abort frame is received, or any cause that makes it
appear to be unreachable, such as excessive errors, or unreachable host.

PENDING DEACTIVATION:
PENDING DEACTIVATION preceeds the state DEACTIVATION. The pending state
remains as long as there are any input messages queued for the subport.
Qutput messages are automatically flushed out of all port and subport
buffers; they are not sent.

When there are no messages to send, the subport will wait. The subport remains
in a condition to transmit messages until it is CLOSED or DEACTIVATED.

If the port condition of BLOCKED occurs, message segments cannot be sent from
the subport to the end-point subport. However, the user program can continue to
WRITE messages to the port and subport while there is room on the Segmenter
Input Queue.

Any attempt by the user to send a message during a PENDING DEACTIVATION or
DEACTIVATION state, results in an end-of-file action.

Data Transmission - Receiving Messages

After the matching process has been completed and an end-point subport s
communicating, messages can be received by the subport. However, the user can
only access input messages when the subport OPEN is completed, that is when the
subport state is OPENED. One subport may have messages in transit however
before the other subport has received and acted upon all Port Level Manager
(PLM) messages. This feature allows messages to be sent and honored while a
subport is finalizing its housekeeping before becoming OPENED.

NOTE
When a user program opens a port, the port and
subport can proceed through several internal
states before becoming OPENED, refer to Figure 5-
10.

Messages, segmented into frames, traverse the network to arrive at the
destination node. At the destination node, they are passed from the Station
Level to the Router and then to the Port Selector. Each level <checks its
header, and removes it before passing the frame on. The frames arrive at the
Port Level with only Port Level Headers.
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In the Port Level, the Port Selector directs the frames to the desired port. In
the port, the subport will resequence segments if delivered out-of-order, expand
them if required, and reassemble them into a complete message which will be
placed into the Message Forwarding Queue. The user is then informed that a
message is waiting by the change of state of the INPUTEVENT attribute and the
change of the number of input messages waiting, indicated by the MESSAGE QUEUE
SIZE attribute. The complete message is prepared for the user, and all headers
are removed by the subport before being placed in the Message Forwarding Queue.
To obtain the messages from the Message Forwarding Queue, a user program
performs a READ operation.

Messages may be received at the rate at which the subport can handle the
incoming frames. When the subport can no longer handle incoming frames, flow
control procedures take effect to reduce the rate of receiving incoming frames.
Flow Control is described later in this section.

Conditions which may affect messages being received are as follows:

SUBPORT CLOSURE:

Closing the subport causes the subport to send out a CLOSE REQUEST frame
to the end-point subport. |f there are any information frames to be
sent from this subport then the CLOSE REQUEST frame is sent out after
the 1last information frame. When this CLOSE REQUEST frame is
acknowledged, all the subport buffers are flushed, and the subport s
CLOSED. During the period after the user CLOSE was issued, no further
messages can be sent or received.

DEACTIVATION:
Receipt of a CLOSE REQUEST from the end-point subport causes the subport
to enter a SUBPORT STATE of DEACTIVATION or PENDING DEACTIVATION,
depending on whether there are any messages in the Message Forwarding
Queue for the user.

The subport remains in a DEACTIVATION state until it is CLOSED. While
in a PENDING DEACTIVATION state, any messages remaining in the Message
Forwarding Queue can be obtained by the user.

Message Segmentation

Segmentation is used to limit message sizes to a manageable size for network
transmission, In Network Services the subports are the only elements that
segment messages.

The segment size used by the subport for a particular destination node is
determined from the Remote-Hosts table kept by the PLM. This value is passed to
the PLM by the Router, via the Network Services Manager (NSM), at the time that
the Router gets knowledge of a remote host.

The values for segment size are established by the Router. Refer to the Router
subsection for further information on segment size determination.
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USE OF SEQUENCE NUMBERS

To allow multiple port frames to be in transit between origin and destination
ports simultaneously, each port frame is assigned a unique sequence number.
This number (in the frame defined as Ns) is used to re-order frames upon receipt
and to detect missing or duplicated frames.

Within a subport, several functions and attributes interact to provide reliable
port frame delivery. The attributes are: LAST NR SENT, LAST NS RECEIVED, LAST
NS SENT, LAST NR RECEIVED, FLOW STATUS SENT, FLOW STATUS RECEIVED, WINDOW SIZE,
SEGMENT TIME OUT, and RETRY LIMIT.

RETRY LIMIT, WINDOW SIZE and SEGMENT TIME OUT are derived from PLM attributes PL
RETRY LIMIT, PL WINDOW SIZE and PL SEGMENT TIMEOUT - the current values are
passed to the subport at subport OPEN time. The PLM attributes can be changed
by the Operations Interface, but any existing subports are unaffected. The
others may only be seen within the frames themselves and cannot be altered by
the user.

FLOW CONTROL

Flow Control allows the receiving subport to control the transmission of data by
the sending subport.

Flow Control between subports is handied by the window mechanism and by two flow
status attributes (not accessible to the user). The window mechanism allows
only a pre-determined number of [NFORMATION PORT FRAMES to be in transit at any
given time. The sending subport may not send any INFORMATION PORT FRAME whose
sequence number is not between the LAST NR RECEIVED and the sum of LAST NR
RECEIVED plus WINDOW SIZE.

The flow status attributes are used to slow the sender when the receiver's using
process is not handling messages fast enough. These attributes are communicated
between the subports by the RECEIVE READY and RECEIVE NOT READY SUBPORT CONTROL
FRAMES. These frames are also given sequence numbers to order them and
guarantee their arrival, but these numbers are independent of the information
sequence numbers.

The flow status attributes are set to indicate a ''not ready'" condition whenever
the Message Forwarding Queue exceeds its limit size. It is set to indicate a
"ready'" condition whenever the number of entries in the Message Forwarding Queue
falls below a threshold identified by the RESUME READY FACTOR. The RESUME READY
FACTOR is a percentage applied to the message queue 1limit to determine the
threshold value., RESUME READY FACTOR is derived from the PLM attribute PORT
RESUME READY FACTOR and the current value is passed to the subport at subport
OPEN time. PORT RESUME READY FACTOR car be set via the Operations Interface and
only applies where communication is between ports in different nodes. Locai-only
subports also have a RESUME READY FACTOR but it is not operator settable.
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Sending Acknowledgments

The local subport returns acknowledgments for received segments to the remote
subport under these conditions:

1. Whenever segments are sent to the remote subport:
the LAST Ns RECEIVED is included in each segment as the new Nr value.
The Nr frame field contains the 8 least significant bits of the last Ns
received (0-255).

2. Whenever the local subport detects a DEMAND ACKNOWLEDGMENT INDICATOR
in a received PORT FRAME:
if there is no segment ready to be sent, an acknowledgment frame
(SUBPORT CONTROL FRAME, type: UNNUMBERED ACK) is sent.

3. Whenever the receive window is half full:

if there is no segment ready to be sent, an acknowledgment frame is made
up and sent.

Segment Retransmission

Each PORT FRAME sent from a subport to the Router has a timeout value associated
with it, SEGMENT TIMEOUT. When this time limit expires before acknowiedgment is
received, the PORT FRAME is assumed to be lost in the Network.

The first such "lost" PORT FRAME is resent to the Router after setting the
DEMAND ACKNOWLEDGMENT INDICATOR. This retransmitted segment has the same SEND
SEQUENCE NUMBER (Ns) as the original segment but the RECEIVE SEQUENCE NUMBER
(Nr) reflects the current value of LAST NS RECEIVED. No other timed-out frames
are resent until an acknowledgment is received.

After an acknowledgment is received, if there are PORT FRAMES that are still
considered lost, the first such PORT FRAME is resent.

The attribute RETRY LIMIT determines the number of unsuccessful retransmissions
of a particular segment before the subport is placed into a DEACTIVATED state,
and the error, DISCONNECTED, is returned to the user program. Any messages that
had not been sent from the subport prior to DEACTIVATION, will be lost.

Data Compression

The purpose of data compression is to achieve information transfer wusing the
least number of data bytes. Data compression utilizes the 1links and transit
nodes more efficiently, providing for greater information transfer across the
network.

BNA provides compression at the Port level.
To use compression a subport must have the attribute COMPRESSION POSSIBLE true.
COMPRESSION POSSIBLE is set true during PLM negotiations for subport connection,

if both PLM's have the attribute PL COMPRESSION ALLOWED true. (PLM negotiation
is described later in this section.)
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When the user indicates that compression is to take place, by the subfile
attribute COMPRESSION, a CHANGE COMPRESSION SUBPORT CONTROL frame is sent out to
the remote subport indicating that compressed data will be sent in subsequent
frames. Upon receipt of a CHANGE COMPRESSION CONTROL frame, the receiving
subport sets its RECEIVING COMPRESSED DATA attribute and will expand subsequent
information frames.

A subport cannot invoke the receipt of compressed frames. Only the sending user
program can cause compressed data to be sent. To send compressed data in both
directions requires actions by both communicating programs.

Compression, as implemented in BNA, replaces all occurences of four (4) to 255
contiguous identical characters or one or more contiguous 'escape' (EBCDIC "27")
characters by the following sequence: the ''escape' character, a one byte
(binary) character count, and the compressed character, e.g.:

IIE8IIHC"IHHC]IIIIC]”IIC]IIIIC]IIIICZII rep]aced by IIE8I|I|27H“05H|IC]Hllczl!
(Y A A A A A B) <emmmmmmm——— (Y "escape" 5 A B)

The compressed data sequence will not be split across a segment boundary.

PORT LEVEL MANAGER (PLM)

The Port Level Manager performs five types of overall level management.

First, the Port Level Manager participates, in response to Commands from the
Network Services Manager, in the process of initializing BNA Network Services at
the local Host/Node. This includes obtaining the relevant initial settings of
various attributes, sizing arrays, and general setup of the Port Level Manager's
software environment.

Second, the Port Level Manager is involved, again in collaboration with the
Network Services Manager, in the establishment (and validation) of
communications with a remote Port Level Manager.

Third, the Port Level Manager establishes and terminates its own subport dialogs
with remote port level managers. It has its own port for these communications,
and that port contains one subport for each remote PLM.

Fourth, the Port Level Manager interfaces with the Network Services Manager to
handle the specification, modification, and control of the BNA Network
configuration as seen at the Port (Host) Level.

Fifth, the Port Level Manager participates, under the control of the Network

Services Manager, in the process' of shutting down the local Node, i.e.,
disconnecting it from the Network.
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Port Level Tables

The Port Level Manager maintains three major tables: The Remote Hosts Table, the
Candidates-for-Match List, and the Allocated Ports List. These are described in
the following paragraphs.

THE REMOTE HOSTS TABLE

This list contains an entry for each remote host in the network of which the
local PLM is aware. Each remote host is identified by its host name and the
associated node address.

The information for this table is communicated to the PLM by the Router, the
Operations Interface, and the remote PLMs.

THE CANDIDATES FOR MATCH LIST

This list contains an entry for each subport for which the PLM is attempting to
establish a subport dialog. Each entry may be for a local or remote subport.
Each entry specifies attributes and addresses of the subport that may be needed
by the matching algorithm to match subports.

The information contained in this list is provided by local OPEN commands and by
requests from remote PLMs for connections to subports at the local host.

THE ALLOCATED PORTS LIST

This list enables the PLM to determine whether a subport being opened belongs to
an already allocated port, or is one that must be newly-established. It
contains information to make this determination.

Subport Dialog Management

This section discusses the functions of the Port Level that are used to
establish end-point subport communication. This includes the process of finding
end-point subports, called Matching, and the actual creation of the end-point
subports.

MATCHING

Matching is the function of finding the desired subports for communication
between two user programs. Matching occurs when a subport OPEN initiates PLM
functions to find a complementary end-point subport. The method used by the PLM
to match subports varies according to the subport OPEN option. There are three
options for OPEN: WAIT, RETURN, and AVAILABLE.

The WAIT and RETURN options cause the PLM to attempt to find a match, and the

OPEN will remain waiting until a match is found, or the subport is CLOSED.
(Note: RETURN corresponds to the user interface option, OFFER).

5-13



The AVAILABLE option will only result in a match if the PLM is already aware of
a complementary end-point subport. If there 1is no end-point subport, a
NO FILE FOUND result 1is returned. Another explicit subport OPEN must be
performed if it is desired to open this subport later.

Matching Responsibility
The process of matching demands that one of the PLMs has the final decision to
aliow or not allow matching. This is termed Matching Responsibility, and it s

granted to the PLM of the node with the smaller node address.

Only the PLM with Matching Responsibility may send the MATCH message.

Candidate
A candidate is a potential subport. It is created when a user program requests
the subport opened. |t remains a candidate until it is connected to a remote

subport (the ALMOST OPENED state), or until it is CLOSED.

Subport Matching

The Candidates-For-Match-List is a chronologically ordered linked 1list with
entries for local and remote subports seeking a match. A candidate is added to
the list whenever:

. The PLM receives a subport OFFER message from a remote PLM or

. The PLM receives a subport OPEN request from a wuser. If the OPEN
requests that more than one subport of a port be opened, multiple
entries may be added to the list.

A candidate is added to the end of the list and is compared with all candidates
already on the list. Candidates A and B match if, and only if, all of the
following conditions are true:

. PORTNAME A = PORTNAME B

. YOURNAME A = NULL OR YOURNAME A = MYNAME B

. YOURNAME B = NULL OR YOURNAME B = MYNAME A

. YOURHOST A = NULL OR YOURHOST A = MYHOST B
YOURHOST B = NULL OR YOURHOST B = MYHOST A

. Suitable security qualifications are met.
. Both candidates are not subports of the same port.

NOTE
For matching purposes of the attributes PORTNAME,
YOURHOST, and MYHOST, upper or lower case

letters, and dash or wunderline are considered
equivalent. E.g., (A =a) and (- = ).
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Subport Matching Algorithm

|f a matching candidate is found and both are local, the candidates are
removed, and the OPEN is completed.

If a matching candidate is found and one of the candidates is remote,
and the local PLM has Matching Responsibility, a MATCH message is sent
to the remote PLM. |f the remote PLM approves of the match after a
security check, it sends back an ACCEPT MATCH message. When an ACCEPT
MATCH is received by the PLM, the candidates are removed, and the OPEN
is completed.

If a matching candidate is found and one of the candidates is remote,
and the local PLM does NOT have Matching Responsibility, and an OFFER
has not been sent, a JUDGE QUICKLY OFFER is sent to the remote PLM. I f
the remote PLM finds a match for the OFFER, it returns a MATCH message.
When the MATCH is received by the local PLM it sends an ACCEPT MATCH
(security first being checked), the candidates are removed, and the OPEN
is completed.

If no matching candidate is found for a local candidate with OPEN type
of AVAILABLE and a NULL remote hostname, the candidate is removed and
the user program is returned the reason for no match, NOFILEFOUND.

If no matching candidate is found for a local candidate with OPEN type
of AVAILABLE and a specified remote hostname, a JUDGE QUICKLY offer s
sent to the remote PLM.

If no matching candidate is found for a local candidate with OPEN type
of WAIT or OFFER (RETURN) and a NULL remote hostname, it passively waits
on the list for another candidate to match it.

If no matching candidate is found for a local candidate with OPEN type
of WAIT or RETURN and a specified remote hostname, an OFFER, type BE
PATIENT, is sent to the remote PLM.

If no matching candidate is found for a remote candidate with offer type
of JUDGE QUICKLY, a NO MATCH message is sent to the remote PLM.

If no matching candidate is found for a remote candidate with offer type
of BE PATIENT, it passively waits on the list for another candidate to
match it.

If a MATCH is received that cannot be honored, a REFUSE MATCH message is

sent. This occurs if the security qualifications are not met or the
offer is no longer valid (due to subport closure, etc.).
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YOUR NAME - MY NAME Relationship

Tec provide selectivity of ports and subports by users of subports, the
attributes YOUR NAME and MY NAME are used. This allows the user to specify the
precise end-point port for communication, by specifying the subport attribute

YOUR NAME to be the same as the end-point port attribute MY NAME. Figure 5-5
shows the Port/Subport name relationships.

PORT-NAME = A
MY-NAME = A1

YOUR- YOUR-
NAME = NAME =
A3 A2

o~ PORT-NAME = A
/“I <\\\s —
YOUR
NAME

NETWORK MY-NAME = A2
A3=
‘ YOUR
-~ 7 NAME
‘:/
N

Al = A2 =

YOUR YOUR

NAME NAME
PORT-NAME = A

MY-NAME = A3

EB1028

Figure 5-5. Port/Subport Name Relationships

SUBPORT CREATION

Figure 5-6 shows the steps and order of messages that flow between
of two remote nodes, from the creation of a port level at
to the completion of the connection of two subports. The
will describe the steps in this process.

port levels
initialization time,
following discussion

5-16



SYSTEM-A SYSTEM-B
STEP| USER/NSM |PORT-A DOMAIN | NETWORK | PORT-B DOMAIN USER/NSM
DOMAIN | DOMAIN

NSM '

1 INITIALIZE | [PORT LEVEL PORT LEVEL INITIAUIZE
IPORTLEVEL ’LNrnAuzeol y ® INITIALIZED | “T{PORT LEVEL

2 |DENanAn0N-—§—»a—g—meNnFmAnon

3 ACCEPTANCE —|- & — | «- 2 —— ACCEPTANCE
USER/NSM s o

4 OPEN o o

5 suBPORT[ |T  BEGIN - -

; 4—I~—— BEGIN
aeem-Acx—-——~E—o - E-— BEGIN-ACK
6 OFFER ——g» 3 USER VIA NSM
@

w I +H OPEN SUBPORT
g +——1 MATCH-FOUND

1 |E ACCEPT-MATCH ———
¢ ¢~4SUBPORTOPEN| [susporT oPEN}+
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Figure 5-6. Port Level Communications Between Hosts

To simplify the descriptions, the following notations will be wused to
distinguish PLM's of either node: PLM of node A will be called PLM A and PLM of
node B will be called PLM B. Similarly, other terms will be appended with
either A or B. If required, the frame section should be consulted for further

detail on any mentioned frame.

Step 1. - Refer to Figures 5-6 and 5-7.
After initialization the PLM's have the capability of communicating
across the network.

At some stage, either during or after initialization, the Router will
become aware of another node. This node is discovered during Station
and Router greetings.

The Router then informs the Port Level, via the NSM, of the remote node.
For this discussion let Node-A commence first. Hence, Router A informs
PLM A of the existance of Node B.
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Step 2.
PLM A sends an IDENTIFICATION Frame to the Router for onward
transmission to the remote node. Note that there is no PLM port vyet;
the PLM sends the frame directly to the Router.

The frame traverses the network to arrive at the destination node, Node-
B. Router-B 'processes' the frame and passes it up to Port Level-B and
to PLM B.

PLM B checks the validity of the identification of PLM A and if wvalid
sends out an IDENTIFICATION frame of its own (if it has not already done
so) and sends out an ACCEPTANCE frame. This informs PLM A that it has
been accepted for further dialogs.

Step 3.
PLM A receives the IDENTIFICATION frame from PLM B, checks its validity,
and if valid sends out an ACCEPTANCE frame. (If it were not valid it
would not respond).

At this stage both PLM's are aware of each other, but do not do anything
else until a user requests the opening of a port and subport. Figure 5-7
shows the state at this time.

TWORK T I |
' | [ siven
MANAGER MANAGER
INSM) ' l l NSy
PORY
B | s
' ety | v | ]
o,;é‘) I —-’ PORY BELECTON | l ' | PORT gELECTOR }‘-—- Ve ors.
INTECE ' l l < wrce
L_ —_—— 1 _ e — A
rv—a nouTER noureEn L——-
lr__———-——‘——} —"—_”'“-_“_'
STATION LEVEL e o I LeveL
' MANAGER oRe one _-_. .':"A'axﬂll
HOST A - HOST B

E81028

Figure 5-7. ldentification and Acceptance



Step L.

User-A sends an OPEN subport command to the PLM A. PLM R notices that
it has no dialog capability to PLM B so proceeds to Step 5.

Step 5.

The PLM starts the creation of a port and subport for its own needs.
Having assigned a PLM port and subport, the PLM sends out a BEGIN frame.
This frame identifies the PLM's port and subport to PLM B.

PLM B receives the BEGIN frame from A, then like A, prepares a PLM port
and subport and sends a BEGIN frame to PLM A. It also prepares and
sends a BEGIN ACK frame to PLM A. The PORT MAX MESSAGE TEXT SIZE and
PORT WINDOW SIZE are each set to the minimum of the corresponding field
in the BEGIN A frame and the corresponding attribute of PLM B.

Similarly, PLM A, after receiving the BEGIN frame from B, will send a
BEGIN ACK to PLM B.

At this time both PLM's have ports that can be used for messages.
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Figure 5-8. Establishment of Ports and Subports
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Figure 5-8 shows the PLMs with their own port and subports. These
subports are necessary to continue any further PLM communications as
they perform segmentation of the longer PLM messages.

Step 6.
Having established PLM subports, the process of establishment of the
subports for the user-requested OPEN begins.

PLM A checks the Candidates-For-Match-List and finds no Match. The
details of the potential subport are entered into the Candidates-For-
Match-List.

Matching takes place as:described previously under Matching.

Step 7.
Finally, the ACCEPT MATCH is sent by PLM A and the subport is opened for
use by the user.

if for any reason, such as the remote subport being non-existent, and
the OPEN was of type WAIT or OFFER, no match would be found (at this
time) and the subport requests would remain as candidates on each PLM's
Candidates-For-Match list. These candidates will remain on the 1list
until such time as a match is forthcoming or the user CLOSES the
subport.

Figure 5-9 shows the final port level representatioh after the subports
have been opened.
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Figure 5-9. Opening of Subports
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PORT LEVEL INTERFACES

Refer to Figure 5-2 for the Port Level interfaces.

The type of information that crosses these interfaces take the form of commands,
responses to commands, and unsolicited reports.

Several commands must pass between a Port and Subport and any of the users, the
PLM, and the Router. They support mechanisms for initiating and terminating
conversations, for sending and receiving messages, for recovery from errors, and
for monitoring operations.

There are several interfaces through which this information will pass: between
the PLM and Port and Subport, between users (program or Host Services dialogs)
and a Port and Subport, and between Port and Subport and the Router (via the
NSM) .

Port Level Manager with Port Interface

Commands that pass through this interface are used for setting up the ports and
subports, and monitoring operations. These commands may originate: in the
Router, the user program (both via the NSM); from the NSM itself; and from the
PLM.

Port Level Manager with Subport Interface

Commands that pass through this interface are used for initiating and
terminating Subports and Subport dialogs, for recovery from errors, and for
monitoring operations.

User with Port Interface

The user may send commands to the Port to send and receive messages through a
Subport. In these commands various options, such as WAIT, IMMEDIATE, etc., are
used to indicate user response options. These are discussed further in Section

3.
NSM with PLM Interface

Across this interface pass commands and reports that originate at the user
program, at the NSM, at the Router, Operations Interface, and the Port Level
Manager.

User program commands include changes to port and subport attributes, opening
subports, and closing subports.

Router originated commands inform the Port Level Manager of changes to Host and
Network parameters, such as Host/node address information and segment sizes in
use with remote hosts.

Operations Interface originated commands carry instructions entered by Network
Services Agents or the initialization file.

5-21



Port Level originating traffic across this interface includes: reports, such as
closing port information, used for logging port resource usage; reports of Port
Level errors; and responses to commands.

Router with Port Level Interface

This interface is used for the transmission/reception of Port Level segments
to/from the network via the Ilower levels of Network Services: Router and
Station. All network traffic originating or terminating in the Port Level
crosses this interface. This interface consists of two queues, one queue for
each direction.

HOST SERVICES AND THE PORTS

Host Services uses Network Services as its transport mechanism for supporting
the Host Services dialogs. It uses ports in the same manner as any other port
user, with one exception - the port level recognizes OFFERS for Host Services
port connection by the special usercode of hex '"BADBAD'", a usercode not
available to other users. |f a match cannot be found for the OFFER, the Port
Level Manager communicates to the local Host Services process to open a suitable
port for the dialog. Closing Host Services ports is accomplished in the normal
manner.

PORT LEVEL ATTRIBUTES

The following paragraphs describe the attributes at the Port Level. These
include Port Level Manager attributes, Port attributes, and Subport attributes.

Port Level Manager Attributes

AUTO PLM DIALOG TERMINATE
This attribute, if true, indicates that a PLM-to-PLM dialog is to be
terminated automatically if, for a continuous time interval determined by
the PLM DIALOG TIMEOUT attribute there is no subport allocated for use with
the associated remote Host on behalf of any using process (including user
programs and Host Services processes).

This attribute can be set via the Operations Interface command
HOSTINACTIVEDISCONNECT.

COMMUNICATIONS STATE
This attribute indicates the current state of the PLM-to-PLM communications
with a given remote host. The states are:

ACTIVE:
There is a PLM-to-PLM dialog established and open.

ESTABLISHING:

An attempt to establish a PLM-to-PLM dialog is underway. The local host
has either sent or received a BEGIN control frame.
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GREETING:
A PLM IDENTIFICATION control frame has either been sent or received, but
the exchange of greetings has not been completed.

INTERRUPTED:
The remote host has been validated, but has become unreachable; this
will require validation to be repeated when the remote host again
becomes reachable.

QUIET:
The remote host has been validated, and the exchange of greetings has
been completed, but no PLM-to-PLM dialog is in progress, nor is there an .
attempt to establish one underway.

TERMINATING:
A TERMINATE PLM DIALOG message has been sent to the remote host, but the
associated PLM's subport is still open.

UNAVAILABLE:

The local Port Level Manager considers the remote host to be unavailable
for communications.

HOST NAME
This attribute is the name of the local Host. It can be set via the .
Operations Interface HN command.

HOST VALIDATE

This attribute is determined at Node Initialization time. If it is True,
then a [Host Name, Node Address] pair reported as reachable by the Network
Services Manager or received in a PLM |IDENTIFICATION control frame is
accepted as valid if and only if it has already been specified as valid in
an ADD HOST command. |If it is False, such a pair is valid if and only if
neither element of the pair appears in any other pair in the REMOTE HOSTS
table.

This attribute is set by the Operations Interface command VALIDATE.

INCARNATION ID
This attribute identifies the incarnation of the PORT LEVEL MANAGER that is
currently running on the local Host.

This attribute cannot be accessed by a user.
NODE ADDRESS

This attribute is the address of the local Node in the Network. [t can be
set via the Operations Interface LOCALIDENTITY command.
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PL CONTROL RETRY LIMIT

This attribute specifies the maximum number of times the PORT LEVEL MANAGER
attempts to resend a Control Frame that has timed out, that is, for which
no response or acknowledgment has been received within the time specified
by the PL CONTROL TIMEOUT attribute.

This attribute derives its value from PL RETRY LIMIT.

PL CONTROL TIMEOUT

This attribute is the maximum time the Port Level Manager waits for a
response or acknowledgment to a control frame that has been sent out.

This attribute derives its value from PL SEGMENT TIMEOUT.

PL LOGGING INTERVAL

PLM-

PLM
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Refer to the Operations Interface command PORTLOGINTERVAL.

PHASE

This attribute is used to coordinate the initialization of the Port Level
with the rest of Network Services. Yalues for this attribute are: NASCENT,
ISOLATED, ATTRIBUTE ENTRY, CONFIGURATION ENTRY, OPERATING, SLOW SHUTDOWN,
FAST SHUTDOWN.

Nascent phase occurs before the Port Level has any functional capabilities.

Isolated is the mode where only local ports can communicate; that is before
a NET+ command has been entered.

Attribute Entry and Configuration Entry are phases entered during
initialization (processing of a NET+ command).

Operating is after initialization has completed and indicates the normal
operation of the host connected to the network.

Stow Shutdown is the mode after a NET- command has been entered to shut
down the node. Only after every subport has been closed, or is in a
deactivated state and there are no more acknowledgments to be sent, does
the node complete its shutdown and the phase reverts to Isolated.

Fast Shutdown occurs after a NET- NOW command has been entered. This
causes the Port Level to immediately deactivate all subports and enter
Isolated mode.

BLOCKED TIMEOUT

This attribute specifies how much time the Port Level Manager waits after a
remote host becomes unreachable before (forcibly) DEACTIVATING all subport
dialogs in progress with that host. (While the remote host is unreachable,
any subport involved in such a dialog has a SUBPORT STATE of BLOCKED.)

This attribute can be set via the Operations Interface command
HOSTUNREACHABLET IMEQUT.



PLM DIALOG TIMEOUT
This attribute is the amount of time a PLM-to-PLM dialog is maintained
without any subports allocated for use by using processes for communication
with a given remote Host. It is only meaningful if the AUTO PLM DIALOG
TERMINATE attribute is true.

This can be set via the Operations Interface command HOSTINACTIVETIMEOUT.

VERS I ON
VERSION D, VERSION PROTOCOL, VERSION COMPATIBILITY are attributes that
describe the particular characteristics of the port level software being
used. These attributes are used by the PLM for its identification
procedures with other PLMs. They cannot be set or changed, other than by
installing another software version.

PORT AND SUBPORT ATTRIBUTES

The Port Level Manager maintains several attributes that are used to set the.
values of the corrésponding port and subport attributes during a subport OPEN
sequence. Thus setting these attributes affects only subports opened after the
change. These attributes are:

PL COMPRESSION ALLOWED
This attribute indicates whether the Node is willing to perform data
compression/expansion for dialogs with remote hosts.

This attribute can be set wusing the Operations Interface command
PORTCOMPRESS IONALLOWED.

PL RESUME READY FACTOR
There are two type of Resume Ready Factor: Local and Remote. The Remote
type is used for subports in communication with other hosts. The Local
type is used only for local subport dialogs (i.e., both subports are in the
same host). Only the Remote type is accessible to Network Services.

The attribute can be set for subports with remote conversations via the
Operations Interface command PORTRESUMEREADY.

PL RETRY LIMIT
This attribute is used to set the subport attribute RETRY LIMIT. The RETRY
LIMIT attribute of a subport specifies the number of times to retransmit
any particular segment before setting the SUBPORT ERROR attribute to
DISCONNECTED and INFERRING DEACTIVATION.

This attribute c¢an be set using the Operations Interface command
PORTRETRYLIMIT.
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PL SEGMENT TIMEOUT
This attribute is used to set the subport attribute SEGMENT TIMEOUT. The
SEGMENT TIMEOUT attribute of a subport specifies the time to wait for
acknowledgment of any particular segment before attempting to retransmit it
or reporting an error.

This attribute can be set wusing the Operations Interface command
PORTSEGMENTT I MEOUT.

PL WINDOW SIZE
This attribute is used to set the subport attribute WINDOW SIZE. The
WINDOW SIZE attribute of a subport indicates the maximum number of segments
that a subport may send (and the number it may expect to receive) that are
unacknowledged.

This attribute can be set using the Operations Interface command
PORTWINDOWS | ZE.

Port Attributes

The port attributes are described here. These attributes are replicated for each
port.

Note that those port attributes set by the user program retain values to which
the user set them across subport CLOSES and subsequent re-OPENS. Attributes are
not retained when a port or subport go to the state of NEVER OPENED, refer to
Figure 5-10.

When attributes of the port are not described here, or additional information is
required, other descriptions can be found in Section 3.

CHANGED EVENT
This event is caused whenever the STATE EVENT attribute is happened for any
of the subports of this port. It is reset when this is no longer true.
This attribute is the CHANGEEVENT file attribute.

INPUT EVENT (port)
This event is caused whenever & message is place into the Message

Forwarding Queue, and it is reset when this queue becomes empty. It is the
file attribute INPUTEVENT.

INTNAME
The INTNAME of a port variable is the name by which it is declared and
referenced by the program which is using it. It is the file attribute

INTNAME, of the file of type PORT.

This attribute is set when the user opens a subport of the port.
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LAST SUBPORT USED

The LAST SUBPORT USED attribute indicates which subport was last used in a
successful Send Message or Receive Message operation. I|f the last
successful operation was a Receive Message with the subport index of zero,
this attribute has the subport index of the subport that provided the
message. Following a successful broadcast Send Message operation, this
attribute has the value zero. Following an operation that was not
successful, the value is unchanged.

This is the file attribute LASTSUBFILE.

MAX MESSAGE TEXT SIZE
This defines the limit on the size of a message within a port. |t can be
set by the user interface attribute MAXRECSIZE. Typically systems will
have a system default MAX MESSAGE TEXT SIZE, and this may not be exceeded.

MAX SUBPORTS
The MAX SUBPORTS attribute defines the maximum number of subports a port
may have open at any given time. It is the file attribute MAXSUBFILES.

This attribute can be set by the user only when no subports are open.

MESSAGE QUEUE SIZE (port)
The Message Queue Size of a port gives the number of messages queued in the
Message Forwarding Queue for the port (they have not yet been received by
the user process). It is the sum of the Message Queue Sizes for each
subport in the port. This is the CENSUS file attribute,

MY HOST NAME
The MY HOST NAME attribute contains the name of the Host at which the
process using the port is executing. It is used by the Port Level Manager
in opening subport dialogs.

This attribute is set when the user opens a subport.
MY NAME
The MY NAME attribute is used to identify a port. It is used by the Port
Level Manager in opening subport dialogs.
This attribute can be set when no subports of this port are open.
MY PORT ADDRESS

The value of the MY PORT ADDRESS attribute is used by Network Services to
identify the local port.
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PORT NAME
The PORT NAME of a port is the external name by which ports in

communication with each other are associated. It is the file attribute
TITLE.

The default value of PORT NAME is the same as the INTNAME of the port file.
This attribute can be set when no subports of this port are open.

RESUME READY FACTOR
This attribute is used to produce a hysteresis effect for changing the flow
status from not-ready to ready. This effect is obtained by wusing the
RESUME READY FACTOR applied (as a percentage) against each resource limit
to determine a threshold. The resource utilization controlled by the limit
must fall below the threshold before the flow status may be set to READY.

This attribute is derived from the port attribute PL RESUME READY FACTOR,
and is set when the first subport in a port is opened.

Subport Attributes

These attributes, which are replicated for each subport, allow for proper
acknowledgments, FIFQ reordering, and flow control of the segments.

Those subport attributes set by a user program retain the values to which the
user set them across subport CLOSES and subsequent re-OPENS. Attributes are not
retained when a port or subport go to the state of NEVER OPENED, refer to Figure
5-10.

When attributes of the subport are not described here, or additional information
is required, other descriptions can be found in Section 3.

ACTUAL MAX MESSAGE TEXT SIZE
The ACTUAL MAX MESSAGE TEXT SIZE attribute specifies the value of MAX
MESSAGE TEXT SIZE agreed to by the subports in this subport dialog. (MAX
MESSAGE TEXT SIZE is a Port attribute). 1t is the MAXRECSIZE (sub)file
attribute.

COMPRESSION POSSIBLE
The COMPRESSION POSSIBLE attribute indicates whether the local user may
have the subport compress data or not. This attribute is related to the
Port Level Manager attribute PL COMPRESSION ALLOWED. Refer to Compression
discussion in this section.

FLOW STATUS RECEIVED

This attribute indicates whether the local subport has received a RECEIVE
READY or RECEIVE NOT READY frame most recently. A RECEIVE NOT READY frame
indicates that the local subport may not send any data segments (including
re-transmissions) to the remote subport. It may, however, send its own
RECEIVE READY, RECEIVE NOT READY, and acknowledgment frames. It also must
send a CONTROL ACK frame acknowledging the receipt of the RECEIVE READY or
RECEIVE NOT READY frame.
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FLOW STATUS SENT
This attribute indicates whether the local subport has sent the
corresponding remote subport a RECEIVE READY or RECEIVE NOT READY frame
most recently. The local subport may accept incoming frames even if the
FLOW STATUS SENT attribute is NOT-READY, because the remote subport may
have already sent several (i.e., WINDOW SIZE) frames before receiving the
RECEIVE NOT READY frame.

INPUT EVENT (subport)
The INPUT EVENT for a subport is caused whenever a message from this
subport is placed into the '‘port's MESSAGE FORWARDING QUEUE, and is reset
when there are no more messages from this subport in this port's MESSAGE
FORWARDING QUEUE. It is the (sub)file attribute INPUTEVENT.

LAST CONTROL NR RECEIVED
The LAST CONTROL NR RECEIVED attribute identifies the sequence number of
the last control frame acknowledged to this subport.

LAST CONTROL NS RECEIVED
The LAST CONTROL NS RECEIVED attribute identifies the sequence number of
the highest numbered (using modulo arithmetic) control frame received by
this subport. Since the subport acknowledges control frames immediately,
this is also the last control Nr sent.

LAST CONTROL NS SENT
The LAST CONTROL NS SENT attribute identifies the sequence number of the
last CONTROL frame sent by this subport. (In this context, ''last CONTROL
frame' means the last frame that used a CONTROL SEQUENCE NUMBER.)

LAST NR RECEIVED
The LAST NR RECEIVED attribute of a subport identifies the sequence number
of the last information segment acknowledged to this subport. The low-
order 8 bits of the number (i.e. MOD 256) are contained in the frame; the
entire number is maintained by the subport.

LAST NR SENT
The LAST NR SENT attribute of a subport identifies the sequence number of
the last information segment acknowledged by this subport. The initial
value of this attribute is zero (0).

LAST NS RECEIVED
The LAST NS RECEIVED attribute of a subport identifies the sequence number
of the last good information segment received by this subport. In this
context, '"last good segment" means the last segment in sequence, with all
previous segments in the sequence received, with no errors in this segment,
and no uncorrected errors in previous segments.

LAST NS SENT
The LAST NS SENT attribute of a subport identifies the sequence number of
the last segment sent by this subport. The initial value of this attribute
is zero (0) but the attribute is incremented before being placed in the
frame.
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LOGGING INFO
This attribute 'collects wusage statistics for logging and monitoring
functions. Refer to Section 8 for further detail.

MAX SEGMENT SIZE
The MAX SEGMENT SIZE attribute indicates the maximum size of any segments
of messages that may be sent via this subport. This MAX SEGMENT SIZE
attribute does not include the sizes of the various (Router, Port, Subport)
headers. |t, therefore, differs from the MAX SEGMENT SIZE wused by the
Stations and from the one used by the Router.

The value for MAX SEGMENT SIZE is derived from the item in the entry for
the remote host in the Port Level Manager's Remote Hosts Table
PL MAX SEGMENT SIZE.

MESSAGE QUEUE SiZE (subport)
The Message Queue Size of a subport gives the number of messages from this
subport currently queued in the Message Forwarding Queue for the port (they
have not yet been READ by the user process). This is the (sub)file
attribute CENSUS.

MY SUBPORT ADDRESS
The MY SUBPORT ADDRESS attribute is used by Network Services to identify
the local subport within the local port.

QUTPUT EVENT
This attribute is caused whenever a Send Message with <send type> =
IMMEDIATE operation would return with a value of OK. This means that there
is room for at least one message on the Segmenter Input Queue. Send
Message with <send type> = |MMEDIATE is the user function WRITE DONTWAIT.

RECEIVING COMPRESSED DATA
This attribute indicates whether the data will be received in a compressed
form.

RETRY LIMIT
The RETRY LIMIT attribute of a subport specifies the number of times to
retransmit any particular segment before setting the SUBPORT ERROR
attribute to DISCONNECTED and inferring DEACTIVATION.

This attribute is derived from the Port Level Manager attribute PL RETRY
LIMIT, and is set when the subport is opened.

SEGMENT TIMEOUT
The SEGMENT TIMEOUT attribute of a subport specifies the time to wait for
acknowledgment of any particular segment before attempting to retransmit it
or reporting an error.

This attribute is derived from the Port Level Manéger attribute PL SEGMENT
TIMEOUT, and it is set when the subport is opened.
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SENDING COMPRESSED DATA
This attribute indicates whether the data will be sent in a compressed
form. Changing the value of this attribute causes a CHANGE COMPRESSION
control frame to be sent to the remote subport.

STATE EVENT
This attribute is called CHANGEEVENT as a (sub)file attribute. The STATE
EVENT for a subport is caused whenever certain changes of the value of
SUBPORT STATE occur. The STATE EVENT is reset whenever the user gets the
value of the subport STATE attribute.

A1l changes of SUBPORT STATE cause the STATE EVENT except:

ALMOST OPENED <--> OPEN PENDING

NEVER OPENED <--> CLOSED

CLOSE PENDING <--> CLOSE BLOCKED

SUBPORT ERROR
SUBPORT ERROR indicates various error conditions of the subport. Refer to
Section 3 for detail.

SUBPORT STATE

Figure 5-10 shows the subport state relationships. The values of the
SUBPORT STATE attribute are listed after the figure. The values of subport
state are most important to the user programmer, thus this information,
combined with FILESTATE information of Section 3, should be consulted
together for a complete understanding of this subject.
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ALMOST OPENED:

The OPEN operation is in progress. Segments may arrive from the remote
subport.

AWAITING HOST:
A process has attempted to open the subport but the operation is not yet
complete because the remote host is unavailable. The subport remains in
this state until the host becomes available or the subport is CLOSED.

BLOCKED:
The remote host has become' unavailable. The subport may be used for
Send Message and Receive Message operations as long as resources are
available.

CLOSE BLOCKED:
The subport is both CLOSE PENDING and BLOCKED. That is, the subport has
been CLOSED by the local wuser and the remote host has become
unavailable.

CLOSED:
The user program has completed a CLOSE operation on the subport. No
messages are queued for the subport.

CLOSE PENDING:
The subport has been closed by the local user. All segments of messages
previously sent by the user will be transmitted. When they have all
been acknowledged by the remote subport, the SUBPORT STATE of the local
subport becomes CLOSED or NEVER OPENED depending on <terminate>.

DEACTIVATED:

The subport either has received a CLOSE REQUEST or ABORT frame from the
remote subport (indicating its desire to CLOSE) or has received an INFER
DEACTIVATION command from its PORT LEVEL MANAGER or has attempted to
resend some particular segment more than RETRY LIMIT times (indicating a
disconnection) and the user of the local subport has received all
messages from this subport. However, no retransmissions are done and
any attempt to perform a Send Message or Receive Message operation using
this subport results in an end-of-file action. When the local user
closes the subport, the SUBPORT STATE of the 1local subport becomes
CLOSED or NEVER OPENED depending on <terminate>.

DEACTIVATION PENDING:

This is similar to DEACTIVATION, with the exception that there are
messages from the remote program which are queued for this subport
(i.e., in the MESSAGE FORWARDING QUEUE). These messages remain
available to be dequeued and processed. When no input messages remain
in the queue, the state becomes DEACTIVATED. Any attempt to perform a
Send Message operation using this subport results in an end-of-file
action. |If the local user closes the subport, the SUBPORT STATE of the
local subport becomes CLOSED or NEVER OPENED depending on <terminate>.
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NEVER OPENED:
Either the user program has not yet attempted to open the subport or the
user program was CLOSED with <terminate> true. (In most languages, this
is possible only by exiting the scope of declaration of the port.)

OPENED:
The subport may be used for Send Message or Receive Message operations.

OPEN PENDING:
The program has attempted to OPEN the subport but the operation is not
yet complete.

SHUTDOWN IN PROCESS:
The local host is in the process of shutting down communications with
this remote host. The subport may be used for Send Message or Receive
Message operations.

"ERMINATE

This attribute holds the value of the <terminate> parameter of a CLOSE
command while the subport is waiting for an acknowledgment of its CLOSE
REQUEST frame.

<terminate> parameter (Term)

When a user program closes a subport and does not exit the scope of the
port declarations, a subsequent open on this subport will retain the old
attributes. However, if the close does exit the scope of the port
declarations, then the close has <terminate> true. A <close of this
nature results in the subport going to the state of NEVER OPENED. Any
future open requests for this subport will create the subport with
unspecified attributes being set to default values or conditions.

WINDOW SIZE

The WINDOW SIZE attribute indicates the number of segments that this
subport may send (and the number it may expect to receive) that are
unacknowledged.

The value for this attribute is negotiated during the Matching process. It
is derived from the Port Level Manager attributes PL WINDOW SIZE of both
end-point subports and is the smaller of the two values.

YOUR HOST NAME
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The YOUR HOST NAME attribute specifies the host in the network which
contains the remote program with which this local program wishes to
communicate using this local subport. It is used by the Port Level Manager
in opening subport dialogs. |Its default value is the value of the MY HOST
NAME attribute. This attribute may be set to NULL for subports which may
be connected to any host. (In this case it will be set equal to the name
of the actual remote host when the open is completed.)



YOUR NAME

The YOUR NAME of a subport corresponds to and is the same value as the MY
NAME of the port with which it is communicating. |t is used by the Port
Level Manager in opening subport dialogs. Its default value is NULL.

YOUR NODE ADDRESS
The YOUR NODE ADDRESS attribute is used by Network Services to identify the
destination Node for messages. The NODE ADDRESS must be unique for every
Node in a given network. The mapping between HOST NAME and NODE ADDRESS is
a function of Network Services.

YOUR PORT ADDRESS
The YOUR PORT ADDRESS attribute is used by Network Services to identify the
remote port for messages.

YOUR SUBPORT ADDRESS
The YOUR SUBPORT ADDRESS attribute is used by Network Services to identify
the remote subport for messages.

YOUR USERCODE
The YOUR USERCODE attribute of a subport indicates the usercode the user of

the remote subport may use or is using. It 1is used by the Port Level
Manager when setting up a subport dialog.

ROUTER
GENERAL

The primary functions of the Router are:
To route transit traffic from Station to Station,
To route locally originating traffic from Ports, and
To route locally terminating traffic to the Port Level.
Additional support functions include:
To respond to changes in the network and route accordingly.
To provide operational analysis tools, including Trace and Monitor.

A block diagram of the Router is shown in Figure 5-11.
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Figure 5-11. Router Level Block Diagram
ROUTING

The term "routing" is used in BNA in the usual sense of the selection of a path
or channel for sending data. Routing is also used in a much more specific
sense. A Routing defines the local node's view of one possible path for sending
frames to a given Destination Node. It primarily identifies the neighbor node
to which frames using this Routing are to be sent from the local node. This
identification is in the form of the neighbor's Node Address and in terms of the
queues from Router to Station Level. The Routing also includes some information
about the path through the network to the Destination Node, including resistance
and maximum segment size.

The BIAS routing update mechanism automatically takes into account the
various capacities of heterogeneous noces and links in a network. The capacity
of each node is defined by a ''node resistance'". The capacity of each 1link is
defined by a "link resistance'. The BIAS mechanism finds ''the paths of least
resistance', which are the best paths by definition. Thus the system can '"bias"
the use of particular nodes and links in the network.
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The mechanism automatically assigns default resistances to each node and to each
link, based on capacity. Networks will work using these defaults throughout.
In the case of multiple parallel links between two nodes, the routing mechanism
uses a composite logical link resistance based on the combined capacity of the
parallel physical links.

Provision is made, however, for the Operations Interface function to override
the defaults in unusual circumstances. This manual setting of node and 1link
resistances can be done at network initialization time, and while the network is
operating. Mixtures of default resistances and resistances set by Operations
are accommodated by the mechanism but may preclude future adaptive features.
Manual override of the default resistances is not recommended.

Further control of the network is provided with a maximum resistance factor
(MAXRF) . The MAXRF is a Router attribute at each node and is normally the same
throughout the network. Traffic is never routed over a path whose total
resistance, the sum of the resistances of nodes and links along the path, is
greater than or equal to MAXRF.

Network Size Limitations

The overall number of nodes in a BNA network is limited to 65534, The number of
nodes which can be addressed by any frame is limited to 255.

ROUTER ATTRIBUTES

The following list identifies Router attributes.

LOCAL NODE ADDRESS
The node address of the local node. Node addresses in a network must be
assigned to nodes on a one-to-one basis. Node address 0 (zero) is invalid
and 65535 (all ones) is reserved. Refer to the Operations Interface
command LOCALIDENTITY.

TRANSIT COUNT LIMIT (TCNT LIMIT)

A Transit Count (TCNT) is maintained in the Router Header of each Router
Frame for the purpose of detecting Router frames which are trapped in a
loop in the network. When a node receives a Router Frame, the TCNT in the
header reports the number of links the frame has traversed. The TCNT is
incremented and if it equals or exceeds the TCNT LIMIT, the Router Frame is
declared to be undeliverable and diverted for error action. TCNT LIMIT is
set to the lesser of 255 or twice the MAXHC. |t must be larger than MAXHC
for the transient case when a failure of a link or node causes an in-
transit frame to back track before finding a surviving route to its
destination. Refer to the Operations Interface command TRANSITCOUNTLIMIT.

MAX HOP COUNT (MAXHC)
When the hop-count (i.e., number of links over a path through the network
to a given destination) is greater than or equal to MAXHC, that path is
considered to be unusable. Refer to the Operations Interface command
MAXHOPCOUNT .
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MAX RESISTANCE FACTOR (MAXRF)
When the sum of the resistances over a path through the network to a given
destination is greater than or equal to MAXRF, that path is considered to
be unusable. Refer to the Operations Interface command
MAXRES ISTANCEFACTOR.

NODE RESISTANCE FACTOR (NODERF)
The resistance factor of the node for transit traffic. Refer to the
Operations Interface command NODERESISTANCEFACTOR.

NETWORK MAX SEGMENT SIZE
The NETWORK MAX SEGMENT SIZE is the MAX SEGMENT SIZE wused for all
communications in the network, with the possible exception of connections
between neighbors via special links, such as Global Memory links. Refer to
the Operations Interface command NETWORKMAXSEGMENTS!ZE.

ROUTER VALIDATE
If true, the Router will reject an incoming NETCHANGE messages wuniess its
Subject Node Address has been previously identified as a valid node address
by an ADD NODE or ADD HOST command. Refer to the Operations Interface
command VALIDATE.

ROUTER HEADER SI1ZE
The size of the Router header in bytes. It is used in the maximum segment
size computations. This is a compiled-in constant.

NODE UP TIMEOUT VALUE
When a node first comes up, no NETCHANGE messages are sent out wuntil a
timeout period of this length occurs with no LINKCHANGE or NETCHANGE
messages received. Refer to the Operations Interface command
NODEUPT I MEOUT.

NEIGHBOR RESTART TIMEOUT VALUE
This timeout value is used when a Neighbor is restarting. While this timer
runs, the Router does not send NETCHANGE messages about the neighbor.
Refer to the Operations Interface command NE!GHBORRESTARTTIMEOUT.

ROUTER MONITOR COPY
Indicates whether a copy of all Router frames processed is being logged for
later analysis. Refer to the Operations Interface command MONITOR.

ROUTER MONITOR SUMMARY
Indicates whether a summary of all traffic passing through the Router is

being accumulated and logged. Refer to the Operations Interface command
MONITOR (TRAFFIC).

ROUTER MONITOR INTERVAL
At the end of each interval of this length, the traffic profile summary is
logged (if ROUTER MONITOR SUMMARY is ON). Refer to the Operations
Interface command MONITOR (INTERVAL).
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ROUTER VERSION Attributes
The current Version of the Router is defined by three attributes, Router
Version |D, Router Version Protocol, and Router Version Compatibility.
These attributes are compiled into the software or firmware and exactly
define the current Version. Version ID is a string which defines the
Router version. Version Protocol is an integer which defines the version
of the inter-node Router protocol.

Version Compatibility defines those prior Version Protocols with which this
protocol can communicate. This is a 24-bit mask, with the high-order bit
corresponding to the protocol level "(Router Version Protocol) - 1", and
the low order bit corresponding to ' (Router Version Protocol) - 24". A
TRUE bit means that the corresponding protocol level is supported by this
version of the Router. Refer to the Operations Interface command VERSION.

Version Protocol and Compatibility are included in every Linkchange
message. When a node receives this information from a neighbor, it must
decide whether or not it can communicate with that neighbor. There are
three possibilities:

1. If the received Version Protocol equals the local protocol,
communication can proceed at that version.

2. If the received protocol is different from the local protocol, the
highest protocol which the two nodes can both handle is wused. The
compatibiltity information determines this compatible version.

3. If the two protocols are different and there is no mutually compatible
prior version on which the two nodes can agree, the Operations Interface
is notified via the NSM and the Router does not consider the other node
to be a neighbor for routing purposes. Refer to the Operations
Interface report ERROR.

Routing Tables

The update mechanism uses three Routing Tables, Routing Table Iinfo (RTI),
Routing Table Current (RTC), and Router Neighbor Table (RNT). RTI is the table
of potential routings. There is an entry in the table for each known node. For
each node, a number of potential routings are defined, one for each neighbor by
which that node can be reached. RTC contains the current routing for each known
node. Routing Neighbor Table (RNT) contains information about the logical
connection to each neighbor node. Entries in the tables can be accessed or
changed by various Operations Interface commands such as ADD NODE, DELETE NODE,
ADD STATION, DELETE STATION, MODIFY STATION, NEIGHBOR, HOST, NODE, ROUTINGS,
etc.
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ROUTING TABLE INFO (RTI)

The RTI is the basic routing table. It is summarized in pictorial form in
Figure 5-12. An example of an RT! is shown in this section. The RTI| is largely
set from information obtained from LINKCHANGE and NETCHANGE messages from
neighboring nodes. There is typically an entry in RTI for each node in the
network except for the local node. Each entry consists of the Destination Node
Address (DNA) and one or more routings to that node, one for each neighbor.

The information contained within the RT| is potentially misleading. It lists
ALL POSSIBLE paths to each other node, including some which are illogical.
Secondary paths may loop back onto primary paths or may even pass back through
the local node. The following list indicates the information stored in the RTI.

Destination Node Address (DNA)
The node address of the node to which the entry applies.

D-Reachable
Iindicates whether this DNA can be reached through the network. It is the
OR of all the R-Reachables.

Routings
For each DNA, there are typically a number of possible routings, each of
which consists of the following ensemble of items: NNA, R-Reachable, Hop
Count, and Resistance Factor.

Neighbor Node Address (NNA)
The node address of the neighbor (adjacent) node for this Routing to
this DNA. That is, the node address at first hop for this Routing.

R-Reachable
Indicates whether this DNA can be reached through the network via this
Routing. When the hop-count over a path through the network to a given
destination is greater than or equal to MAX HOP COUNT, or when the sum
of the resistances over that path 1is greater than or -equal to
MAX RESISTANCE FACTOR, that path is considered to be unreachable.

Hop Count (HC)
The number of hops (links) to the destination via the minimum hop-count
path starting with this Routing.

Resistance Factor (RF)

The sum of the resistance factors of links and nodes to the destination
via the path of least resistance starting at this neighbor.
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ROUTING TABLE CURRENT (RTC)

The Routing Table Current (RTC) is the table of Routings which are currently in
use. RTC is summarized in pictorial form in Figure 5-13. The RTC is built by
the Router based wholly on the contents of the RTI and RNT tables.

There is an entry in RTC for each known node, that is, for each DNA in RTI.
Each entry consists of the following ensemblie of items: DNA, C-Reachable, NNA,
HC, RF, RTC-MSS, RTC-VANID, and Router-STA-Q-IiD's. These are described below.

Destination Node Address (DNA)
The node address of the node to which the entry (i.e., the following
current routing) applies.

C-Reachable
If true, indicates that this node address can be reached through the
network. Note that the contents of the remaining items in the Entry are
defined only when C-Reachable is true.

Neighbor Node Address (RTC-NNA)
The node address of the neighbor (adjacent) node for the Routing
currently in use to this DNA.

Hop Count (HC)
The number of hops (links) to the destination via the minimum hop-count
path.

Resistance Factor (RF)
The sum of the resistance factors of links and nodes to the destination
via this path of least resistance.

Max Seg Size
The maximum segment size (in bytes) which can be accommodated through to
the destination via this routing. |t is equal to the Network MSS except
in the special case where neighbor nodes agree to use a larger MSS.

Public Data Network ID
The identification of the Public Data Network (PDN) currently in use as
the next hop to this DNA. Note: zero means that the link is not a PDN.
Used to suppress some unnecessary NETCHANGE messages.

Router STA-Q-ID's

Identify the queues to the station(s) which serve the NNA. There are
two queues, Routine and Priority.
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ROUTER NEIGHBOR TABLE (RNT)

The Router Neighbor Table (RNT) contains detailed information about each node
which is currently a neighbor of the local node. There is an entry in RNT for
each neighbor node. The RNT is illustrated in Figure 5-14. The components of
the RNT are described in the following list.

Neighbor Node Address (NNA)
The node address of the neighbor to which this RNT entry applies.

Version Working
Identifies the Version Protocol currently in use with this neighbor.

Link Pending

Used internally in the routing update action to control the response to
ATTACH and DETACH commands and to receive LINKCHANGE messages.

Neighbor Restarting
Specifies that this neighbor is currently restarting.

Work RF
The working resistance factor now being used for the logical link to NNA.

Remote RF

The logical link resistance factor supplied by the neighbor NNA in a
L INKCHANGE message.

Local RF
If the Operations RF below is 0, then this is the logical 1link resistance
factor calculated from the physical 1ink information. |f Operations RF s
not 0, then the calculated link resistance is overridden and Local RF s
equal to Operations RF.

OPNS RF (Operations RF)
A resistance factor which can be supplied by the Network Services
Operations function. |If specified, this value overrides the calculated
default logical link Resistance Factor.

Maximum Segment Size (MSS)
The working maximum segment size for traffic to the neighbor, NNA, via this
direct logical link. It is the minimum of the MSS's of the physical links
which comprise the logical link to NNA. It may be larger than Network MSS,
but cannot be smaller.

PDN-1D
The identification of the Public Data Network by which the NNA is reached.
Zero indicates that it is not a PDN. It is determined from the physical

link information. If all physical 1ink pdn-id's for this logical
link are the same, it is the value for rnt-pdn-id. Otherwise, one of the
physical link pdn-id's is arbitrarily chosen.
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Queue 10s
The identification of the two queues (routine and priority) from the router

to the station level for this neighbor node (NNA). In addition, for
temporary use during neighbor restart, the two "old" queue id's for this
NNA.

Physical Link |tems

These physical link items specify the attributes of the physical 1links to
the NNA for the Router. Typically, there is just one such physical link
item for a NNA; but for multiple paraliel links, there are multiple
physical link items, one for each of the parallel physical links. Each
Physical Link |tem consists of the following sub-items: Physical Link
Station 1D, Physical Link PDN ID, Physical Link Speed, Physical Link
Efficiency, and Physical Link MSS.

Physical Link Station ID
The identification of the local station for this physical link.

Physical Link PDN ID
The identification of the Public Data Network to which this physical
link connects. Zero indicates no PDN, that is, a leased or dialed link
directly to another node in the network.

Physical Link Speed
The speed of the physical link in bits per second.

Physical Link Efficiency
An estimate of the efficiency of the physical link in percent. Typical
values are 95 for full-duplex lines and 45 for half-duplex liines.

Physical Link MSS
The maximum segment size (in bytes) to be used over this physical 1link
for traffic destined for the neighbor.

ROUTER FUNCTIONS

Message Transmission

Three types of frames are processed by the Router's message transmission
function: locally originating frames, locally terminating frames, and incoming
frames which are to be retransmitted to another node (transit frames).

Locally originating frames are either Router Information Units from the Port
Level in the local node, or Router Control Units. A Router Header is generated
and appended to these to form a complete Router Frame. The Router Frame is
passed to the appropriate local station for transmission to its neighbor node.

The Destination Node Address (DNA) of Router Frames received from stations is

checked to determine whether the frame is a locally terminating frame (addressed
to the local node address) or destined outside the local node.
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The Router Header is stripped from locally terminating frames. Those which are
Router Information Units (determined from information in the Router Headers) are
gueued for the Port Level. Those which are Router Control Units are processed
internally in the Router.

After a check of its Transit Count (TCNT), an incoming frame whose DNA s
outside the local node (transit traffic) is passed to the appropriate local
station for transmission to its neighbor node.

Routing Update
LINK RESISTANCE FACTOR

Each link between two BNA nodes is assigned a link resistance factor (LINKRF)
which establishes the relative desirability of wusing that 1link for network
traffic., High resistance means undesirable; low resistance means desirable.
LINKRF refers to a logical link between two nodes in a network. When there are
multiple parallel links, LINKRF refers to the composite resistance of the
multiple physical links.

A default link resistance is defined for each type of link. |t approximates the
time for a frame of length MAX SEG SIZE to transit the link (in milliseconds).
The equation is:

1000 * maxsegsize * 8
default LINKRF = ==-==ecccemcocmcccccceoao.

(# of parallel links) * speed * (eff/100)

where: maxsegsize = the network max segment size;
summation is over the multiple parallel links;
speed = speed of the physical link in bits per sec;
eff = an estimate of the transmission efficiency over
the link in percent;some suggested values are:
for two way simultaneous, eff = 95;
for two way alternate, eff = 45,

Some sample default link resistance factors are:

maxsegsize single link two parallel links
=256 bytes
eff eff eff eff
link-speed 95 L5 95 45
1200 1796 | 3793 898 1896
9600 225 L7k 112 237
56000 38 81 19 n
maxsegsize single 1link two paraliel links
=128 bytes
eff eff eff eff
link-speed 95 (1 95 45
1200 898 1896 Lig 948
9600 112 237 56 119
56000 19 L 10 20
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NODE RESISTANCE FACTOR (NODERF)

A resistance factor is assigned to each node in the network. Its purpose is to
bias the use of each node for the message transiting function. A high
resistance factor biases against using the node, low biases toward using it. A
default node resistance factor is assigned to each type of node. Thus it is
additive with link-resistances, the default node-resistance approximates the
time (in milliseconds) for one frame to transit the node (in the absence of any
other traffic). Typical default NODERF values are:

B7800 type system = 10
B6800 type system = 30
B4B0OO type system = TBS
B1000 type system = TBS
B900 type system = TBS

PATH RESISTANCE FACTOR AND HOP COUNT

The sum of the resistance factors of links and nodes over a path through the
network is the resistance factor of the path. The resistance factors of the
nodes at the ends of the path are not included. The minimum resistance factors
are the ones of interest. Route selection is based on using the "paths of least
resistance'.

Similarly, the number of hops (links) over a particular path through the network
from one node to another is called the hop count of that path. Again, the hop
counts of particular interest are the minimum hop counts. Hop counts are used
only to assist the BIAS mechanism to terminate quickly. They are not used for
the route selection process.

Note that.between a given pair of nodes, the path of minimum hop count and the
path of minimum resistance factor are usually the same, but they need not be.

LINKCHANGE AND NETCHANGE MESSAGES

The Router at each node exchanges routing information with the Routers at
neighboring nodes using two types of router control frames. LINKCHANGE messages
are used between two Routers when the status of the link (or 1inks) directly
connecting the two nodes changes. NETCHANGE messages are used to inform
neighboring Routers of the effects of changes in the network topology. The

contents and formats of these messages are described in the FRAME FORMATS
section.

ROUTING UPDATE MECHANISM

Frames are routed to each destination node, using the path (routing) of least
resistance. The resistance of a path is defined as the sum of the resistances
of the links and transit nodes in the path. The NODERF's of the nodes at the
two ends of the path are not included in the path resistance.
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Routing Tables are updated, including re-selection of the in-use routing, when a
node comes up or goes down, or when a link comes up or goes down, or when a node
or link resistance factor is changed, or when a routing update message

(NETCHANGE or LINKCHANGE) is received at a node.
If the minimum resistance factor or the minimum hop count to any destination
node address is changed by this update, NETCHANGE messages are sent to neighbor

nodes reporting the change. An example of the routing update process s
illustrated in Figure 5-16.

ROUTING TABLES - EXAMPLE

Abbreviations used in this section are listed in the following table.

Abbreviations Used in this Section

Ina Local node Address

dna Destination node address

rea Reachable (unr - unreachable)

nna Neighbor node address

he Hop Count

rf Resistance factor

mss Maximum segment size

pdnid Public data network |ID
Note: Zero means that the link is not a PDN

workrf The working resistance factor now being used for the
logical link to NNA

remrf The logical 1link resistance factor supplied by the
neighbor NNA via a Link Change message.

locrf Logical link resistance factor calculated from the
physical link information

staid Local station identification

speed Physical link speed - bits per second

eff Physical link efficiency in percent

pmss The maximum segment size to be used over this physical
1ink
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10 150 10

van=22
9600 fdx 9600 fdx
1 2 3
rf=225 rf=225
two 9600 fdx 4800 fd=x
rf=112 rf=449
mss=1024
van=22
rf=225 rf=225
4 5
9600 fdx 9600fdx
70 30

Figure 5-15., Sample Network

The following sample Routing Tables are those which would be found in node 2 of
the network in Figure 5-15 above.

sekstkde ROUTING TABLE INFO stk *kdkk ROUTING TABLE CURRENT dedskdi
Ina dna rea nna rea hc rf Ina dna rea nna hc rf mss pdnid
2 1 rea 1 rea 1 225 2 1 rea 1 1 225 256 0
3 rea 3 835
5rea 3 886
3 rea 1 rea 3 835 3rea 3 1 225 256 22
3 rea 1 225
5 rea 2 704
4 rea ! rea 2 347 L rea 1 2 347 256 0
3rea 3 715
5 rea 2 704
5 rea 1 rea 3 642 S5 rea 5 1 449 256 0
3 rea 2 L60
5 rea 1 Li9

Fkkdkkkik ROUTER NEIGHBOR TABLES #dtdddesdsd
Ina dna workrf remrf locrf mss pdnid staid pdnid speed eff pmss

2 1 225 225 225 256 c 1 0 9600 95 256

3 225 225 225 256 22 12 22 9600 95 256
5 LL9  L49 LLY 256 c 13 0 LBOO 95 256
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ROUTING UPDATE EXAMPLE

Refer to Figure 5-15,

Assume an

initial

condition with

network and the network in a stable operating condition.
sequence of Router Control messages exchanged between the Routers in all 5 nodes
when node 5 starts.

node 5

The

not
following

Figure 5-16. Routing Update Example

Msg To Fronm Message Sub ject Resistance
# Node Node Type Node Addr Hopcount Factor
1 5 3 LINKCHANGE 225
2 5 4 LINKCHANGE 225
3 2 5 LINKCHANGE 449
4 3 5 LINKCHANGE 225
5 4 5 LINKCHANGE 225
6 5 3 NETCHANGE 1 2 610

2 | N 235
4 3 732

3 0 0
7 5 2 LINRCHANGE 449
8 5 4 NETCHANGE 1 1 182
2 2 417
3 3 792

4 0 0
9 5 2 NETCHANGE 1 1 375
3 1 375
4 2 497

2 0 0
10 3 5 NETCHANGE 1 2 437
2 1 479
3 1 255
4 1 255

5 0 0
11 4 5 NETCHANGE 1 2 437
2 1 479
3 1 255
4 1 253

5 0 0
12 2 3 NETCHANGE 4 2 490
5 1 235
13 5 3 NETCHANGE 4 2 490
5 1 233
14 2 S NETCHANGE 1 2 437
2 1 479
3 1 253
4 1 235

5 0 0
15 1 4 NETCHANGE 3 2 550
5 1 295
16 5 4 NETCHANGE 3 2 550
5 1 295

17 2 1 NETCHANGE 5 2 417

18 4 1 NETCHANGE 5 2 417

19 1 2 NETCHANGE 5 2 610

20 3 2 NETCHANGE 5 2 610

21 1 2 NETCHANGE 5 1 599

22 3 2 NETCHANGE 5 1 599

in

the
a
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Messages 1, 2, 3, b4, 5, and 7
Node 5 and all of its neighbors exchange LINKCHANGE messages caused by
the topological change.

Messages 6, 8 and 9
Node 5's neighbors each tell node 5 the routes they can provide to all
other nodes in the network. Note that none of these routes utilize the
new node 5.

Messages 10, 11 and 14
Node 5, acting on the NETCHANGE messages from its neighbors in messages
6, 8, and 9, presents its view of the network to its neighbors.

Messages 12 and 13
Node 3, acting on message 10, advises its neighbors of its new route to
node 5, and its improved route (rf=490) to node 4 via node 5. Its
previous route to node 4 was via node 2 (rf=732).

Messages 15 and 16
Node L4, acting on message 11, advises its neighbors of its new route to
node 5, and its improved route (rf=550) to node 3 via node 5. Its
previous route to node 3 was via node 1 (rf=792).

Messages 17 and 18
Node 1, acting on message 15, advises its neighbors of its new route to
node 5 via node 4.

Messages 19 and 20
Node 2, acting on message 12, advises its neighbors of its new route to
node 5 via node 3 with rf=610.

Messages 21 and 22
Node 2, acting on message 1L, advises its neighbors of its new direct
route to node 5 with rf=599,

At this point, all of the nodes have advised all of their neighbors of their
best routings. None of the last NETCHANGES represent a further improvement to
the receiving node over its current routing tables, so the network routing is
stabilized.

Router Trace Function

The trace function of the Router allows an operator to determine the path
between any two nodes in the network. It is an operations function and, as such,
has no effect upon the routing mechanism. The trace is performed by the Router
and all results are passed to the originating operator via the NSM. The Router
does no analysis of the results of the trace.
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ASSOCIATED NODES

There are three nodes associated with the trace function:

1. The initiating (and receivfng) node. This is the node which requested the
trace and is the recipient of the results of the trace.

2. The trace source node. This is the first node in the trace (the ‘from'
node) .

3. The trace destination node. This is the last node in the trace (the 'to'
node) .

The initiating node can be any node in the network (including the trace source
or trace destination node). The trace source node and the trace destination
node cannot be the same.

TRACE RELATED MESSAGES

There are three types of trace related messages: Trace Start, Trace, and Trace
Result.

Trace Start

This message is sent by the initiating node to the trace source node if the two
nodes are not the same.

Trace

This message is sent by the trace source node to the trace destination node.

Trace Result

This message is sent to the initiating node by the trace source, the trace
destination, and any intervening node (i.e., any node which transits the trace
message). The Trace Result message contains information about the node that
sent it and about the path on which the Trace that generated the Trace Result is .
forwarded.

TRACE HANDLING

Special handling is given by the Router to the three Trace message types. In:
the following discussion, routing 'normally' means routing by the path of least
resistance, as a Router would route information frames.

Trace Start messages are treated normally by all nodes except the DNA in the
Trace Start message (the Trace Source Node). That node sends both a Trace
Result to the ONA of the Trace Start (the Trace Receiving Node, the TRNA) and a
Trace to the Trace Destination Node. Both the Trace and the Trace Result are:
routed normally.
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When a Trace message is received by any node, a Trace Result message is sent to
the TRNA, by the method described in the following paragraph. Then, if
possible, the Trace message is forwarded normally to the Trace DNA. If the Trace
message cannot be forwarded it is noted in the Trace Result.

When the DNA of a Trace Result is reachable, the Trace Result is routed
normally. However, Trace Results have a special routing method when the DNA s
unreachable. Because reachability is not transitive (if C is reachable from B,
and B is reachable from A, C is not necessarily reachable from A). The Trace
Destination Node {as well as any node 