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Introduction

This application note outlines the design of a generic
four-channel priority encoded DMA controller with a
separate on-board memory block using the ispLSI
6192SM from Lattice Semiconductor.  The interface to
the DMAC consists of a DMA selection line, a 16-bit
address bus, a 16-bit data bus, channel selection signals,
DMA channel request signals, DMA channel grant sig-
nals and a system clock.

DMA Controller Basics

To improve Central Processing Unit (CPU) throughput,
microprocessor-controlled systems may employ Direct
Memory Access (DMA) to relieve the CPU of bus cycles
that would otherwise be taken up with data transfer
between I/O devices and memory. In a bus organized
system, a DMA controller (DMAC) can reside on the
system bus and perform memory transfers in place of the
CPU.  After the CPU passes the address and block length
of data to be transferred, the DMAC takes control of the
system data and address busses. The DMAC then trans-
fers data to and from the peripheral I/O devices directly
to the memory, freeing the CPU to continue processing
other operations.  A diagram of a system employing DMA
control is shown in Figure 1.

 Details of the DMAC Implementation

The ispLSI 6192SM includes a 4000-bit single-port
memory module.  The memory module interface consists
of an eight-bit address bus that is multiplexed with the
data bus.  The memory block incorporates parity-error
checking and signals the CPU by asserting the

PARITY_ERR pin when a memory parity error has oc-
curred.

The DMA controller takes advantage of the on-board
Register/Counter block of the ispLSI 6192SM for storing
word count and starting address information.  The Reg-
ister/Counter block is configured as a four-bank parallel
load-up counter with a four-bank register file.  The use of
this internal block for storing the starting address and
word count information simplifies the DMAC design and
frees up logic in the ispLSI 6192SM for other uses.

Functionally, the DMA controller consists of channel
control logic and a DMA arbitration state machine.  The
channel control logic contains an address register, a
word count register and an address count register for
each DMA channel.  The DMA arbitration state machine
interfaces to I/O devices through the DMA channel re-
quest and DMA channel grant signals.  Priority is fixed by
channel order, giving channel 1 the highest priority and
channel 4 the lowest.  The memory block interfaces with
the CPU through separate address lines and the system
data bus.  Parity errors are reported through a memory
parity error signal.  Figure 2 is a functional block diagram
of the DMA controller with on-board SRAM showing the
use of the Counter/Register block and the memory block
of the ispLSI 6192SM.

DMA operations are initialized by the I/O device, sending
an interrupt signal to the CPU to indicate that a data
transfer is needed from memory.  The CPU then loads the
address and word count into the DMA controller for the
memory locations to be accessed.  After releasing mas-
tership of the data bus, the CPU may continue with other
processing operations.

Figure 1.  Direct Memory Address System Block Design
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After the CPU has loaded the address and word count for
a particular DMA channel into the DMA controller, it is
ready for I/O handshake signals.  The I/O device then
asserts its DMA request (REQ) signal.  If the DMA
arbitration state machine (Figure 3) is in the Idle state and
the I/O device has the highest priority of the asserted
request signals, at the next clock cycle it transitions to the
Load state for that channel.  This state loads the address
into the memory address count register and sets the
output multiplexers for the correct channel.  At the next
clock cycle the state machine transitions to the Enable
state for the active channel and the Grant (GRNT) signal
for that channel is asserted to indicate to the I/O device
that data transfer has begun.  The DMA controller then
puts the starting address on the address bus and incre-
ments the address with every following system clock
cycle until the Terminal Count (TC) signal indicates that
the final address has been reached.  The DMA controller
de-asserts the GRNT signal to indicate the end of data
transfer to the I/O device.  The I/O device signals the CPU
that transfer is complete with interrupt signals.  When the

DMA arbitration state machine returns to the Idle state, it
is ready to respond to the next DMA channel request.
DMA channel waveforms for a data transfer are shown in
Figure 4.  For device timing information consult the 1996
Lattice Semiconductor Data Book.

In a system without DMA control, the microprocessor
must update the memory address for each word that is to
be written to or read from memory.  This generally takes
about six clock cycles per word to be transferred for
standard microprocessors.  Using DMA control, the CPU
uses only six clock cycles for set-up to transfer an entire
block of data.

The four-channel, 16-bit DMA controller with memory
block in the ispLSI 6192 uses only 56 of the 96 available
I/Os in the device.  This includes all interface signals to
the Single Port RAM block which may also be brought out
on separate dedicated pins, saving eight I/O pins.  The
register and counter block is used to keep track of the
starting address and word count.  The DMA controller

Figure 2.  Functional Block Diagram of DMA Controller
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logic uses only six of the available 24 twin GLBs in the
ispLSI 6192SM.  This allows flexibility for implementing
other system logic functions in the device in addition to
the DMA controller logic.

DMA control can relieve CPU clock cycles that would
otherwise be taken up by memory transfer functions,
significantly increasing system performance.  Because
of its in-system programmability,  E2CMOS® flexibility
and device functionality, the ispLSI 6192SM is ideally
suited for DMA applications.  On-board Register/Counter
and memory blocks simplify the design cycle and mini-
mize chip count and board space.  Using the ispLSI
6192SM from Lattice Semiconductor for memory man-
agement maximizes board flexibility and minimizes design
effort.

 Summary

By taking advantage of the availability of the blocks within
the ispLSI6192SM, DMAC implementation makes the
most efficient use of block functions.  The use of the
blocks and the 25 percent of the PLD portion of the device
accomplished a custom DMA controller with 75 percent
of the PLD left to implement other logic functions within
the device.

Source File

The source file for this design is available in text format
(file name: an8004.txt) on the ISP Encyclopedia CD-
ROM and the Lattice web site.  Please note that if you
copy or download this file to another directory, this link will
not work.

Figure 3.  DMA Arbitration State Machine

Figure 4.  DMA Channel Waveforms for a Data Transfer
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