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Probability Density Function

Probability Density Function flx; 1) = a_axF(x; )

Pla < X(¢t) < b| = j"f(x,- t)dx

Cumulative Distribution Function  F(x; ¢) = [ f(x,; )dx

—0o0

Pl X(¢t) < b| = }f(x; t)dx = F(b; t)

X (1) random variable X(t) at a given time { Plx<X(t)<x+dt| = flx; t)dx
flx;¢t) The probability density function
of random variable X(t) PlX(t)=x] = flx; 1)
rv. X(t,)

Q o>
||
|

\
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Probability Density Function

X(¢) random variable X(t) at a given time t Plx<X(t)<x+dt| = flx; t)dx
f(x;t)  The probability density function
of random variable X(1) Pl X(t)=x] = flx,; 1)
I* trial (1) X(t,) random variable at a given time t

WWWNW“W X(to) = xl(tO)

r.v. X(t,) has a value El&)]

at time t, in the 1" trial

\J

TWM/WV\/\/% X(to) = xz(to)
rv. X(t,) has a valuel%ts)

at time t, in the 2" trial

\J

TWW/Mw X (1)) = x5(¢,)
rv. X(t,) has a valuel%(t)

t=t, at time ¢, in the 3" trial

\J
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Joint Probability Density Function

2
Joint Probability Density Function flx, %, t.8,) = =S —F(x,,x,; t,,t,)
0x,0Xx,
P[{aSX(tl)Sb} N {c < X (¢, ] fff (x,,x,, t,,t,) dx, dx,
Joint Cumulative Distribution Function  F(x, x,; t,.t,) f ff (x,,x,; t,,t,) dx, dx,
b d —00 —00
Pl{X(t,)<b) N [X(t,) =d]] = fff (x,,%,; t,,t,)dx, dx, = F(b,d; t,t,)
X(¢t,), X(¢t,) random variables at time(, and 1, p[ (X(¢,)=x,) n [X(¢,) = x,) ]
f(x,.t,; x,,t,) joint probability density function =[xt x,,1)
rv. X(t) rv. X(t,)
d
T b__
a ‘T .
t=1t, t=t,
: Young Won Li
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Probability Density Function

X(t,), Xx(t)

St »

random variables at time t, and 1,

t,) joint probability density function

= f(xl’tl; xz’tz)

P[ {X<t1) =x,} N {X(tz)

I trial %(7)

WWWW

X(t,) X()

\J

\J

\J

random variable at a given time 1,

X(t1) = xl(tl)’ X(tz) = xl(tz)
r.v. X(¢,) has a value &)
rv. X(t,) has a value S(&)

at times t,, t, in the 1" trial

X(t1) = x2(tl)’ X(tz) = xz(tz)
rv. X(1,) has a valuel%a(&)
rv. X(t,) has a valuel%a(ts)

at times t,, t, in the 2" trial

X (1) =x(t), X(t,) = x(1,)
r.v. X(t,) has a valuel%(&)
rv. X(t,) has a valuel%(6)

at times t, t, in the 3" trial
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Moments of a Random

The n-th Moment
E[ X”(t)] = f x" fx;t)dx

1st Moment
ELX(0)] = [ x fler o) de= ulo
2nd Moment h
E| X*(¢)] = +f:;czf(x; t) dx

Correlation

Process

The n-th Central Moment

+ o0

J x=ule)) flx; 1) dx

— 0

E[(X(0)—u()] =

1st Central Moment

+ 00

E[(x(0)=w()] = [ (x=wl0)) f(x; 1) dx

— 0

2nd Central Moment

+00

E[(x(t)=w(e)?] = [ (x=ul(e) f(x; 1) dx

—0o0

= o'(1)
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Moments of a Random Process

X(¢r) Random Variable at a given time t

x,(t)  outcome of i"" realization at a given time t Ensemble

T x,(¢,) Ensemble Average

W) = LY a0

|
l f () =
|

\

\J

N — o
x5 (2,) _ Elx(1)] = Txf(x;t)dx = u(t)
“ t=t,
ELX(0)] = [ v rxia) i = ule)
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Moments of a Random Process

The n-th Moment The n-th Central Moment
ELX(0)] = [ #" flxie) do EL(X () =nle)'] = [ (x=nle)) flx: o) ax

—0 —®

flx.t) = f(x)

if f does not change with time

Elx'(1)] = E[ x”] E[(x(0)=u()] = E[(x —u)]

\J
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Stationarity

First-Order Stationary Process

f(xl; tl) = f(xl; t1+T)

Second-Order Stationary Process

f(xl y Xy, 1 ’tz) = f(xl , Xy, LT ’t2+T)

Nth-Order Stationary Process

f(xl ’xz’...’xn; tl’tz’...

X, ; AT LT, T
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Correlation Functions (1)

auto-covariance function

Cxx(tl, tz) = E[ <X<t1) - Mx(tl)) (X(tz) - Mx(tz)) ]

Cxx(tZ - t1) = E[(X(tl)_ux(t1)) (X(tz)_ux(tz))]

Cult) = E[(X(t)—u,) (X(t+1) —u,)]

auto-correlation function

Rxx(tl, tz) - E[ X(tl) X(tz) ]

R,(%) = E[X(1) X(t+7)]
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Correlation Functions (2)

cross-covariance function

ny(tl, tz) = E[<X(t1) _Mx(tl)) <Y<t2)_ My(tz))]

cross-correlation function

ny<t1, tz) - E[ X(tl) Y(tz)]

R,(¥) = E[X(0)Y(t+7)]
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Ergodicity
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Time Average
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Frequency Response

y(t) = h()*xx(t) = [ n(x)x(t—1)dx

single frequency single frequency
component : w component : m
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