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## Zassenhaus lemma

In mathematics, the butterfly lemma or Zassenhaus lemma, named after Hans Julius Zassenhaus, is a technical result on the lattice of subgroups of a group or the lattice of submodules of a module, or more generally for any modular lattice. ${ }^{[1]}$

Lemma: Suppose $(G, \Omega)$ is a group with operators and $A$ and $C$ are subgroups. Suppose
$B \triangleleft A$ and $D \triangleleft C$
are stable subgroups. Then,
$(A \cap C) B /(A \cap D) B$ is isomorphic

$$
(A \cap C) D /(B \cap C) D
$$

Zassenhaus proved this lemma specifically to give the smoothest proof of the Schreier refinement theorem. The 'butterfly' becomes


Hasse diagram of the Zassenhaus "butterfly" lemma - smaller subgroups are towards the top of the diagram apparent when trying to draw the Hasse diagram of the various groups involved.

## Notes

[1] See Pierce, p. 27, exercise 1.
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## External links

- Zassenhaus Lemma and proof at http://www.artofproblemsolving.com/Wiki/index.php/ Zassenhaus\%27s_Lemma


## Center (group theory)

In abstract algebra, the center of a group $G$, denoted $Z(G),{ }^{[1]}$ is the set of elements that commute with every element of $G$. In set-builder notation,

$$
Z(G)=\{z \in G \mid \forall g \in G, z g=g z\}
$$

The center is a subgroup of $G$, which by definition is abelian (that is commutative). As a subgroup, it is always normal, and indeed characteristic, but it need not be fully characteristic. The quotient group $G / Z(G)$ is isomorphic to the group of inner automorphisms of $G$.

A group $G$ is abelian if and only if $Z(G)=G$. At the other extreme, a group is said to be centerless if $Z(G)$ is trivial, i.e. consists only of the identity element.

The elements of the center are sometimes called central.

## As a subgroup



The center of $G$ is always a subgroup of $G$. In particular:

1. $Z(G)$ contains $e$, the identity element of $G$, because $e g=g=g e$ for all $g \in \mathrm{G}$ by definition of $e$, so by definition of $Z(G), e \in Z(G) ;$
2. If $x$ and $y$ are in $Z(G)$, then $(x y) g=x(y g)=x(g y)=(x g) y=(g x) y=g(x y)$ for each $g \in G$, and so $x y$ is in $Z(G)$ as well (i.e., $Z(G)$ exhibits closure);
3. If $x$ is in $Z(G)$, then $g x=x g$, and multiplying twice, once on the left and once on the right, by $x^{-1}$, gives $x^{-1} g=$ $g x^{-1}-$ so $x^{-1} \in Z(G)$.
Furthermore the center of $G$ is always a normal subgroup of $G$, as it is closed under conjugation.

## Conjugation

Consider the map $f: G \rightarrow \operatorname{Aut}(G)$ from $G$ to the automorphism group of $G$ defined by $f(g)=\phi_{g}$, where $\phi_{g}$ is the automorphism of $G$ defined by

$$
\phi_{g}(h)=g h g^{-1}
$$

The function $f$ is a group homomorphism, and its kernel is precisely the center of $G$, and its image is called the inner automorphism group of $G$, denoted $\operatorname{Inn}(G)$. By the first isomorphism theorem we get

$$
G / Z(G) \cong \operatorname{Inn}(\mathrm{G})
$$

The cokernel of this map is the group $\operatorname{Out}(G)$ of outer automorphisms, and these form the exact sequence

$$
1 \rightarrow Z(G) \rightarrow G \rightarrow \operatorname{Aut}(G) \rightarrow \operatorname{Out}(G) \rightarrow 1
$$

## Examples

- The center of an abelian group $G$ is all of $G$.
- The center of the Heisenberg group $G$ are all matrices of the form : $\left(\begin{array}{lll}1 & 0 & z \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$
- The center of a nonabelian simple group is trivial.
- The center of the dihedral group $\mathrm{D}_{n}$ is trivial when $n$ is odd. When $n$ is even, the center consists of the identity element together with the $180^{\circ}$ rotation of the polygon.
- The center of the quaternion group $Q_{8}=\{1,-1, i,-i, j,-j, k,-k\}$ is $\{1,-1\}$.
- The center of the symmetric group $S_{n}$ is trivial for $n \geq 3$.
- The center of the alternating group $A_{n}$ is trivial for $n \geq 4$.
- The center of the general linear group $\mathrm{GL}_{n}(F)$ is the collection of scalar matrices $\left\{s I_{n} \mid s \in F \backslash\{0\}\right\}$.
- The center of the orthogonal group $O(n, F)$ is $\left\{I_{n},-I_{n}\right\}$.
- The center of the multiplicative group of non-zero quaternions is the multiplicative group of non-zero real numbers.
- Using the class equation one can prove that the center of any non-trivial finite p-group is non-trivial.
- If the quotient group $G / Z(G)$ is cyclic, G is abelian (and so $\mathrm{G}=\mathrm{Z}(\mathrm{G})$, and $G / Z(G)$ is trivial).
- The quotient group $G / Z(G)$ is not isomorphic to the quaternion group $Q_{8}$.


## Higher centers

Quotienting out by the center of a group yields a sequence of groups called the upper central series:

$$
G_{0}=G \rightarrow G_{1}=G_{0} / Z\left(G_{0}\right) \rightarrow G_{2}=G_{1} / Z\left(G_{1}\right) \rightarrow \cdots
$$

The kernel of the map $G \rightarrow G_{i}$ is the $\boldsymbol{i t h}$ center of $G$ (second center, third center, etc.), and is denoted $Z^{i}(G)$. Concretely, the $(i+1)$-st center are the terms that commute with all elements up to an element of the $i$ th center. Following this definition, one can define the 0th center of a group to be the identity subgroup. This can be continued to transfinite ordinals by transfinite induction; the union of all the higher centers is called the hypercenter. ${ }^{\text {[2] }}$ The ascending chain of subgroups

$$
1 \leq Z(G) \leq Z^{2}(G) \leq \cdots
$$

stabilizes at $i$ (equivalently, $Z^{i}(G)=Z^{i+1}(G)$ ) if and only if $G_{i}$ is centerless.

## Examples

- For a centerless group, all higher centers are zero, which is the case $Z^{0}(G)=Z^{1}(G)$ of stabilization.
- By Grün's lemma, the quotient of a perfect group by its center is centerless, hence all higher centers equal the center. This is a case of stabilization at $Z^{1}(G)=Z^{2}(G)$.


## Notes

[1] The notation $Z$ is from German Zentrum, meaning "center".
[2] This union will include transfinite terms if the UCS does not stabilize at a finite stage.

## Centralizer and normalizer

In group theory, the centralizer of a subset $S$ of a group $G$ is the set of elements of $G$ that commute with each element of $S$, and the normalizer of $S$ is the set of elements of $G$ that commute with $S$ "as a whole". The centralizer and normalizer of $S$ are subgroups of $G$, and can provide insight into the structure of $G$.

The definitions also apply to monoids and semigroups.
In ring theory, the centralizer of a subset of a ring is defined with respect to the semigroup (multiplication) operation of the ring. The centralizer of a subset of a ring $R$ is a subring of $R$. This article also deals with centralizers and normalizers in Lie algebra.

The idealizer in a semigroup or ring is another construction that is in the same vein as the centralizer and normalizer.

## Definitions

Groups and semigroups
The centralizer of a subset $S$ of group (or semigroup) $G$ is defined to be ${ }^{[1]}$

$$
\mathrm{C}_{G}(S)=\{g \in G \mid s g=g s \text { for all } s \in S\}
$$

Sometimes if there is no ambiguity about the group in question, the $G$ is suppressed from the notation entirely. When $S=\{a\}$ is a singleton set, then $C_{G}(\{a\})$ can be abbreviated to $C_{G}(a)$. Another less common notation for the centralizer is $Z(a)$, which parallels the notation for the center of a group. With this latter notation, one must be careful to avoid confusion between the center of a group $G, \mathrm{Z}(G)$, and the centralizer of an element $g$ in $G$, given by $\mathrm{Z}(g)$.
The normalizer of $S$ in the group (or semigroup) $G$ is defined to be

$$
\mathrm{N}_{G}(S)=\{g \in G \mid S g=g S\}
$$

The definitions are similar but not identical. If $g$ is in the centralizer of $S$ and $s$ is in $S$, then it must be that $g s=s g$, however if $g$ is in the normalizer, $g s=t g$ for some $t$ in $S$, potentially different from $s$. The same conventions mentioned previously about suppressing $G$ and suppressing braces from singleton sets also apply to the normalizer notation. The normalizer should not be confused with the normal closure.

Rings, algebras, Lie rings and Lie algebras
If $R$ is a ring or an algebra, and $S$ is is a subset of the ring, then the centralizer of $S$ is exactly as defined for groups, with $R$ in the place of $G$.
If $\mathfrak{L}$ is a Lie algebra (or Lie ring) with Lie product $[x, y]$, then the centralizer of a subset $S$ of $\mathfrak{L}$ is defined to be ${ }^{[2]}$

$$
\mathrm{C}_{\mathfrak{L}}(S)=\{x \in \mathfrak{L} \mid[x, s]=0 \text { for all } s \in S\}
$$

The definition of centralizers for Lie rings is linked to the definition for rings in the following way. If $R$ is an associative ring, then $R$ can be given the bracket product $[x, y]=x y-y x$. Of course then $x y=y x$ if and only if $[x, y]=0$. If we denote the set $R$ with the bracket product as $L_{R}$, then clearly the ring centralizer of $S$ in $R$ is equal to the Lie ring centralizer of $S$ in $L_{R}$.
The normalizer of a subset $S$ of a Lie algebra (or Lie ring) $\mathfrak{L}$ is given by ${ }^{[2]}$

$$
\mathrm{N}_{\mathfrak{L}}(S)=\{x \in \mathfrak{L} \mid[x, s] \in S \text { for all } s \in S\}
$$

While this is the standard usage of the term "normalizer" in Lie algebra, it should be noted that this construction is actually the idealizer of the set $S$ in $\mathfrak{L}$. If $S$ is an additive subgroup of $\mathfrak{L}$, then $\mathbf{N}_{\mathfrak{L}}(S)$ is the largest Lie subring (or Lie subalgebra, as the case may be) in which $S$ is a Lie ideal ${ }^{[3]}$.

## Properties

Groups ${ }^{[4]}$

- The centralizer and normalizer of $S$ are both subgroups of $G$.
- Clearly, $\mathbf{C}_{G}(\mathbf{S}) \subseteq \mathbf{N}_{G}(\mathbf{S})$. In fact, $\mathbf{C}_{G}(S)$ is always a normal subgroup of $\mathbf{N}_{G}(S)$.
- $\mathbf{C}_{G}\left(\mathbf{C}_{G}(\mathbf{S})\right)$ contains $S$, but $\mathbf{C}_{G}(\mathbf{S})$ need not contain $S$. Containment will occur if $s t=t s$ for every $s$ and $t$ in $S$. Naturally then if $H$ is an abelian subgroup of $G, \mathbf{C}_{G}(\mathrm{H})$ contains $H$.
- If $S$ is a subsemigroup of $G$, then $\mathbf{N}_{G}(\mathrm{~S})$ contains $S$.
- If $H$ is a subgroup of $G$, then the largest subgroup in which $H$ is normal is the subgroup $\mathbf{N}_{G}(\mathrm{H})$.
- A subgroup $H$ of a group $G$ is called a self-normalizing subgroup of $G$ if $\mathbf{N}_{G}(H)=H$.
- The center of $G$ is exactly $\mathbf{C}_{G}(\mathbf{G})$ and $G$ is an abelian group if and only if $\mathrm{C}_{G}(\mathrm{G})=\mathrm{Z}(G)=G$.
- For singleton sets, $\mathbf{C}_{G}(a)=\mathbf{N}_{G}(a)$.
- By symmetry, if $S$ and $T$ are two subsets of $G, T \subseteq \mathbf{C}_{G}(S)$ if and only if $S \subseteq \mathbf{C}_{G}(T)$.
- For a subgroup $H$ of group $G$, the $\mathbf{N} / \mathbf{C}$ theorem states that the factor group $\mathbf{N}_{G}(H) / \mathbf{C}_{G}(H)$ is isomorphic to a subgroup of $\operatorname{Aut}(H)$, the automorphism group of $H$. Since $\mathbf{N}_{G}(G)=G$ and $\mathbf{C}_{G}(G)=\mathrm{Z}(G)$, the $\mathrm{N} / \mathrm{C}$ theorem also implies that $G / Z(G)$ is isomorphic to $\operatorname{Inn}(G)$, the subgroup of $\operatorname{Aut}(G)$ consisting of all inner automorphisms of $G$.
- If we define a group homomorphism $T: G \rightarrow \operatorname{Inn}(G)$ by $T(x)(g)=T_{x}(g)=x g x^{-1}$, then we can describe $\mathbf{N}_{G}(S)$ and $\mathbf{C}_{G}(S)$ in terms of the group action of $\operatorname{Inn}(G)$ on $G$ : the stabilizer of $S \operatorname{in} \operatorname{Inn}(G)$ is $T\left(\mathbf{N}_{G}(S)\right)$, and the subgroup of $\operatorname{Inn}(G)$ fixing $S$ is $T\left(\mathbf{C}_{G}(S)\right)$.
Rings and algebras ${ }^{[2]}$
- Centralizers in rings and algebras are subrings and subalgebras, respectively, and centralizers in Lie rings and Lie algebras are Lie subrings and Lie subalgebras, respectively.
- The normalizer of $S$ in a Lie ring contains the centralizer of $S$.
- $\mathbf{C}_{R}\left(\mathbf{C}_{R}(S)\right)$ contains $S$ but is not necessarily equal. The double centralizer theorem deals with situations where equality occurs.
- If $S$ is an additive subgroup of a Lie ring $A$, then $\mathbf{N}_{A}(S)$ is the largest Lie subring of $A$ in which $S$ is a Lie ideal.
- If $S$ is a Lie subring of a Lie ring $A$, then $S \subseteq \mathbf{N}_{A}(S)$.


## Notes

[1] Jacobson (2009), p. 41
[2] Jacobson 1979, p. 28.
[3] Jacobson 1979, p. 57.
[4] Isaacs 2009, Chapters 1-3.
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## Characteristic subgroup

In mathematics, particularly in the area of abstract algebra known as group theory, a characteristic subgroup is a subgroup that is invariant under all automorphisms of the parent group. ${ }^{[1][2]}$ Because conjugation is an automorphism, every characteristic subgroup is normal, though not every normal subgroup is characteristic. Examples of characteristic subgroups include the commutator subgroup and the center of a group.

## Definitions

A characteristic subgroup of a group $G$ is a subgroup $H$ that is invariant under each automorphism of $G$. That is,

$$
\varphi(H)=H
$$

for every automorphism $\varphi$ of $G$ (where $\varphi(H)$ denotes the image of $H$ under $\varphi$ ).
The statement " $H$ is a characteristic subgroup of $G$ " is written

## $H$ char $G$.

## Characteristic vs. normal

If $G$ is a group, and $g$ is a fixed element of $G$, then the conjugation map

$$
x \mapsto g x g^{-1}
$$

is an automorphism of $G$ (known as an inner automorphism). A subgroup of $G$ that is invariant under all inner automorphisms is called normal. Since a characteristic subgroup is invariant under all automorphisms, every characteristic subgroup is normal.

Not every normal subgroup is characteristic. Here are several examples:

- Let $H$ be a group, and let $G$ be the direct product $H \times H$. Then the subgroups $\{1\} \times H$ and $H \times\{1\}$ are both normal, but neither is characteristic. In particular, neither of these subgroups is invariant under the automorphism $(x, y) \rightarrow(y, x)$ that switches the two factors.
- For a concrete example of this, let $V$ be the Klein four-group (which is isomorphic to the direct product $\mathbf{Z}_{2} \times \mathbf{Z}_{2}$ ). Since this group is abelian, every subgroup is normal; but every permutation of the three non-identity elements is an automorphism of $V$, so the three subgroups of order 2 are not characteristic. Here $V=\{e, a, b, a b\}$ Consider $\mathrm{H}=\{\mathrm{e}, \mathrm{a}\}$ and consider the automorphism $T(e)=e, T(a)=b, T(b)=a, T(a b)=a b$.Then $T(H)$ is not contained in $H$.
- In the quaternion group of order 8, each of the cyclic subgroups of order 4 is normal, but none of these are characteristic. However, the subgroup $\{1,-1\}$ is characteristic, since it is the only subgroup of order 2 .

Note: If $H$ is the unique subgroup of a group $G$, then $H$ is characteristic in $G$.

- If $n$ is even, the dihedral group of order $2 n$ has three subgroups of index two, all of which are normal. One of these is the cyclic subgroup, which is characteristic. The other two subgroups are dihedral; these are permuted by an outer automorphism of the parent group, and are therefore not characteristic.
- "Normality" is not transitive but Characteristic is transitive. If $H$ Char $K$ and $K$ normal in $G$ then $H$ normal in $G$.


## Comparison to other subgroup properties

## Distinguished subgroups

A related concept is that of a distinguished subgroup. In this case the subgroup $H$ is invariant under the applications of surjective endomorphisms. For a finite group this is the same, because surjectivity implies injectivity, but not for an infinite group: a surjective endomorphism is not necessarily an automorphism.

## Fully invariant subgroups

For an even stronger constraint, a fully characteristic subgroup (also called a fully invariant subgroup) $H$ of a group $G$ is a group remaining invariant under every endomorphism of $G$; in other words, if $f: G \rightarrow G$ is any homomorphism, then $f(H)$ is a subgroup of $H$.

## Verbal subgroups

An even stronger constraint is verbal subgroup, which is the image of a fully invariant subgroup of a free group under a homomorphism.

## Containments

Every subgroup that is fully characteristic is certainly distinguished and therefore characteristic; but a characteristic or even distinguished subgroup need not be fully characteristic.

The center of a group is easily seen to always be a distinguished subgroup, but it is not always fully characteristic. The finite group of order $12, \operatorname{Sym}(3) \times \mathbf{Z} / 2 \mathbf{Z}$ has a homomorphism taking $(\pi, y)$ to $\left((1,2)^{y}, 0\right)$ which takes the center $1 \times \mathbf{Z} / 2 \mathbf{Z}$ into a subgroup of $\operatorname{Sym}(3) \times 1$, which meets the center only in the identity.

The relationship amongst these subgroup properties can be expressed as:

$$
\begin{aligned}
& \text { subgroup } \Leftarrow \text { normal subgroup } \Leftarrow \text { characteristic subgroup } \Leftarrow \text { distinguished subgroup } \Leftarrow \text { fully characteristic } \\
& \text { subgroup } \Leftarrow \text { verbal subgroup }
\end{aligned}
$$

## Examples

## Finite example

Consider the group $G=\mathrm{S}_{3} \times \mathrm{Z}_{2}$ (the group of order 12 which is the direct product of the symmetric group of order 6 and a cyclic group of order 2). The center of $G$ is its second factor $Z_{2}$. Note that the first factor $\mathrm{S}_{3}$ contains subgroups isomorphic to $\mathrm{Z}_{2}$, for instance \{identity,(12)\}; let $f: \mathrm{Z}_{2} \rightarrow \mathrm{~S}_{3}$ be the morphism mapping $\mathrm{Z}_{2}$ onto the indicated subgroup. Then the composition of the projection of $G$ onto its second factor $\mathrm{Z}_{2}$, followed by $f$, followed by the inclusion of $\mathrm{S}_{3}$ into $G$ as its first factor, provides an endomorphism of $G$ under which the image of the center $\mathrm{Z}_{2}$ is not contained in the center, so here the center is not a fully characteristic subgroup of $G$.

## Cyclic groups

Every subgroup of a cyclic group is characteristic.

## Subgroup functors

The derived subgroup (or commutator subgroup) of a group is a verbal subgroup. The torsion subgroup of an abelian group is a fully invariant subgroup.

## Transitivity

The property of being characteristic or fully characteristic is transitive; if $H$ is a (fully) characteristic subgroup of $K$, and $K$ is a (fully) characteristic subgroup of $G$, then $H$ is a (fully) characteristic subgroup of $G$.
Moreover, while it is not true that every normal subgroup of a normal subgroup is normal, it is true that every characteristic subgroup of a normal subgroup is normal. Similarly, while it is not true that every distinguished subgroup of a distinguished subgroup is distinguished, it is true that every fully characteristic subgroup of a distinguished subgroup is distinguished.

## Map on Aut and End

If $H$ char $G$., then every automorphism of $G$ induces an automorphism of the quotient group $G / H$, which yields a map Aut $G \rightarrow$ Aut $G / H$.
If $H$ is fully characteristic in $G$, then analogously, every endomorphism of $G$ induces an endomorphism of $G / H$, which yields a map End $G \rightarrow$ End $G / H$.

## References
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[2] Lang, Serge (2002). Algebra. Graduate Texts in Mathematics. Springer. ISBN 0-387-95385-X.

## Commutator

In mathematics, the commutator gives an indication of the extent to which a certain binary operation fails to be commutative. There are different definitions used in group theory and ring theory.

## Group theory

The commutator of two elements, $g$ and $h$, of a group $G$, is the element

$$
[g, h]=g^{-1} h^{-1} g h
$$

It is equal to the group's identity if and only if $g$ and $h$ commute (i.e., if and only if $g h=h g$ ). The subgroup of $G$ generated by all commutators is called the derived group or the commutator subgroup of $G$. Note that one must consider the subgroup generated by the set of commutators because in general the set of commutators is not closed under the group operation. Commutators are used to define nilpotent and solvable groups.
N.B. The above definition of the commutator is used by group theorists. Many other mathematicians define the commutator as

$$
[g, h]=g h g^{-1} h^{-1}
$$

## Identities

Commutator identities are an important tool in group theory, (McKay 2000, p.4). The expression $a^{x}$ denotes the conjugate of $a$ by $x$, defined as $x^{-1} a x$.

1. $x^{y}=x[x, y]$.
2. $[y, x]=[x, y]^{-1}$.
3. $[x, z y]=[x, y] \cdot[x, z]^{y}$ and $[x z, y]=[x, y]^{z} \cdot[z, y]$.
4. $\left[x, y^{-1}\right]=[y, x]^{y^{-1}}$ and $\left[x^{-1}, y\right]=[y, x]^{x^{-1}}$.
5. $\left[\left[x, y^{-1}\right], z\right]^{y} \cdot\left[\left[y, z^{-1}\right], x\right]^{z} \cdot\left[\left[z, x^{-1}\right], y\right]^{x}=1$ and $\left[[x, y], z^{x}\right] \cdot\left[[z, x], y^{z}\right] \cdot\left[[y, z], x^{y}\right]=1$.

Identity 5 is also known as the Hall-Witt identity. It is a group-theoretic analogue of the Jacobi identity for the ring-theoretic commutator (see next section).
N.B. The above definition of the conjugate of $a$ by $x$ is used by group theorists. Many other mathematicians define the conjugate of $a$ by $x$ as $x a x^{-1}$. This is often written ${ }^{x} a$. Similar identities hold for these conventions.
A wide range of identities are used that are true modulo certain subgroups. These can be particularly useful in the study of solvable groups and nilpotent groups. For instance, in any group second powers behave well

$$
(x y)^{2}=x^{2} y^{2}[y, x][[y, x], y]
$$

If the derived subgroup is central, then

$$
(x y)^{n}=x^{n} y^{n}[y, x]^{\binom{n}{2}}
$$

## Ring theory

The commutator of two elements $a$ and $b$ of a ring or an associative algebra is defined by

$$
[a, b]=a b-b a .
$$

It is zero if and only if $a$ and $b$ commute. In linear algebra, if two endomorphisms of a space are represented by commuting matrices with respect to one basis, then they are so represented with respect to every basis. By using the commutator as a Lie bracket, every associative algebra can be turned into a Lie algebra. The commutator of two operators defined on a Hilbert space is an important concept in quantum mechanics since it measures how well the two observables described by the operators can be measured simultaneously. The uncertainty principle is ultimately
a theorem about these commutators via the Robertson-Schrödinger relation.

## Identities

The commutator has the following properties:
Lie-algebra relations:

- $[A, A]=0$
- $[A, B]=-[B, A]$
- $[A,[B, C]]+[B,[C, A]]+[C,[A, B]]=0$

The second relation is called anticommutativity, while the third is the Jacobi identity.
Additional relations:

- $[A, B C]=[A, B] C+B[A, C]$
- $[A B, C]=A[B, C]+[A, C] B$
- $[A B C, D]=A B[C, D]+A[B, D] C+[A, D] B C$
- $[A B, C D]=A[B, C D]+[A, C D] B=A[B, C] D+A C[B, D]+[A, C] D B+C[A, D] B$
- $[[[A, B], C], D]+[[[B, C], D], A]+[[[C, D], A], B]+[[[D, A], B], C]=[[A, C],[B, D]]$
- $[A B, C]=A\{B, C\}-\{A, C\} B$, where $\{\mathrm{A}, \mathrm{B}\}=\mathrm{AB}+\mathrm{BA}$ is the anticommutator defined below

If $A$ is a fixed element of a ring $\mathfrak{R}$, the first additional relation can also be interpreted as a Leibniz rule for the map $D_{A}: R \rightarrow R$ given by $B \mapsto[A, B]$. In other words: the map $D_{A}$ defines a derivation on the ring $\mathfrak{\Re}$.

The following identity involving nested commutators, underlying the Campbell-Baker-Hausdorff expansion, is also useful:

- $e^{A} B e^{-A}=B+[A, B]+\frac{1}{2!}[A,[A, B]]+\frac{1}{3!}[A,[A,[A, B]]]+\cdots \equiv e^{a d(A)} B$.


## Graded rings and algebras

When dealing with graded algebras, the commutator is usually replaced by the graded commutator, defined in homogeneous components as $[\omega, \eta]_{g r}:=\omega \eta-(-1)^{\operatorname{deg} \omega \operatorname{deg} \eta} \eta \omega$.

## Derivations

Especially if one deals with multiple commutators, another notation turns out to be useful involving the adjoint representation:

$$
\operatorname{ad}(x)(y)=[x, y] .
$$

Then $\operatorname{ad}(x)$ is a derivation and adis linear, i.e., $\operatorname{ad}(x+y)=\operatorname{ad}(x)+\operatorname{ad}(y)$ and $\operatorname{ad}(\lambda x)=\lambda \operatorname{ad}(x)$, and a Lie algebra homomorphism, i.e., $\operatorname{ad}([x, y])=[\operatorname{ad}(x), \operatorname{ad}(y)]$, but it is not always an algebra homomorphism, i.e. the identity $\operatorname{ad}(x y)=\operatorname{ad}(x) \operatorname{ad}(y)$ does not hold in general.

Examples:

- $\operatorname{ad}(x) \operatorname{ad}(x)(y)=[x,[x, y]]$
- $\operatorname{ad}(x) \operatorname{ad}(a+b)(y)=[x,[a+b, y]]$.


## Anticommutator

The anticommutator of two elements $a$ and $b$ of a ring or an associative algebra is defined by

$$
\{a, b\}=a b+b a .
$$

Sometimes the brackets [ ] are also used. ${ }^{[1]}$ The anticommutator is used less often than the commutator, but can be used for example to define Clifford algebras and Jordan algebras.

## References

[1] Quantum Field Theory, D. McMahon, Mc Graw Hill (USA), 2008, ISBN 978-0-07-154382-8

- Griffiths, David J. (2004), Introduction to Quantum Mechanics (2nd ed.), Prentice Hall, ISBN 0-13-805326-X
- Liboff, Richard L. (2002), Introductory Quantum Mechanics, Addison-Wesley, ISBN 0-8053-8714-5
- McKay, Susan (2000), Finite p-groups, Queen Mary Maths Notes, 18, University of London, ISBN 978-0-902480-17-9, MR1802994


## External links

- More commutator relations with proofs. (http://physics.bulling.se/commutator_relations.pdf)


## Composition series

In abstract algebra, a composition series provides a way to break up an algebraic structure, such as a group or a module, into simple pieces. The need for considering composition series in the context of modules arises from the fact that many naturally occurring modules are not semisimple, hence cannot be decomposed into a direct sum of simple modules. A composition series of a module $M$ is a finite increasing filtration of $M$ by submodules such that the successive quotients are simple and serves as a replacement of the direct sum decomposition of $M$ into its simple constituents.

A composition series may not even exist, and when it does, it need not be unique. Nevertheless, a group of results known under the general name Jordan-Hölder theorem asserts that whenever composition series exist, the isomorphism classes of simple pieces (although, perhaps, not their location in the composition series in question) and their multiplicities are uniquely determined. Composition series may thus be used to define invariants of finite groups and Artinian modules.

A related but distinct concept is a chief series: a composition series is a maximal subnormal series, while a chief series is a maximal normal series.

## For groups

If a group $G$ has a normal subgroup $N$, then the factor group $G / N$ may be formed, and some aspects of the study of the structure of $G$ may be broken down by studying the "smaller" groups $G / N$ and $N$. If $G$ has no normal subgroup that is different from $G$ and from the trivial group, then $G$ is a simple group. Otherwise, the question naturally arises as to whether $G$ can be reduced to simple "pieces", and if so, are there any unique features of the way this can be done?

More formally, a composition series of a group $G$ is a subnormal series

$$
1=H_{0} \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{n}=G
$$

with strict inclusions, such that each $H_{i}$ is a maximal normal subgroup of $H_{i+1}$. Equivalently, a composition series is a subnormal series such that each factor group $H_{i+1} / H_{i}$ is simple. The factor groups are called composition factors.

A subnormal series is a composition series if and only if it is of maximal length. That is, there are no additional subgroups which can be "inserted" into a composition series. The length $n$ of the series is called the composition length.

If a composition series exists for a group $G$, then any subnormal series of $G$ can be refined to a composition series, informally, by inserting subgroups into the series up to maximality. Every finite group has a composition series, but not every infinite group has one. For example, the infinite cyclic group has no composition series.

## Uniqueness: Jordan-Hölder theorem

A group may have more than one composition series. However, the Jordan-Hölder theorem (named after Camille Jordan and Otto Hölder) states that any two composition series of a given group are equivalent. That is, they have the same composition length and the same composition factors, up to permutation and isomorphism. This theorem can be proved using the Schreier refinement theorem. The Jordan-Hölder theorem is also true for transfinite ascending composition series, but not transfinite descending composition series (Birkhoff 1934).
Transfinite ascending composition series are related to the concept of hypertranssimplicity (Sharipov 2009). A group is called hypertranssimple if it has no ascending subnormal series (neither finite nor transfinite ) other than the trivial series of the length one.

## Example

For a cyclic group of order $n$, composition series correspond to ordered prime factorizations of $n$, and in fact yields a proof of the fundamental theorem of arithmetic.

For example, the cyclic group $C_{12}$ has

$$
\begin{aligned}
& C_{1} \triangleleft C_{2} \triangleleft C_{6} \triangleleft C_{12}, \\
& C_{1} \triangleleft C_{2} \triangleleft C_{4} \triangleleft C_{12}, \\
& C_{1} \triangleleft C_{3} \triangleleft C_{6} \triangleleft C_{12}
\end{aligned}
$$

as different composition series. The sequences of composition factors obtained in the respective cases are

$$
\begin{aligned}
& C_{2}, C_{3}, C_{2} \\
& C_{2}, C_{2}, C_{3} \text { and } \\
& C_{3}, C_{2}, C_{2}
\end{aligned}
$$

## For modules

The definition of composition series for modules restricts all attention to submodules, ignoring all additive subgroups that are not submodules. Given a ring $R$ and an $R$-module $M$, a composition series for $M$ is a series of submodules

$$
\{0\}=J_{0} \subset \cdots \subset J_{n}=M
$$

where all inclusions are strict and $J_{k}$ is a maximal submodule of $J_{k+1}$ for each $k$. As for groups, if $M$ has a composition series at all, then any finite strictly increasing series of submodules of $M$ may be refined to a composition series, and any two composition series for $M$ are equivalent. In that case, the (simple) quotient modules $J_{k+l} / J_{k}$ are known as the composition factors of $M$, and the Jordan-Hölder theorem holds, ensuring that the number of occurrences of each isomorphism type of simple $R$-module as a composition factor does not depend on the choice of composition series.
It is well known ${ }^{[1]}$ that a module has a finite composition series if and only if it is both an Artinian module and a Noetherian module. If $R$ is an Artinian ring, then every finitely generated $R$-module is Artinan and Noetherian, and thus has a finite composition series. In particular, for any field $K$, any finite-dimensional module for a finite-dimensional algebra over $K$ has a composition series, unique up to equivalence.

## Generalization

Groups with a set of operators generalize group actions and ring actions on an group. A unified approach to both groups and modules can be followed as in (Isaacs 1994, Ch. 10), simplifying some of the exposition. The group $G$ is viewed as being acted upon by elements (operators) from a set $\Omega$. Attention is restricted entirely to subgroups invariant under the action of elements from $\Omega$, called $\Omega$ - subgroups. Thus $\Omega$-composition series must use only $\Omega$ subgroups, and $\Omega$-composition factors need only be $\Omega$-simple. The standard results above, such as the Jordan-Hölder theorem, are established with nearly identitical proofs.

The special cases recovered include when $\Omega=G$ so that $G$ is acting on itself. An important example of this is when elements of $G$ act by conjugation, so that the set of operators consists of the inner automorphisms. A composition series under this action is exactly a chief series. Module structures are a case of $\Omega$-actions where $\Omega$ is a ring and some additional axioms are satisfied.

## For objects in an abelian category

A composition series of an object $A$ in an abelian category is a sequence of subobjects

$$
A=X_{0} \supsetneq X_{1} \supsetneq \cdots \supsetneq X_{n}=0
$$

such that each quotient object $X_{i} / X_{i+1}$ is simple (for $0 \leq i<n$ ). If $A$ has a composition series, the integer $n$ only depends on $A$ and is called the length of $A .{ }^{[2]}$

## Notes

[1] Isaacs 1994, p. 146.
[2] Kashiwara \& Schapira 2006, exercise 8.20
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## Conjugacy class

In mathematics, especially group theory, the elements of any group may be partitioned into conjugacy classes; members of the same conjugacy class share many properties, and study of conjugacy classes of non-abelian groups reveals many important features of their structure. ${ }^{[1][2]}$ In all abelian groups every conjugacy class is a set containing one element (singleton set).

Functions that are constant for members of the same conjugacy class are called class functions.

## Definition

Suppose $G$ is a group. Two elements $a$ and $b$ of $G$ are called conjugate if there exists an element $g$ in $G$ with

$$
g a g^{-1}=b
$$

(In linear algebra, this is referred to as similarity of matrices.)
It can be readily shown that conjugacy is an equivalence relation and therefore partitions $G$ into equivalence classes. (This means that every element of the group belongs to precisely one conjugacy class, and the classes $\mathrm{Cl}(a)$ and $\mathrm{Cl}(b)$ are equal if and only if $a$ and $b$ are conjugate, and disjoint otherwise.) The equivalence class that contains the element $a$ in $G$ is

$$
\mathrm{Cl}(a)=\left\{g a g^{-1}: g \in G\right\}
$$

and is called the conjugacy class of $a$. The class number of $G$ is the number of distinct (nonequivalent) conjugacy classes.

Conjugacy classes may be referred to by describing them, or more briefly by abbreviations such as " 6 A ", meaning "a certain conjugacy class of order 6 elements", and " 6 B " would be a different conjugacy class of order 6 elements; the conjugacy class 1 A is the conjugacy class of the identity. In some cases, conjugacy classes can be described in a uniform way - for example, in the symmetric group they can be described by cycle structure.

## Examples

The symmetric group $S_{3}$, consisting of all 6 permutations of three elements, has three conjugacy classes:

- no change ( $\mathrm{abc} \rightarrow \mathrm{abc}$ )
- interchanging two (abc $\rightarrow \mathrm{acb}, \mathrm{abc} \rightarrow \mathrm{bac}, \mathrm{abc} \rightarrow \mathrm{cba}$ )
- a cyclic permutation of all three $(a b c \rightarrow b c a, a b c \rightarrow c a b)$

The symmetric group $S_{4}$, consisting of all 24 permutations of four elements, has five conjugacy classes, listed with their cycle structures and orders:

- (1) $)_{4}$ : no change ( 1 element)
- (2): interchanging two (6 elements)
- (3): a cyclic permutation of three (8 elements)
- (4): a cyclic permutation of all four (6 elements)
- (2)(2): interchanging two, and also the other two (3 elements)

In general, the number of conjugacy classes in the symmetric group $S_{\mathrm{n}}$ is equal to the number of integer partitions of $n$. This is because each conjugacy class corresponds to exactly one partition of $\{1,2, \ldots, n\}$ into cycles, up to permutation of the elements of $\{1,2, \ldots, n\}$.

See also the proper rotations of the cube, which can be characterized by permutations of the body diagonals.

## Properties

- The identity element is always in its own class, that is $\mathrm{Cl}(e)=\{e\}$
- If $G$ is abelian, then $g a g^{-1}=a$ for all $a$ and $g$ in $G$; $\operatorname{so~} \mathrm{Cl}(a)=\{a\}$ for all $a$ in $G$; the concept is therefore not very useful in the abelian case. The failure of this thus gives us an idea in what degree the group is nonabelian.
- If two elements $a$ and $b$ of $G$ belong to the same conjugacy class (i.e., if they are conjugate), then they have the same order. More generally, every statement about $a$ can be translated into a statement about $b=g a g^{-1}$, because the map $\varphi(x)=g x g^{-1}$ is an automorphism of $G$.
- An element $a$ of $G$ lies in the center $\mathrm{Z}(G)$ of $G$ if and only if its conjugacy class has only one element, $a$ itself. More generally, if $\mathrm{C}_{G}(a)$ denotes the centralizer of $a$ in $G$, i.e., the subgroup consisting of all elements $g$ such that $g a=a g$, then the index $\left[G: \mathrm{C}_{G}(a)\right]$ is equal to the number of elements in the conjugacy class of $a$ (by the orbit-stabilizer theorem).
- If $a$ and $b$ are conjugate, then so are powers of them, $a^{k}$ and $b^{k}$ - thus taking $k$ th powers gives a map on conjugacy classes, and one may speak of which conjugacy classes a given conjugacy class "powers up" into. For example, in the symmetric group, the square of an element of type (3)(2) (a 3-cycle and a 2 -cycle) is an element of type (3), while the cube is an element of type (2), so the class (3)(2) powers up into the classes (3) and (2).


## Conjugacy class equation

If $G$ is a finite group, then for any group element $a$, the elements in the conjugacy class of $a$ are in one-to-one correspondence with cosets of the centralizer $C_{G}(a)$. This can be seen by observing that any two elements $b$ and $c$ belonging to the same coset (and hence, $b=c z$ for some $z$ in the centralizer $C_{G}(a)$ ) give rise to the same element when conjugating $a$ : $b a b^{-1}=c z a(c z)^{-1}=c z a z^{-1} c^{-1}=c z z^{-1} a c^{-1}=c a c^{-1}$.

Thus the number of elements in the conjugacy class of $a$ is the index $\left[G: C_{G}(a)\right]$ of the centralizer $C_{G}(a)$ in $G$. Thus the size of each conjugacy class is a divisor of the order of the group.

Furthermore, if we choose a single representative element $x_{i}$ from every conjugacy class, we infer from the disjointedness of the conjugacy classes that $|G|=\sum_{i}\left[G: C_{G}\left(x_{i}\right)\right]$, where $C_{G}\left(x_{i}\right)$ is the centralizer of the element $x_{i}$. Observing that each element of the center $\mathrm{Z}(G)$ forms a conjugacy class containing just itself gives rise to the following important class equation: ${ }^{[3]}$

$$
|G|=|\mathrm{Z}(G)|+\sum_{i}\left[G: C_{G}\left(x_{i}\right)\right]
$$

where the second sum is over a representative element from each conjugacy class that is not in the center.
Knowledge of the divisors of the group order $|G|$ can often be used to gain information about the order of the center or of the conjugacy classes.

## Example

Consider a finite $p$-group $G$ (that is, a group with order $p^{n}$, where $p$ is a prime number and $n>0$ ). We are going to prove that: every finite p-group has a non-trivial center.

Since the order of any conjugacy class of $G$ must divide the order of $G$, it follows that each conjugacy class $H_{i}$ also has order some power of $p^{\left(k_{i}\right)}$, where $0<k_{i}<n$. But then the class equation requires that $|G|=p^{n}=|\mathrm{Z}(G)|+\sum_{i}\left(p^{\left(k_{i}\right)}\right)$. From this we see that $p$ must divide $|\mathrm{Z}(G)|$, so $|\mathrm{Z}(G)|>1$.

## Conjugacy of subgroups and general subsets

More generally, given any subset $S$ of $G$ ( $S$ not necessarily a subgroup), we define a subset $T$ of $G$ to be conjugate to $S$ if and only if there exists some $g$ in $G$ such that $T=g S g^{-1}$. We can define $\mathbf{C l}(\boldsymbol{S})$ as the set of all subsets $T$ of $G$ such that $T$ is conjugate to $S$.

A frequently used theorem is that, given any subset $S$ of $G$, the index of $\mathrm{N}(S)$ (the normalizer of $S$ ) in $G$ equals the order of $\mathrm{Cl}(S)$ :

$$
|\mathrm{Cl}(S)|=[G: \mathrm{N}(S)]
$$

This follows since, if $g$ and $h$ are in $G$, then $g S g^{-1}=h S h^{-1}$ if and only if $g^{-1} h$ is in $\mathrm{N}(S)$, in other words, if and only if $g$ and $h$ are in the same coset of $\mathrm{N}(S)$.

Note that this formula generalizes the one given earlier for the number of elements in a conjugacy class (let $S=\{a\}$ ).
The above is particularly useful when talking about subgroups of $G$. The subgroups can thus be divided into conjugacy classes, with two subgroups belonging to the same class if and only if they are conjugate. Conjugate subgroups are isomorphic, but isomorphic subgroups need not be conjugate (for example, an abelian group may have two different subgroups which are isomorphic, but they are never conjugate).

## Conjugacy as group action

If we define

$$
g \cdot x=g x g^{-1}
$$

for any two elements $g$ and $x$ in $G$, then we have a group action of $G$ on $G$. The orbits of this action are the conjugacy classes, and the stabilizer of a given element is the element's centralizer. ${ }^{[4]}$
Similarly, we can define a group action of $G$ on the set of all subsets of $G$, by writing

$$
g . S=g S g^{-1}
$$

or on the set of the subgroups of $G$.

## Geometric interpretation

Conjugacy classes in the fundamental group of a path-connected topological space can be thought of as equivalence classes of free loops under free homotopy.
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## Conjugate closure

In group theory, the conjugate closure of a subset $S$ of a group $G$ is the subgroup of $G$ generated by $S^{G}$, i.e. the closure of $S^{G}$ under the group operation, where $S^{G}$ is the conjugates of the elements of $S$ :

$$
S^{G}=\left\{g^{-1} s g \mid g \in G \text { and } s \in S\right\}
$$

The conjugate closure of $S$ is denoted $\left\langle S^{G}\right\rangle$ or $\langle S\rangle^{G}$.
The conjugate closure of any subset $S$ of a group $G$ is always a normal subgroup of $G$; in fact, it is the smallest (by inclusion) normal subgroup of $G$ which contains $S$. For this reason, the conjugate closure is also called the normal closure of $S$ or the normal subgroup generated by $S$. The normal closure can also be characterized as the intersection of all normal subgroups of $G$ which contain $S$. Any normal subgroup is equal to its normal closure.
The conjugate closure of a singleton subset $\{a\}$ of a group $G$ is a normal subgroup generated by $a$ and all elements of $G$ which are conjugate to $a$. Therefore, any simple group is the conjugate closure of any non-identity group element. The conjugate closure of the empty set $\varnothing$ is the trivial group.

Contrast the normal closure of $S$ with the normalizer of $S$, which is (for $S$ a group) the largest subgroup of $G$ in which $S$ itself is normal. (This need not be normal in the larger group $G$, just as $\langle S\rangle$ need not be normal in its conjugate/normal closure.)
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## Conjugation of isometries in Euclidean space

In a group, the conjugate by $g$ of $h$ is $g h g^{-1}$.

## Translation

If $h$ is a translation, then its conjugate by an isometry can be described as applying the isometry to the translation:

- the conjugate of a translation by a translation is the first translation
- the conjugate of a translation by a rotation is a translation by a rotated translation vector
- the conjugate of a translation by a reflection is a translation by a reflected translation vector

Thus the conjugacy class within the Euclidean group $E(n)$ of a translation is the set of all translations by the same distance.

The smallest subgroup of the Euclidean group containing all translations by a given distance is the set of all translations. Thus this is the conjugate closure of a singleton containing a translation.

Thus $E(n)$ is a semidirect product of the orthogonal group $O(n)$ and the subgroup of translations $T$, and $O(n)$ is isomorphic with the quotient group of $E(n)$ by $T$ :

$$
O(n) \cong E(n) / T
$$

Thus there is a partition of the Euclidean group with in each subset one isometry that keeps the origin fixed, and its combination with all translations.

Each isometry is given by an orthogonal matrix $A$ in $O(n)$ and a vector $b$ :

$$
x \mapsto A x+b
$$

and each subset in the quotient group is given by the matrix $A$ only.

Similarly, for the special orthogonal group $S O(n)$ we have

$$
S O(n) \cong E^{+}(n) / T
$$

## Inversion

The conjugate of the inversion in a point by a translation is the inversion in the translated point, etc.
Thus the conjugacy class within the Euclidean group $E(n)$ of inversion in a point is the set of inversions in all points.
Since a combination of two inversions is a translation, the conjugate closure of a singleton containing inversion in a point is the set of all translations and the inversions in all points. This is the generalized dihedral group dih $\left(R^{n}\right)$.

Similarly $\{I,-I\}$ is a normal subgroup of $O(n)$, and we have:

$$
E(n) / \operatorname{dih}\left(R^{n}\right) \cong O(n) /\{I,-I\}
$$

For odd $n$ we also have:

$$
O(n) \cong S O(n) \times\{I,-I\}
$$

and hence not only

$$
O(n) / S O(n) \cong\{I,-I\}
$$

but also:

$$
O(n) /\{I,-I\} \cong S O(n)
$$

For even $n$ we have:

$$
E^{+}(n) / \operatorname{dih}\left(R^{n}\right) \cong S O(n) /\{I,-I\}
$$

## Rotation

In 3D, the conjugate by a translation of a rotation about an axis is the corresponding rotation about the translated axis, etc.
Thus the conjugacy class within the Euclidean group $E(3)$ of a rotation about an axis is a rotation by the same angle about any axis.
The conjugate closure of a singleton containing a rotation in 3 D is $E^{+}(3)$.
In 2D it is different in the case of a $k$-fold rotation: the conjugate closure contains $k$ rotations (including the identity) combined with all translations.
$E(2)$ has quotient group $O(2) / C_{k}$ and $E^{+}(2)$ has quotient group $S O(2) / C_{k}$. For $k=2$ this was already covered above.

## Reflection

The conjugates of a reflection are reflections with a translated, rotated, and reflected mirror plane. The conjugate closure of a singleton containing a reflection is the whole $E(n)$.

## Rotoreflection

The left and also the right coset of a reflection in a plane combined with a rotation by a given angle about a perpendicular axis is the set of all combinations of a reflection in the same or a parallel plane, combined with a rotation by the same angle about the same or a parallel axis, preserving orientation

## Isometry groups

Two isometry groups are said to be equal up to conjugacy with respect to affine transformations if there is an affine transformation such that all elements of one group are obtained by taking the conjugates by that affine transformation of all elements of the other group. This applies for example for the symmetry groups of two patterns which are both of a particular wallpaper group type. If we would just consider conjugacy with respect to isometries, we would not allow for scaling, and in the case of a parallelogrammetic lattice, change of shape of the parallelogram. Note however that the conjugate with respect to an affine transformation of an isometry is in general not an isometry, although volume (in 2D: area) and orientation are preserved.

## Cyclic groups

Cyclic groups are Abelian, so the conjugate by every element of every element is the latter.
$Z_{m n} / Z_{m} \cong Z_{n}$.
$Z_{m n}$ is the direct product of $Z_{m}$ and $Z_{n}$ if and only if $m$ and $n$ are coprime. Thus e.g. $Z_{12}$ is the direct product of $Z_{3}$ and $Z_{4}$, but not of $Z_{6}$ and $Z_{2}$.

## Dihedral groups

Consider the 2 D isometry point group $D_{n}$. The conjugates of a rotation are the same and the inverse rotation. The conjugates of a reflection are the reflections rotated by any multiple of the full rotation unit. For odd $n$ these are all reflections, for even $n$ half of them.
This group, and more generally, abstract group Dih ${ }_{n}$, has the normal subgroup $\mathrm{Z}_{m}$ for all divisors $m$ of $n$, including $n$ itself.
Additionally, Dih $_{2 n}$ has two normal subgroups isomorphic with Dih $_{n}$. They both contain the same group elements forming the group $Z_{n}$, but each has additionally one of the two conjugacy classes of $\operatorname{Dih}_{2 n} \backslash Z_{2 n}$.
In fact:

$$
\begin{aligned}
& \operatorname{Dih}_{m n} / Z_{n} \cong \operatorname{Dih}_{n} \\
& \operatorname{Dih}_{2 n} / \operatorname{Dih}_{n} \cong Z_{2} \\
& \operatorname{Dih}_{4 n+2} \cong \operatorname{Dih}_{2 n+1} \times Z_{2}
\end{aligned}
$$

## Core (group)

In group theory, a branch of mathematics, a core is any of certain special normal subgroups of a group. The two most common types are the normal core of a subgroup and the $\mathbf{p}$-core of a group.

## The normal core

## Definition

For a group $G$, the normal core of a subgroup $H$ is the largest normal subgroup of $G$ that is contained in $H$ (or equivalently, the intersection of the conjugates of $H$ ). More generally, the core of $H$ with respect to a subset $S \subseteq G$ is the intersection of the conjugates of $H$ under $S$, i.e.

$$
\operatorname{Core}_{S}(H):=\bigcap_{s \in S} s^{-1} H s
$$

Under this more general definition, the normal core is the core with respect to $S=G$. The normal core of any normal subgroup is the subgroup itself.

## Significance

Normal cores are important in the context of group actions on sets, where the normal core of the isotropy subgroup of any point acts as the identity on its entire orbit. Thus, in case the action is transitive, the normal core of any isotropy subgroup is precisely the kernel of the action.

A core-free subgroup is a subgroup whose normal core is the trivial subgroup. Equivalently, it is a subgroup that occurs as the isotropy subgroup of a transitive, faithful group action.

The solution for the hidden subgroup problem in the abelian case generalizes to finding the normal core in case of subgroups of arbitrary groups.

## The $\boldsymbol{p}$-core

In this section $G$ will denote a finite group, though some aspects generalize to locally finite groups and to profinite groups.

## Definition

For a prime $p$, the $\boldsymbol{p}$-core of a finite group is defined to be its largest normal p-subgroup. It is the normal core of every Sylow p-subgroup of the group. The $p$-core of $G$ is often denoted $O_{p}(G)$, and in particular appears in one of the definitions of the Fitting subgroup of a finite group. Similarly, the $\boldsymbol{p}^{\prime}$-core is the largest normal subgroup of $G$ whose order is coprime to $p$ and is denoted $O_{p^{\prime}}(G)$. In the area of finite insoluble groups, including the classification of finite simple groups, the $2^{\prime}$-core is often called simply the core and denoted $O(G)$. This causes only a small amount of confusion, because one can usually distinguish between the core of a group and the core of a subgroup within a group. The $\boldsymbol{p}^{\prime}, p$-core, denoted $O_{p^{\prime}, p}(G)$ is defined by $O_{p^{\prime}, p}(G) / O_{p^{\prime}}(G)=O_{p}\left(G / O_{p^{\prime}}(G)\right)$ For a finite group, the $p^{\prime}, p$-core is the unique largest normal $p$-nilpotent subgroup.
The $p$-core can also be defined as the unique largest subnormal $p$-subgroup; the $p^{\prime}$-core as the unique largest subnormal $p^{\prime}$-subgroup; and the $p^{\prime}, p$-core as the unique largest subnormal $p$-nilpotent subgroup.

The $p^{\prime}$ and $p^{\prime}, p$-core begin the upper $p$-series. For sets $\pi_{1}, \pi_{2}, \ldots, \pi_{n+1}$ of primes, one defines subgroups $\mathrm{O}_{\pi} 1, \pi_{2}, \ldots$, $\pi_{n+1}(G)$ by:
$O_{\pi_{1}, \pi_{2}, \ldots, \pi_{n+1}}(G) / O_{\pi_{1}, \pi_{2}, \ldots, \pi_{n}}(G)=O_{\pi_{n+1}}\left(G / O_{\pi_{1}, \pi_{2}, \ldots, \pi_{n}}(G)\right)$

The upper $p$-series is formed by taking $\pi_{2 i-1}=p^{\prime}$ and $\pi_{2 i}=p$; there is also a lower $p$-series. A finite group is said to be $\boldsymbol{p}$-nilpotent if and only if it is equal to its own $p^{\prime}, p$-core. A finite group is said to be $\boldsymbol{p}$-soluble if and only if it is equal to some term of its upper $p$-series; its $\boldsymbol{p}$-length is the length of its upper $p$-series. A finite group $G$ is said to be p-constrained for a prime $p$ if $C_{G}\left(O_{p^{\prime}, p}(G) / O_{p^{\prime}}(G)\right) \subseteq O_{p^{\prime}, p}(G)$.
Every nilpotent group is $p$-nilpotent, and every $p$-nilpotent group is $p$-soluble. Every soluble group is $p$-soluble, and every $p$-soluble group is $p$-constrained. A group is $p$-nilpotent if and only if it has a normal $\boldsymbol{p}$-complement, which is just its $p^{\prime}$-core.

## Significance

Just as normal cores are important for group actions on sets, $p$-cores and $p^{\prime}$-cores are important in modular representation theory, which studies the actions of groups on vector spaces. The p-core of a finite group is the intersection of the kernels of the irreducible representations over any field of characteristic $p$. For a finite group, the $p^{\prime}$-core is the intersection of the kernels of the ordinary (complex) irreducible representations that lie in the principal $p$-block. For a finite group, the $p^{\prime}, p$-core is the intersection of the kernels of the irreducible representations in the principal $p$-block over any field of characteristic $p$. Also, for a finite group, the $p^{\prime}, p$-core is the intersection of the centralizers of the abelian chief factors whose order is divisible by $p$ (all of which are irreducible representations over a field of size $p$ lying in the principal block). For a finite, $p$-constrained group, an irreducible module over a field of characteristic $p$ lies in the principal block if and only if the $p^{\prime}$-core of the group is contained in the kernel of the representation.

## Solvable radicals

A related subgroup in concept and notation is the solvable radical. The solvable radical is defined to be the largest solvable normal subgroup, and is denoted $O_{\infty}(G)$. There is some variance in the literature in defining the $p^{\prime}$-core of $G$. A few authors in only a few papers (for instance Thompson's N-group papers, but not his later work) define the $p^{\prime}$-core of an insoluble group $G$ as the $p^{\prime}$-core of its solvable radical in order to better mimic properties of the $2^{\prime}$-core.
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## Coset

In mathematics, if $G$ is a group, and $H$ is a subgroup of $G$, and $g$ is an element of $G$, then
$g H=\{g h: h$ an element of $H\}$ is a left coset of $\boldsymbol{H}$ in $G$, and
$H g=\{h g: h$ an element of $H\}$ is a right coset of $\boldsymbol{H}$ in $G$.
Only when $H$ is normal will the right and left cosets of $H$ coincide, which is one definition of normality of a subgroup.
A coset is a left or right coset of some subgroup in $G$. Since $H g=g\left(g^{-1} H g\right)$, the right cosets $H g$ (of $H$ ) and the left cosets $g\left(g^{-1} H g\right)$ (of the conjugate subgroup $g^{-1} H g$ ) are the same. Hence it is not meaningful to speak of a coset as being left or right unless one first specifies the underlying subgroup. In other words: a right coset of one subgroup equals a left coset of a different (conjugate) subgroup. If the left cosets and right cosets are the same then H is a normal subgroup and the cosets form a group called the quotient group.
The map $g H \rightarrow(g H)^{-1}=\mathrm{Hg}^{-1}$ defines a bijection between the left cosets and the right cosets of H , so the number of left cosets is equal to the number of right cosets. The common value is called the index of $H$ in $G$.

For abelian groups, left cosets and right cosets are always the same. If the group operation is written additively then the notation used changes to $g+H$ or $H+g$.

Cosets are a basic tool in the study of groups; for example they play a central role in Lagrange's theorem.

## Examples

Let $G$ be the multiplicative group of $\{-1,1\}$, and $H$ the trivial subgroup $\left(1,{ }^{*}\right)$. Then $-1 H=\{-1\}, 1 H=H$ are the sole cosets of $H$ in $G$.

Let $G$ be the additive group of integers $\mathbf{Z}=\{\ldots,-2,-1,0,1,2, \ldots\}$ and $H$ the subgroup $m \mathbf{Z}=\{\ldots,-2 m,-m, 0, m$, $2 m, \ldots\}$ where $m$ is a positive integer. Then the cosets of $H$ in $G$ are the $m$ sets $m \mathbf{Z}, m \mathbf{Z}+1, \ldots m \mathbf{Z}+(m-1)$, where $m \mathbf{Z}+a=\{\ldots,-2 m+a,-m+a, a, m+a, 2 m+a, \ldots\}$. There are no more than $m$ cosets, because $m \mathbf{Z}+m=m(\mathbf{Z}+1)=m \mathbf{Z}$. The coset $m \mathbf{Z}+a$ is the congruence class of $a$ modulo $m .{ }^{[1]}$

Another example of a coset comes from the theory of vector spaces. The elements (vectors) of a vector space form an abelian group under vector addition. It is not hard to show that subspaces of a vector space are subgroups of this group. For a vector space $V$, a subspace $W$, and a fixed vector $a$ in $V$, the sets

$$
\{x \in V: x=a+n, n \in W\}
$$

are called affine subspaces, and are cosets (both left and right, since the group is abelian). In terms of geometric vectors, these affine subspaces are all the "lines" or "planes" parallel to the subspace, which is a line or plane going through the origin.

## Definition using equivalence classes

Some authors ${ }^{[2]}$ define the left cosets of H in G to be the equivalence classes under the equivalence relation on $G$ given by $x \sim y$ if and only if $x^{-1} y \in H$. The relation can also be defined by $x \sim y$ if and only if $x h=y$ for some $h$ in $H$. It can be shown that the relation given is, in fact, an equivalence relation and that the two definitions are equivalent. It follows that any two left cosets of $H$ in $G$ are either identical or disjoint - . In other words every element of $G$ belongs to one and only one left coset and so the left cosets form a partition of $G .{ }^{[3]}$ Corresponding statements are true for right cosets.

## Double cosets

Given two subgroups, $H$ and $K$ of a group $G$, the double coset of $H$ and $K$ in $G$ are sets of the form $H g K=\{h g k: h$ an element of $H, k$ an element of $K$ \}. These are the left cosets of $K$ and right cosets of $H$ when $H=1$ and $K=1$ respectively. ${ }^{[4]}$

## General properties

The identity is in precisely one left or right coset, namely $H$ itself. Thus $H$ is both a left and right coset of itself.
A coset representative is a representative in the equivalence class sense. A set of representatives of all the cosets is called a transversal. There are other types of equivalence relations in a group, such as conjugacy, that form different classes which do not have the properties discussed here. Some books on very applied group theory erroneously identify the conjugacy class as 'the' equivalence class as opposed to a particular type of equivalence class.

## Index of a subgroup

All left cosets and all right cosets have the same order (number of elements, or cardinality in the case of an infinite $H$ ), equal to the order of $H$ (because $H$ is itself a coset). Furthermore, the number of left cosets is equal to the number of right cosets and is known as the index of $H$ in $G$, written as [ $G: H$ ]. Lagrange's theorem allows us to compute the index in the case where $G$ and $H$ are finite, as per the formula:

$$
|G|=[G: H] \cdot|H| .
$$

This equation also holds in the case where the groups are infinite, although the meaning may be less clear.

## Cosets and normality

If $H$ is not normal in $G$, then its left cosets are different from its right cosets. That is, there is an $a$ in $G$ such that no element $b$ satisfies $a H=H b$. This means that the partition of $G$ into the left cosets of $H$ is a different partition than the partition of $G$ into right cosets of $H$. (It is important to note that some cosets may coincide. For example, if $a$ is in the center of $G$, then $a H=H a$.)

On the other hand, the subgroup $N$ is normal if and only if $g N=N g$ for all $g$ in $G$. In this case, the set of all cosets form a group called the quotient group $G / N$ with the operation $*$ defined by $(a N) *(b N)=a b N$. Since every right coset is a left coset, there is no need to differentiate "left cosets" from "right cosets".

## Applications

- Cosets of $\mathbf{Q}$ in $\mathbf{R}$ are used in the construction of Vitali sets, a type of non-measurable set.
- Cosets are central in the definition of the transfer.
- Cosets are important in computational group theory. For example Thistlethwaite's algorithm for solving Rubik's Cube relies heavily on cosets.
- Coset leaders are used in decoding received data in Linear error-correcting codes.
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## Commutator subgroup

In mathematics, more specifically in abstract algebra, the commutator subgroup or derived subgroup of a group is the subgroup generated by all the commutators of the group. ${ }^{[1][2]}$

The commutator subgroup is important because it is the smallest normal subgroup such that the quotient group of the original group by this subgroup is abelian. In other words, $G / N$ is abelian if and only if $N$ contains the commutator subgroup. So in some sense it provides a measure of how far the group is from being abelian; the larger the commutator subgroup is, the "less abelian" the group is.

## Commutators

For elements $g$ and $h$ of a group $G$, the commutator of $g$ and $h$ is $[g, h]:=g^{-1} h^{-1} g h$. The commutator [g,h] is equal to the identity element $e$ if and only if $g h=h g$, that is, if and only if $g$ and $h$ commute. In general, $g h=h g[g, h]$. An element of $G$ which is of the form $[g, h]$ for some $g$ and $h$ is called a commutator. The identity element $e=[e, e]$ is always a commutator, and it is the only commutator if and only if $G$ is abelian.

Here are some simple but useful commutator identities, true for any elements $s, g, h$ of a group $G$ :

- $[g, h]^{-1}=[h, g]$.
- $[g, h]^{s}=\left[g^{s}, h^{s}\right]$, where $g^{s}=s^{-1} g s$.
- For any homomorphism $f: G \rightarrow H, f([g, h])=[f(g), f(h)]$.

The first and second identities imply that the set of commutators in $G$ is closed under inversion and under conjugation. If in the third identity we take $H=G$, we get that the set of commutators is stable under any endomorphism of $G$. This is in fact a generalization of the second identity, since we can take $f$ to be the conjugation automorphism $x \mapsto x^{s}$.

However, the product of two or more commutators need not be a commutator. A generic example is $[a, b][c, d]$ in the free group on $a, b, c, d$. It is known that the least order of a finite group for which there exists two commutators whose product is not a commutator is 96 ; in fact there are two nonisomorphic groups of order 96 with this property.

## Definition

This motivates the definition of the commutator subgroup [ $G, G$ ] (also called the derived subgroup, and denoted $G^{\prime}$ or $G^{(1)}$ ) of $G$ : it is the subgroup generated by all the commutators.

It follows from the properties of commutators that any element of $[G, G]$ is of the form

$$
\left[g_{1}, h_{1}\right] \cdots\left[g_{n}, h_{n}\right]
$$

for some natural number $n$. Moreover, since $\left(\left[g_{1}, h_{1}\right] \cdots\left[g_{n}, h_{n}\right]\right)^{s}=\left[g_{1}^{s}, h_{1}^{s}\right] \cdots\left[g_{n}^{s}, h_{n}^{s}\right]$, the commutator subgroup is normal in $G$. For any homomorphism $f: G \rightarrow H$,

$$
f\left(\left[g_{1}, h_{1}\right] \cdots\left[g_{n}, h_{n}\right]\right)=\left[f\left(g_{1}\right), f\left(h_{1}\right)\right] \cdots\left[f\left(g_{n}\right), f\left(h_{n}\right)\right],
$$

so that $f([G, G]) \leq[H, H]$.
This shows that the commutator subgroup can be viewed as a functor on the category of groups, some implications of which are explored below. Moreover, taking $G=H$ it shows that the commutator subgroup is stable under every endomorphism of $G$ : that is, $[G, G]$ is a fully characteristic subgroup of $G$, a property which is considerably stronger than normality.
The commutator subgroup can also be defined as the set of elements $g$ of the group which have an expression as a product $g=g_{1} g_{2} \ldots g_{k}$ that can be rearranged to give the identity.

## Derived series

This construction can be iterated:

$$
\begin{aligned}
& G^{(0)}:=G \\
& G^{(n)}:=\left[G^{(n-1)}, G^{(n-1)}\right] \quad n \in \mathbf{N}
\end{aligned}
$$

The groups $G^{(2)}, G^{(3)}, \ldots$ are called the second derived subgroup, third derived subgroup, and so forth, and the descending normal series

$$
\cdots \triangleleft G^{(2)} \triangleleft G^{(1)} \triangleleft G^{(0)}=G
$$

is called the derived series. This should not be confused with the lower central series, whose terms are $G_{n}:=\left[G_{n-1}, G\right], \operatorname{not} G^{(n)}:=\left[G^{(n-1)}, G^{(n-1)}\right]$.
For a finite group, the derived series terminates in a perfect group, which may or may not be trivial. For an infinite group, the derived series need not terminate at a finite stage, and one can continue it to infinite ordinal numbers via transfinite recursion, thereby obtaining the transfinite derived series, which eventually terminates at the perfect core of the group.

## Abelianization

Given a group $G$, a factor group $G / N$ is abelian if and only if $[G, G] \leq N$.
The quotient $G /[G, G]$ is an abelian group called the abelianization of $G$ or $G$ made abelian. It is usually denoted by $G^{\mathrm{ab}}$ or $G_{\mathrm{ab}}$.
There is a useful categorical interpretation of the map $\varphi: G \rightarrow G^{\text {ab }}$. Namely $\varphi$ is universal for homomorphisms from $G$ to an abelian group $H$ : for any abelian group $H$ and homomorphism of groups $f: G \rightarrow H$ there exists a unique homomorphism $F: G^{\mathrm{ab}} \rightarrow H$ such that $f=F \circ \varphi$. As usual for objects defined by universal mapping properties, this shows the uniqueness of the abelianization $G^{\text {ab }}$ up to canonical isomorphism, whereas the explicit construction $G$ $\rightarrow G /[G, G]$ shows existence.

The abelianization functor is the left adjoint of the inclusion functor from the category of abelian groups to the category of groups.
Another important interpretation of $G^{\mathrm{ab}}$ is as $H_{1}(G, \mathbf{Z})$, the first homology group of $G$ with integral coefficients.

## Classes of groups

A group $G$ is an abelian group if and only if the derived group is trivial: $[G, G]=\{e\}$. Equivalently, if and only if the group equals its abelianization. See above for the definition of a group's abelianization.

A group $G$ is a perfect group if and only if the derived group equals the group itself: $[G, G]=G$. Equivalently, if and only if the abelianization of the group is trivial. This is "opposite" to abelian.

A group with $G^{(n)}=\{e\}$ for some $n$ in $\mathbf{N}$ is called a solvable group; this is weaker than abelian, which is the case $n=1$.
A group with $G^{(\alpha)}=\{e\}$ for some ordinal number, possibly infinite, is called a hypoabelian group; this is weaker than solvable, which is the case $\alpha$ is finite (a natural number).

## Examples

- The commutator subgroup of the alternating group $A_{4}$ is the Klein four group.
- The commutator subgroup of the symmetric group $S_{n}$ is the alternating group $A_{n}$.
- The commutator subgroup of the quaternion group $Q=\{1,-1, i,-i, j,-j, k,-k\}$ is $[Q, Q]=\{1,-1\}$.


## Map from Out

Since the derived subgroup is characteristic, any automorphism of $G$ induces an automorphism of the abelianization. Since the abelianization is abelian, inner automorphisms act trivially, hence this yields a map

$$
\operatorname{Out}(G) \rightarrow \operatorname{Aut}\left(G^{\mathrm{ab}}\right)
$$
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## Elementary group theory

In mathematics and abstract algebra, a group is the algebraic structure $\{G, \perp\}$, where $G$ is a non-empty set and $\perp$ denotes a binary operation $\perp: G \times G \rightarrow G$, called the group operation. The notation $\perp(x, y)$ is normally shortened to the infix notation $x \perp y$, or even to $x y$.
A group must obey the following rules (or axioms). Let $a, b, c$ be arbitrary elements of $G$. Then:

- A1, Closure. $a \perp b \in G$. This axiom is often omitted because a binary operation is closed by definition.
- A2, Associativity. $(a \perp b) \perp c=a \perp(b \perp c)$.
- A3, Identity. There exists an identity (or neutral) element $e \in G$ such that $a \perp e=e \perp a=a$. The identity of $G$ is unique by Theorem 1.4 below.
- A4, Inverse. For each $a \in G$, there exists an inverse element $x \in G$ such that $a \perp x=x \perp a=e$. The inverse of $a$ is unique by Theorem 1.5 below.
An abelian group also obeys the additional rule:
- A5, Commutativity. $a \perp b=b \perp a$.


## Notation

The group $\{G, \perp\}$ is often referred to as "the group $G$ " or more simply as " $G$." Nevertheless, the operation " $\perp$ " is fundamental to the description of the group. $\{G, \perp\}$ is usually read as "the group $G$ under $\perp$ ". When we wish to assert that $G$ is a group (for example, when stating a theorem), we say that " $G$ is a group under $\perp$ ". The group operation $\perp$ can be interpreted in a great many ways. The generic notation for the group operation, identity element, and inverse of $a$ are $\perp, e, a^{\prime}$, respectively. Because the group operation associates, parentheses have only one necessary use in group theory: to set the scope of the inverse operation.
Group theory may also be notated:

- Additively by replacing the generic notation by $+, 0,-a$, with " + " being infix. Additive notation is typically used when numerical addition or a commutative operation other than multiplication interprets the group operation;
- Multiplicatively by replacing the generic notation by $*, 1, a^{-1}$. Infix "*" is often replaced by simple concatenation, as in standard algebra. Multiplicative notation is typically used when numerical multiplication or a noncommutative operation interprets the group operation.
Other notations are of course possible.


## Examples

## Arithmetic

- Take $G:=\mathbb{Z}$ or $\mathbb{Q}$ or $\mathbb{R}$ or $\mathbb{C}$, then $\{G,+\}$ is an abelian group.
- Take $G:=\mathbb{Q} \backslash\{0\}$ or $\mathbb{R} \backslash\{0\}$ or $\mathbb{C} \backslash\{0\}$, then $\{G, *\}$ is an abelian group.


## Function composition

- Let $E$ be an arbitrary set, and let $G$ be the set of all bijective functions from $E$ to $E$. Let function composition, notated by infix $\circ$, interpret the group operation. Then $\{G, \circ\}$ is a group whose identity element is $i d_{E}: E \rightarrow E, x \mapsto x$. The group inverse of an arbitrary group element $f \in G$ is the function inverse $f^{-1}$.


## Alternative Axioms

The pair of axioms A3 and A4 may be replaced either by the pair:

- A3', left neutral. There exists an $e \in G$ such that for all $a \in G, e \perp a=a$.
- A4', left inverse. For each $a \in G$, there exists an element $x \in G$ such that $x \perp a=e$.
or by the pair:
- A3", right neutral. There exists an $e \in G$ such that for all $a \in G, a \perp e=a$.
- A4", right inverse. For each $a \in G$, there exists an element $x \in G$ such that $a \perp x=e$.

These evidently weaker axiom pairs are trivial consequences of A3 and A4. We will now show that the nontrivial converse is also true. Given a left neutral element $e$, and for any given $a \in G$, then A4' says there exists an $x$ such that $x \perp a=e$.
Theorem 1.2: $a \perp x=e$.
Proof. Let $y \in G$ be an inverse of $a \perp x$. Then:

$$
\begin{align*}
e & =y \perp(a \perp x)  \tag{1}\\
& =y \perp(a \perp(e \perp x)) \\
& =y \perp(a \perp((x \perp a) \perp x)) \\
& =y \perp(a \perp(x \perp(a \perp x)))  \tag{A2}\\
& =y \perp((a \perp x) \perp(a \perp x))  \tag{A2}\\
& =e \perp(y \perp(a \perp x)) \perp(a \perp x)  \tag{A2}\\
& =a \perp x \tag{1}
\end{align*}
$$

This establishes A4 (and hence A4").
Theorem 1.2a: $a \perp e=a$.
Proof.

$$
\begin{array}{rlrl}
a \perp e & =a \perp(x \perp a) & & \left(A 4^{\prime}\right) \\
& =(a \perp x) \perp a & (A 2) \\
& =e \perp a & (A 4) \\
& =a & & \left(A 3^{\prime}\right)
\end{array}
$$

This establishes A3 (and hence A3").
Theorem: Given A1 and A2, A3' and A4' imply A3 and A4.
Proof. Theorems 1.2 and 1.2a.
Theorem: Given A1 and A2, A3" and A4" imply A3 and A4.
Proof. Similar to the above.

## Basic theorems

## Identity is unique

Theorem 1.4: The identity element of a group $\{G, \perp\}$ is unique.
Proof: Suppose that $e$ and $f$ are two identity elements of $G$. Then

$$
\begin{array}{rlrl}
e & = & e \perp f & \left(A 3^{\prime \prime}\right) \\
& = & f\left(A 3^{\prime}\right)
\end{array}
$$

As a result, we can speak of the identity element of $\{G, \perp\}$ rather than an identity element. Where different groups are being discussed and compared, $e_{G}$ denotes the identity of the specific group $\{G, \perp\}$.

## Inverses are unique

Theorem 1.5: The inverse of each element in $\{G, \perp\}$ is unique.
Proof: Suppose that $h$ and $k$ are two inverses of an element $g$ of $G$. Then

$$
\begin{array}{rrr}
h & = & h \perp e \\
& = & h \perp(g \perp k) \\
& = & (h \perp g) \perp k \\
& = & e \perp k \\
& = & k \tag{A3}
\end{array}
$$

As a result, we can speak of the inverse of an element $a$, rather than $a n$ inverse. Without ambiguity, for all $a$ in $G$ , we denote by $a^{\prime}$ the unique inverse of $a$.

## Inverting twice takes you back to where you started

Theorem 1.6: For all elements $a$ in a group $\{G, \perp\},\left(a^{\prime}\right)^{\prime}=a$.
 Theorem 1.5, $a=\left(a^{\prime}\right)^{\prime}$.
Equivalently, inverting is an involution.

## Inverse of $\boldsymbol{a} \boldsymbol{b}$

Theorem 1.7: For all elements $a$ and $b$ in group $\{G, \perp\},(a \perp b)^{\prime}=b^{\prime} \perp a^{\prime}$.
Proof. $(a \perp b) \perp\left(b^{\prime} \perp a^{\prime}\right)=a \perp\left(b \perp b^{\prime}\right) \perp a^{\prime}=a \perp e \perp a^{\prime}=a \perp a^{\prime}=e$. The conclusion follows from Theorem 1.4.

## Cancellation

Theorem 1.8: For all elements $a, x, y$ in a group $\{G, \perp\}$, then $x=y \Leftrightarrow a \perp x=a \perp y \Leftrightarrow x \perp a=y \perp a$.
Proof.
(1) If $x=y$, then multiplying by the same value on either side preserves equality.
(2) If $a \perp x=a \perp y$ then by (1)

$$
\begin{array}{rrr} 
& a^{\prime} \perp(a \perp x)= & a^{\prime} \perp(a \perp y) \\
\Rightarrow & \left(a^{\prime} \perp a\right) \perp x= & \left(a^{\prime} \perp a\right) \perp y \\
\Rightarrow & e \perp x= & e \perp y \\
\Rightarrow & x= & y
\end{array}
$$

(3) If $x \perp a=y \perp a$ we use the same method as in (2).

## Latin square property

Theorem 1.3: For all elements $a, b$ in a group $\{G, \perp\}$, there exists a unique $x \in G$ such that $a \perp x=b$, namely $x=a^{\prime} \perp b$.
Proof.
Existence: If we let $x:=a^{\prime} \perp b$, then $a \perp\left(a^{\prime} \perp b\right)=\left(a \perp a^{\prime}\right) \perp b=e \perp b=b$.
Unicity: Suppose $x$ satisfies $a \perp x=b$, then by Theorem 1.8, $a^{\prime} \perp(a \perp x)=a^{\prime} \perp b \Leftrightarrow x=a^{\prime} \perp b$.

## Powers

For $n \in \mathbb{Z}$ and $a$ in group $\{G, \perp\}$ we define:

$$
a^{n}:= \begin{cases}\underbrace{a \perp a \perp \cdots \perp a}_{n \text { times }}, & \text { if } n>0 \\ e, & \text { if } n=0 \\ \underbrace{a^{\prime} \perp a^{\prime} \perp \cdots \perp a^{\prime}}_{-n \text { times }}, & \text { if } n<0\end{cases}
$$

Theorem 1.9: For all $a$ in group $\{G, \perp\}$ and $n, m \in \mathbb{Z}$ :

$$
\begin{aligned}
a^{m} \perp a^{n} & =a^{m+n} \\
\left(a^{m}\right)^{n} & =a^{m * n}
\end{aligned}
$$

## Order

## Of a group element

The order of an element $a$ in a group $G$ is the least positive integer $n$ such that $a^{n}=e$. Sometimes this is written " $\mathrm{o}(a)=n$ ". $n$ can be infinite.
Theorem 1.10: A group whose nontrivial elements all have order 2 is abelian. In other words, if all elements $g$ in a group $G g^{*} g=e$ is the case, then for all elements $a, b$ in $G, a^{*} b=b^{*} a$.
Proof. Let $a, b$ be any 2 elements in the group $G$. By A1, $a * b$ is also a member of $G$. Using the given condition, we know that $\left(a^{*} b\right)^{*}\left(a^{*} b\right)=e$. Hence:

- $b^{*} a$
- $=\mathrm{e}^{*}\left(b^{*} a\right)^{*} \mathrm{e}$
- $=\left(a^{*} a\right)^{*}\left(b^{*} a\right)^{*}\left(b^{*} b\right)$
- $=a^{*}\left(a^{*} b\right)^{*}\left(a^{*} b\right)^{*} b$
- $=a^{*} e^{*} b$
- $=a^{*} b$.

Since the group operation $*$ commutes, the group is abelian

## Of a group

The order of the group $\boldsymbol{G}$, usually denoted by $|G|$ or occasionally by $o(G)$, is the number of elements in the set $G$, in which case $\left\langle G,{ }^{*}\right\rangle$ is a finite group. If $G$ is an infinite set, then the group $\left\langle G,{ }^{*}\right\rangle$ has order equal to the cardinality of $G$, and is an infinite group.

## Subgroups

A subset $H$ of $G$ is called a subgroup of a group $\left\langle G,{ }^{*}\right\rangle$ if $H$ satisfies the axioms of a group, using the same operator "*", and restricted to the subset $H$. Thus if $H$ is a subgroup of $\langle G, *\rangle$, then $\left\langle H,^{*}\right\rangle$ is also a group, and obeys the above theorems, restricted to $H$. The order of subgroup $H$ is the number of elements in $H$.
A proper subgroup of a group $G$ is a subgroup which is not identical to $G$. A non-trivial subgroup of $G$ is (usually) any proper subgroup of $G$ which contains an element other than $e$.
Theorem 2.1: If $H$ is a subgroup of $\left\langle G,{ }^{*}\right\rangle$, then the identity $e_{H}$ in $H$ is identical to the identity $e$ in $\left(G,{ }^{*}\right)$.
Proof. If $h$ is in $H$, then $h^{*} e_{H}=h$; since $h$ must also be in $G, h^{*} e=h$; so by theorem $1.8, e_{H}=e$.
Theorem 2.2: If $H$ is a subgroup of $G$, and $h$ is an element of $H$, then the inverse of $h$ in $H$ is identical to the inverse of $h$ in $G$.
Proof. Let $h$ and $k$ be elements of $H$, such that $h^{*} k=e$; since $h$ must also be in $G, h^{*} h^{-1}=e$; so by theorem 1.5, $k=$ $h^{-1}$.

Given a subset $S$ of $G$, we often want to determine whether or not $S$ is also a subgroup of $G$. A handy theorem valid for both infinite and finite groups is:
Theorem 2.3: If $S$ is a non-empty subset of $G$, then $S$ is a subgroup of $G$ if and only if for all $a, b$ in $S, a^{*} b^{-1}$ is in $S$.
Proof. If for all $a, b$ in $S, a^{*} b^{-1}$ is in $S$, then

- $e$ is in $S$, since $a^{*} a^{-1}=e$ is in $S$.
- for all $a$ in $S, e^{*} a^{-1}=a^{-1}$ is in $S$
- for all $a, b$ in $S, a^{*} b=a^{*}\left(b^{-1}\right)^{-1}$ is in $S$

Thus, the axioms of closure, identity, and inverses are satisfied, and associativity is inherited; so $S$ is subgroup.
Conversely, if $S$ is a subgroup of $G$, then it obeys the axioms of a group.

- As noted above, the identity in $S$ is identical to the identity $e$ in $G$.
- By A4, for all $b$ in $S, b^{-1}$ is in $S$
- By A1, $a^{*} b^{-1}$ is in $S$.

The intersection of two or more subgroups is again a subgroup.
Theorem 2.4: The intersection of any non-empty set of subgroups of a group $G$ is a subgroup.
Proof. Let $\left\{H_{i}\right\}$ be a set of subgroups of $G$, and let $\mathrm{K}=\cap\left\{H_{i}\right\}$. $e$ is a member of every $H_{i}$ by theorem 2.1; so $K$ is not empty. If $h$ and $k$ are elements of $K$, then for all $i$,

- $\quad h$ and $k$ are in $H_{i}$.
- By the previous theorem, $h^{*} k^{-1}$ is in $H_{i}$
- Therefore, $h^{*} k^{-1}$ is in $\cap\left\{H_{i}\right\}$.

Therefore for all $h, k$ in $K, h^{*} k^{-1}$ is in $K$. Then by the previous theorem, $K=\cap\left\{H_{i}\right\}$ is a subgroup of $G$; and in fact $K$ is a subgroup of each $H_{i}$.
Given a group $\left\langle G, *>\right.$, define $x^{*} x$ as $x^{2}, x^{*} x^{*} x^{*} \ldots * x$ ( $n$ times) as $x^{n}$, and define $x^{0}=e$. Similarly, let $x^{-n}$ for $\left(x^{-1}\right)^{n}$. Then we have:

Theorem 2.5: Let $a$ be an element of a group ( $G,{ }^{*}$ ). Then the set $\left\{a^{n}: n\right.$ is an integer $\}$ is a subgroup of $G$.

A subgroup of this type is called a cyclic subgroup; the subgroup of the powers of $a$ is often written as $\langle a\rangle$, and we say that $a$ generates $<a>$.

## Cosets

If $S$ and $T$ are subsets of $G$, and $a$ is an element of $G$, we write " $a^{*} S$ " to refer to the subset of $G$ made up of all elements of the form $a^{*} s$, where $s$ is an element of $S$; similarly, we write " $S^{*} a^{\prime}$ to indicate the set of elements of the form $s^{*} a$. We write $S^{*} T$ for the subset of $G$ made up of elements of the form $s^{*} t$, where $s$ is an element of $S$ and $t$ is an element of $T$.

If $H$ is a subgroup of $G$, then a left coset of $H$ is a set of the form $a^{*} H$, for some $a$ in $G$. A right coset is a subset of the form $H^{*} a$.

If $H$ is a subgroup of $G$, the following useful theorems, stated without proof, hold for all cosets:

- Any $x$ and $y$ are elements of $G$, then either $x^{*} H=y^{*} H$, or $x^{*} H$ and $y^{*} H$ have empty intersection.
- Every left (right) coset of $H$ in $G$ contains the same number of elements.
- $G$ is the disjoint union of the left (right) cosets of $H$.
- Then the number of distinct left cosets of $H$ equals the number of distinct right cosets of $H$.

Define the index of a subgroup $H$ of a group $G$ (written " $[G: H]$ ") to be the number of distinct left cosets of $H$ in $G$.
From these theorems, we can deduce the important Lagrange's theorem, relating the order of a subgroup to the order of a group:

- Lagrange's theorem: If $H$ is a subgroup of $G$, then $|G|=|H|^{*}[G: H]$.

For finite groups, this can be restated as:

- Lagrange's theorem: If $H$ is a subgroup of a finite group $G$, then the order of $H$ divides the order of $G$.
- If the order of group $G$ is a prime number, $G$ is cyclic.


## References

- Jordan, C. R and D.A. Groups. Newnes (Elsevier), ISBN 0-340-61045-X
- Scott, W R. Group Theory. Dover Publications, ISBN 0-486-65377-3


## Euler's theorem

In number theory, Euler's theorem (also known as the Fermat-Euler theorem or Euler's totient theorem) states that if $n$ and $a$ are coprime positive integers, then

$$
a^{\varphi(n)} \equiv 1 \quad(\bmod n)
$$

where $\varphi(n)$ is Euler's totient function. (The notation is explained in the article Modular arithmetic.) It was first stated and proved by Leonhard Euler in 1736. ${ }^{[1]}$
There is a converse of Euler's theorem: if the above congruence is true then $a$ and $n$ must be coprime.
The theorem is a generalization of Fermat's little theorem, and is further generalized by Carmichael's theorem.
The theorem may be used to easily reduce large powers modulo $n$. For example, consider finding the ones place decimal digit of $7^{222}$, i.e. $7^{222}(\bmod 10)$. Note that 7 and 10 are coprime, and $\varphi(10)=4$. So Euler's theorem yields $7^{4}$ $\equiv 1(\bmod 10)$, and we get $7^{222} \equiv 7^{4 \times 55+2} \equiv\left(7^{4}\right)^{55} \times 7^{2} \equiv 1^{55} \times 7^{2} \equiv 49 \equiv 9(\bmod 10)$.

In general, when reducing a power of $a$ modulo $n$ (where $a$ and $n$ are coprime), one needs to work modulo $\varphi(n)$ in the exponent of $a$ :

$$
\text { if } x \equiv y(\bmod \varphi(n)) \text {, then } a^{x} \equiv a^{y}(\bmod n)
$$

Euler's theorem also forms the basis of the RSA encryption system: encryption and decryption in this system together amount to exponentiating the original text by $k \varphi(n)+1$ for some positive integer $k$, so Euler's theorem shows that the decrypted result is the same as the original.

## Notes

[1] Weisstein, Eric W., " Euler's Totient Theorem (http://mathworld.wolfram.com/EulersTotientTheorem.html)" from MathWorld.
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## Fitting subgroup

In mathematics, especially in the area of algebra known as group theory, the Fitting subgroup $F$ of a finite group $G$, named after Hans Fitting, is the unique largest normal nilpotent subgroup of $G$. Intuitively, it represents the smallest subgroup which "controls" the structure of $G$ when $G$ is solvable. When $G$ is not solvable, a similar role is played by the generalized Fitting subgroup $F^{*}$, which is generated by the Fitting subgroup and the components of $G$.
For an arbitrary (not necessarily finite) group $G$, the Fitting subgroup is defined to be the subgroup generated by the nilpotent normal subgroups of $G$. For infinite groups, the Fitting subgroup is not always nilpotent.
The remainder of this article deals exclusively with finite groups.

## The Fitting subgroup

The nilpotency of the Fitting subgroup of a finite group is guaranteed by Fitting's theorem which says that the product of a finite collection of normal nilpotent subgroups of $G$ is again a normal nilpotent subgroup. It may also be explicitly constructed as the product of the p -cores of $G$ over all of the primes $p$ dividing the order of $G$.
If $G$ is a finite non-trivial solvable group then the Fitting subgroup is always non-trivial, i.e. if $G \neq 1$ is finite solvable, then $F(G) \neq 1$. Similarly the Fitting subgroup of $G / F(G)$ will be nontrivial if $G$ is not itself nilpotent, giving rise to the concept of Fitting length. Since the Fitting subgroup of a finite solvable group contains its own centralizer, this gives a method of understanding finite solvable groups as extensions of nilpotent groups by faithful automorphism groups of nilpotent groups.

In a nilpotent group, every chief factor is centralized by every element. Relaxing the condition somewhat, and taking the subgroup of elements of a general finite group which centralize every chief factor, one simply gets the Fitting subgroup again (Huppert 1967, Kap.VI, Satz 5.4, p.686):

$$
\operatorname{Fit}(G)=\bigcap\left\{C_{G}(H / K): H / K \text { a chief factor of } G\right\}
$$

The generalization to $p$-nilpotent groups is similar.

## The generalized Fitting subgroup

A component of a group is a subnormal quasisimple subgroup. (A group is quasisimple if it is a perfect central extension of a simple group.) The layer $E(G)$ or $L(G)$ of a group is the subgroup generated by all components. Any two components of a group commute, so the layer is a perfect central extension of a product of simple groups, and is the largest normal subgroup of $G$ with this structure. The generalized Fitting subgroup $F^{*}(G)$ is the subgroup generated by the layer and the Fitting subgroup. The layer commutes with the Fitting subgroup, so the generalized Fitting subgroup is a central extension of a product of $p$-groups and simple groups.
The layer is also the maximal normal semisimple subgroup, where a group is called semisimple if it is a perfect central extension of a product of simple groups.
The definition of the generalized Fitting subgroup looks a little strange at first. To motivate it, consider the problem of trying to find a normal subgroup $H$ of $G$ that contains its own centralizer and the Fitting group. If $C$ is the centralizer of $H$ we want to prove that $C$ is contained in $H$. If not, pick a minimal characteristic subgroup $M / Z(H)$ of
$C / Z(H)$, where $Z(H)$ is the center of $H$, which is the same as the intersection of $C$ and $H$. Then $M / Z(H)$ is a product of simple or cyclic groups as it is characteristically simple. If $M / Z(H)$ is a product of cyclic groups then $M$ must be in the Fitting subgroup. If $M / Z(H)$ is a product of non-abelian simple groups then the derived subgroup of $M$ is a normal semisimple subgroup mapping onto $M / Z(H)$. So if $H$ contains the Fitting subgroup and all normal semisimple subgroups, then $M / Z(H)$ must be trivial, so $H$ contains its own centralizer. The generalized Fitting subgroup is the smallest subgroup that contains the Fitting subgroup and all normal semisimple subgroups.
The generalized Fitting subgroup can also be viewed as a generalized centralizer of chief factors. A nonabelian semisimple group cannot centralize itself, but it does act one itself as inner automorphisms. A group is said to be quasi-nilpotent if every element acts as an inner automorphism on every chief factor. The generalized Fitting subgroup is the unique largest subnormal quasi-nilpotent subgroup, and is equal to the set of all elements which act as inner automorphisms on every chief factor of the whole group (Huppert 1967, Kap.VI, Satz 5.4, p. 686):

$$
\operatorname{Fit}^{*}(G)=\bigcap\left\{H C_{G}(H / K): H / K \text { a chief factor of } G\right\} .
$$

Here an element $g$ is in $H \mathrm{C}_{G}(H / K)$ if and only if there is some $h$ in $H$ such that for every $x$ in $H, x^{g} \equiv x^{h} \bmod K$.

## Properties

If $G$ is a finite solvable group, then the Fitting subgroup contains its own centralizer. The centralizer of the Fitting subgroup is the center of the Fitting subgroup. In this case, the generalized Fitting subgroup is equal to the Fitting subgroup. More generally, if $G$ is any finite group, the generalized Fitting subgroup contains its own centralizer. This means that in some sense the generalized Fitting subgroup controls $G$, because $G$ modulo the centralizer of $F^{*}(G)$ is contained in the automorphism group of $F^{*}(G)$, and the centralizer of $F^{*}(G)$ is contained in $F^{*}(G)$. In particular there are only a finite number of groups with given generalized Fitting subgroup.

## Applications

The normalizers of nontrivial $p$-subgroups of a finite group are called the $\boldsymbol{p}$-local subgroups and exert a great deal of control over the structure of the group (allowing what is called local analysis). A finite group is said to be of characteristic $\boldsymbol{p}$ type if $F^{*}(G)$ is a $p$-group for every $p$-local subgroup, because any group of Lie type defined over a field of characteristic $p$ has this property. In the classification of finite simple groups, this allows one to guess over which field a simple group should be defined. Note that a few groups are of characteristic $p$ type for more than one $p$. If a simple group is not of Lie type over a field of given characteristic $p$, then the $p$-local subgroups usually have components in the generalized Fitting subgroup, though there are many exceptions for groups that have small rank, are defined over small fields, or are sporadic. This is used to classify the finite simple groups, because if a $p$-local subgroup has a known component, it is often possible to identify the whole group (Aschbacher \& Seitz 1976).

The analysis of finite simple groups by means of the structure and embedding of the generalized Fitting subgroups of their maximal subgroups was originated by Helmut Bender (Bender 1970) and has come to be known as Bender's method. It is especially effective in the exceptional cases where components or signalizer functors are not applicable.
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## Hamiltonian group

In group theory, a Dedekind group is a group $G$ such that every subgroup of $G$ is normal. All abelian groups are Dedekind groups. A non-abelian Dedekind group is called a Hamiltonian group. ${ }^{[1]}$

The most familiar (and smallest) example of a Hamiltonian group is the quaternion group of order 8 , denoted by $Q_{8}$. It can be shown that every Hamiltonian group is a direct product of the form $G=Q_{8} \times B \times D$, where $B$ is the direct sum of some number of copies of the cyclic group $C_{2}$, and $D$ is a periodic abelian group with all elements of odd order.

Dedekind groups are named after Richard Dedekind, who investigated them in (Dedekind 1897), proving a form of the above structure theorem (for finite groups). He named the non-abelian ones after William Rowan Hamilton, the discoverer of quaternions.

In 1898 George Miller delineated the structure of a Hamiltonian group in terms of its order and that of its subgroups. For instance, he shows "a Hamilton group of order $2^{a}$ has $2^{2 a-6}$ quaternion groups as subgroups". In 2005 Horvat et al. used this structure to count the number of Hamiltonian groups of any order $n=2^{\mathrm{e}} o$ where $o$ is an odd integer. When $e \leq 3$ then there are no Hamiltonian groups of order $n$, otherwise there are the same number as there are Abelian groups of order $o$.

## Notes

[1] Hall (1999), p. 190 (http://books.google.com/books?id=oyxnWF9ssI8C\&pg=PA190\&dq="Hamiltonian").

## References

- Dedekind, Richard (1897), "Ueber Gruppen, deren sämmtliche Theiler Normaltheiler sind" (http://resolver.sub. uni-goettingen.de/purl?GDZPPN002256258), Mathematische Annalen 48 (4): 548-561, doi:10.1007/BF01447922, ISSN 0025-5831, JFM 28.0129.03, MR1510943
- Hall, Marshall (1999), The theory of groups, AMS Bookstore, p. 190, ISBN 9780821819678
- Horvat, Boris; Jaklič, Gašper; Pisanski, Tomaž (2005). "On the number of Hamiltonian groups". Mathematical Communications 10 (1): 89-94.
- G. A. Miller (1898) "On the Hamilton groups", Bulletin of the American Mathematical Society 4(10):510-15.
- Olga Taussky-Todd (1970) "Sums of squares", American Mathematical Monthly: 77:805-30.


## Identity element

In mathematics, an identity element (or neutral element) is a special type of element of a set with respect to a binary operation on that set. It leaves other elements unchanged when combined with them. This is used for groups and related concepts.

The term identity element is often shortened to identity (as will be done in this article) when there is no possibility of confusion.

Let ( $S,{ }^{*}$ ) be a set $S$ with a binary operation ${ }^{*}$ on it (known as a magma). Then an element $e$ of $S$ is called a left identity if $e^{*} a=a$ for all $a$ in $S$, and a right identity if $a * e=a$ for all $a$ in $S$. If $e$ is both a left identity and a right identity, then it is called a two-sided identity, or simply an identity.

An identity with respect to addition is called an additive identity (often denoted as 0 ) and an identity with respect to multiplication is called a multiplicative identity (often denoted as 1 ). The distinction is used most often for sets that support both binary operations, such as rings. The multiplicative identity is often called the unit in the latter context, where, unfortunately, a unit is also sometimes used to mean an element with a multiplicative inverse.

## Examples

| set | operation | identity |
| :---: | :---: | :---: |
| real numbers | + (addition) | 0 |
| real numbers | - (multiplication) | 1 |
| real numbers | $a^{b}$ (exponentiation) | 1 (right identity only) |
| positive integers | least common multiple | 1 |
| nonnegative integers | greatest common divisor | 0 (under most definitions of GCD) |
| $m$-by- $n$ matrices | + (addition) | matrix of all zeroes |
| $n$-by- $n$ square matrices | - (multiplication) | $I_{n}$ (matrix with 1 on diagonal and 0 elsewhere) |
| all functions from a set $M$ to itself | (function composition) | identity function |
| all functions from a set $M$ to itself | * (convolution) | $\delta$ (Dirac delta) |
| character strings, lists | concatenation | empty string, empty list |
| extended real numbers | minimum/infimum | $+\infty$ |
| extended real numbers | maximum/supremum | $-\infty$ |
| subsets of a set $M$ | $\cap$ (intersection) | $M$ |
| sets | $\cup$ (union) | \{ \} (empty set) |
| boolean logic | $\wedge($ logical and $)$ | T (truth) |
| boolean logic | $\checkmark$ (logical or) | $\perp$ (falsity) |
| boolean logic | $\oplus$ (Exclusive or) | $\perp$ (falsity) |
| compact surfaces | \# (connected sum) | $\mathrm{S}^{2}$ |
| only two elements $\{e, f\}$ | * defined by $\begin{aligned} & e^{*} e=f^{*} e=e \text { and } \\ & f^{*} f=e^{*} f=f \end{aligned}$ | both $e$ and $f$ are left identities, but there is no right identity and no two-sided identity |

## Properties

As the last example shows, it is possible for $\left(S,{ }^{*}\right)$ to have several left identities. In fact, every element can be a left identity. Similarly, there can be several right identities. But if there is both a right identity and a left identity, then they are equal and there is just a single two-sided identity. To see this, note that if $l$ is a left identity and $r$ is a right identity then $l=l * r=r$. In particular, there can never be more than one two-sided identity. If there were two, $e$ and $f$, then $e * f$ would have to be equal to both $e$ and $f$.
It is also quite possible for $\left(S,{ }^{*}\right)$ to have no identity element. The most common example of this is the cross product of vectors. The absence of an identity element is related to the fact that the direction of any nonzero cross product is always orthogonal to any element multiplied - so that it is not possible to obtain a non-zero vector in the same direction as the original. Another example would be the additive semigroup of positive natural numbers.
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## Lagrange's theorem (group theory)

Lagrange's theorem, in the mathematics of group theory, states that for any finite group $G$, the order (number of elements) of every subgroup $H$ of $G$ divides the order of $G$. The theorem is named after Joseph Lagrange.

## Proof of Lagrange's Theorem

This can be shown using the concept of left cosets of $H$ in $G$. The left cosets are the equivalence classes of a certain equivalence relation on $G$ and therefore form a partition of $G$. Specifically, $x$ and $y$ in $G$ are related if and only if there exists $h$ in $H$ such that $x=y h$. If we can show that all cosets of $H$ have the same number of elements, then each coset of $H$ has precisely $|H|$ elements. We are then done since the order of $H$ times the number of cosets is equal to the number of elements in $G$, thereby proving that the order of $H$ divides the order of $G$. Now, if $a H$ and $b H$ are two left cosets of $H$, we can define a map $f: a H \rightarrow b H$ by setting $f(x)=b a^{-1} x$. This map is bijective because its inverse is given by $f^{-1}(y)=a b^{-1} y$.
This proof also shows that the quotient of the orders $|G| /|H|$ is equal to the index $[G: H]$ (the number of left cosets of $H$ in $G$ ). If we write this statement as

$$
|G|=[G: H] \cdot|H|,
$$

then, seen as a statement about cardinal numbers, it is equivalent to the Axiom of choice.

## Using the theorem

A consequence of the theorem is that the order of any element $a$ of a finite group (i.e. the smallest positive integer number $k$ with $a^{k}=e$, where $e$ is the identity element of the group) divides the order of that group, since the order of $a$ is equal to the order of the cyclic subgroup generated by $a$. If the group has $n$ elements, it follows

$$
a^{n}=e
$$

This can be used to prove Fermat's little theorem and its generalization, Euler's theorem. These special cases were known long before the general theorem was proved.

The theorem also shows that any group of prime order is cyclic and simple. This in turn can be used to prove Wilson's theorem, that if $p$ is prime then $p$ is a factor of $(\mathrm{p}-1)!+1$.

## Existence of subgroups of given order

Lagrange's theorem raises the converse question as to whether every divisor of the order of a group is the order of some subgroup. This does not hold in general: given a finite group $G$ and a divisor $d$ of $|G|$, there does not necessarily exist a subgroup of $G$ with order $d$. The smallest example is the alternating group $G=A_{4}$ which has 12 elements but no subgroup of order 6. A CLT group is a finite group with the property that for every divisor of the order of the group, there is a subgroup of that order. It is known that a CLT group must be solvable and that every supersolvable group is a CLT group: however there exists solvable groups which are not CLT and CLT groups which are not supersolvable.
There are partial converses to Lagrange's theorem. For general groups, Cauchy's theorem guarantees the existence of an element, and hence of a cyclic subgroup, of order any prime dividing the group order; Sylow's theorem extends this to the existence of a subgroup of order equal to the maximal power of any prime dividing the group order. For solvable groups, Hall's theorems assert the existence of a subgroup of order equal to any unitary divisor of the group order (that is, a divisor coprime to its cofactor).

## History

Lagrange did not prove Lagrange's theorem in its general form. He stated, in his article Réflexions sur la résolution algébrique des équations, ${ }^{[1]}$ that if a polynomial in $n$ variables has its variables permuted in all $n!$ ways, the number of different polynomials that are obtained is always a factor of $n!$. (For example if the variables $x, y$, and $z$ are permuted in all 6 possible ways in the polynomial $x+y-z$ then we get a total of 3 different polynomials: $x+y-z, x$ $+z-y$, and $y+z-x$. Note that 3 is a factor of 6 .) The number of such polynomials is the index in the symmetric group $S_{\mathrm{n}}$ of the subgroup $H$ of permutations which preserve the polynomial. (For the example of $x+y-z$, the subgroup $H_{\text {in }} S_{3}$ contains the identity and the transposition (xy).) So the size of $H$ divides $n!$. With the later development of abstract groups, this result of Lagrange on polynomials was recognized to extend to the general theorem about finite groups which now bears his name.
Lagrange did not prove his theorem; all he did, essentially, was to discuss some special cases. The first complete proof of the theorem was provided by Abbati and published in 1803. ${ }^{[2]}$

## Notes

[1] Lagrange, J. L. (1771) "Réflexions sur la résolution algébrique des équations" [Reflections on the algebraic solution of equations] (part II), Nouveaux Mémoires de l'Académie Royale des Sciences et Belles-Lettres de Berlin, pages 138-254; see especially pages 202-203. Available on-line (in French, among Lagrange's collected works) at: http://math-doc.ujf-grenoble.fr/cgi-bin/oeitem?id=OE_LAGRANGE__3_205_0 [Click on "Section seconde. De la résolution des équations du quatrième degré 254-304"].
[2] P. Abbati (1803) "Lettera di Pietro Abbati Modenese al socio Paolo Ruffini da questo presentata il di 16. Décembre 1802" [Letter from Pietro Abbati of Modena to the member Paolo Ruffini, who submitted it on the 16. December 1802], Memorie di Matematica e di Fisica della Società Italiana delle Scienze, vol. 10 (part 2), pages 385-409. See also: Richard L. Roth (April 2001) "A history of Lagrange's theorem on groups," Mathematics Magazine, vol. 74, no. 2, pages 99-108.
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## Multiplicative inverse

In mathematics, a multiplicative inverse or reciprocal for a number $x$, denoted by $1 / x$ or $x^{-1}$, is a number which when multiplied by $x$ yields the multiplicative identity, 1. The multiplicative inverse of a fraction $a / b$ is $b / a$. For the multiplicative inverse of a real number, divide 1 by the number. For example, the reciprocal of 5 is one fifth $(1 / 5$ or 0.2 ), and the reciprocal of 0.25 is 1 divided by 0.25 , or 4 . The reciprocal function, the function $f(x)$ that maps $x$ to $1 / x$, is one of the simplest examples of a function which is self-inverse.

The term reciprocal was in common use at least as far back as the third edition of


The reciprocal function: $y=1 / x$. For every $x$ except $0, y$ represents its multiplicative inverse. Encyclopadia Britannica (1797) to describe two numbers whose product is 1 ; geometrical quantities in inverse proportion are described as reciprocall in a 1570 translation of Euclid's Elements. ${ }^{[1]}$

In the phrase multiplicative inverse, the qualifier multiplicative is often omitted and then tacitly understood (in contrast to the additive inverse). Multiplicative inverses can be defined over many mathematical domains as well as numbers. In these cases it can happen that $a b \neq b a$; then "inverse" typically implies that an element is both a left and right inverse.

## Practical applications

The multiplicative inverse has innumerable applications in algorithms of computer science, particularly those related to number theory, since many such algorithms rely heavily on the theory of modular arithmetic. As a simple example, consider the exact division problem where you have a list of odd word-sized numbers each divisible by $k$ and you wish to divide them all by $k$. One solution is as follows:

1. Use the extended Euclidean algorithm to compute $k^{-1}$, the modular multiplicative inverse of $k \bmod 2^{w}$, where $w$ is the number of bits in a word. This inverse will exist since the numbers are odd and the modulus has no odd factors.
2. For each number in the list, multiply it by $k^{-1}$ and take the least significant word of the result.

On many machines, particularly those without hardware support for division, division is a slower operation than multiplication, so this approach can yield a considerable speedup. The first step is relatively slow but only needs to be done once.

## Examples and counterexamples

In the field of real numbers, Zero does not have a reciprocal because no real number multiplied by 0 produces 1 . With the exception of zero, reciprocals of every complex number are complex, reciprocals of every real number are real, and reciprocals of every rational number are rational. The imaginary units, $\pm i$, are the only complex numbers with additive inverse equal to multiplicative inverse. For example, additive and multiplicative inverses of $i$ are $-(i)=$ $-i$ and $1 / i=-i$, respectively.

To approximate the reciprocal of $x$, using only multiplication and subtraction, one can guess a number $y$, and then repeatedly replace $y$ with $2 y-x y^{2}$. Once the change in $y$ becomes (and stays) sufficiently small, $y$ is an approximation of the reciprocal of $x$.

In constructive mathematics, for a real number $x$ to have a reciprocal, it is not sufficient that $x \neq 0$. There must instead be given a rational number $r$ such that $0<r<|x|$. In terms of the approximation algorithm in the previous paragraph, this is needed to prove that the change in $y$ will eventually become arbitrarily small.

In modular arithmetic, the modular multiplicative inverse of $a$ is also defined: it is the number $x$ such that $a x \equiv 1(\bmod n)$. This multiplicative inverse exists if and only if $a$ and $n$ are coprime. For example, the inverse of 3 modulo 11 is 4 because $4 \cdot 3 \equiv 1(\bmod 11)$. The extended Euclidean algorithm may be used to compute it.

The sedenions are an algebra in which every nonzero element has a multiplicative inverse, but which nonetheless has divisors of zero, i.e. nonzero elements $x, y$ such that $x y=0$.
A square matrix has an inverse if and only if its determinant has an inverse in the coefficient ring. The linear map that has the matrix $A^{-1}$ with respect to some base is then the reciprocal function of the map having $A$ as matrix in the same base. Thus, the two distinct notions of the inverse of a function are strongly related in this case, while they must be carefully distinguished in the general case (see below).

The trigonometric functions are related by the reciprocal identity: the cotangent is the reciprocal of the tangent; the secant is the reciprocal of the cosine; the cosecant is the reciprocal of the sine.

It is important to distinguish the reciprocal of a function $f$ in the multiplicative sense, given by $1 / f$, from the reciprocal or inverse function with respect to composition, denoted by $f^{-1}$ and defined by $f$ of $f^{-1}=$ id. Only for linear maps are they strongly related (see above), while they are completely different for all other cases. The terminology difference reciprocal versus inverse is not sufficient to make this distinction, since many authors prefer the opposite naming convention, probably for historical reasons (for example in French, the inverse function is preferably called application réciproque).

A ring in which every nonzero element has a multiplicative inverse is a division ring; likewise an algebra in which this holds is a division algebra.

## Pseudo-random number generation

The expansion of the reciprocal $1 / q$ in any base can also act ${ }^{[2]}$ as a source of pseudo-random numbers, if $q$ is a "suitable" safe prime, a prime of the form $2 p+1$ where $p$ is also a prime. A sequence of pseudo-random numbers of length $q-1$ will be produced by the expansion.

## Reciprocals of irrational numbers

Every number excluding zero has a reciprocal, and reciprocals of certain irrational numbers often can prove useful for reasons linked to the irrational number in question. Examples of this are the reciprocal of e which is special because no other positive number can produce a lower number when put to the power of itself, and the golden ratio's reciprocal which, being roughly 0.6180339887 , is exactly one less than the golden ratio and in turn illustrates the uniqueness of the number.

There are an infinite number of irrational reciprocal pairs that differ by an integer (giving the curious effect that the pairs share their infinite mantissa). These pairs can be found by simplifying $n+\sqrt{ }\left(n^{2}+1\right)$ for any integer $n$, and taking the reciprocal.

## Further remarks

If the multiplication is associative, an element $x$ with a multiplicative inverse cannot be a zero divisor (meaning for some $y, x y=0$ with neither $x$ nor $y$ equal to zero). To see this, it is sufficient to multiply the equation $x y=0$ by the inverse of $x$ (on the left), and then simplify using associativity. In the absence of associativity, the sedenions provide a counterexample.
The converse does not hold: an element which is not a zero divisor is not guaranteed to have a multiplicative inverse. Within $\mathbf{Z}$, all integers except $-1,0,1$ provide examples; they are not zero divisors nor do they have inverses in $\mathbf{Z}$. If the ring or algebra is finite, however, then all elements $a$ which are not zero divisors do have a (left and right) inverse. For, first observe that the map $f(x)=a x$ must be injective: $f(x)=f(y)$ implies $x=y$ :

$$
\begin{aligned}
a x=a y & \Rightarrow a x-a y=0 \\
& \Rightarrow a(x-y)=0 \\
& \Rightarrow x-y=0 \\
& \Rightarrow x=y .
\end{aligned}
$$

Distinct elements map to distinct elements, so the image consists of the same finite number of elements, and the map is necessarily surjective. Specifically, f (namely multiplication by $a$ ) must map some element $x$ to 1 , $a x=1$, so that $x$ is an inverse for $a$.

The multiplicative inverse of a fraction $\frac{a}{b}$ is simply $\frac{b}{a}$.

## Notes

[^0]
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## Normal subgroup

In abstract algebra, a normal subgroup is a subgroup which is invariant under conjugation by members of the group. Normal subgroups can be used to construct quotient groups from a given group. In other words, a subgroup $H$ of a group $G$ is normal in $G$ if and only if $a H=H a$ for all $a$ in $G$.
Évariste Galois was the first to realize the importance of the existence of normal subgroups.

## Definitions

A subgroup, $N$, of a group, $G$, is called a normal subgroup if it is invariant under conjugation; that is, for each element $n$ in $N$ and each $g$ in $G$, the element $g n g^{-1}$ is still in $N$. We write

$$
N \triangleleft G \Leftrightarrow \forall n \in N, \forall g \in G, g n g^{-1} \in N
$$

For any subgroup, the following conditions are equivalent to normality. Therefore any one of them may be taken as the definition:

- For all $g$ in $G, g N g^{-1} \subseteq N$.
- For all $g$ in $G, g N g^{-1}=N$.
- The sets of left and right cosets of $N$ in $G$ coincide.
- For all $g$ in $G, g N=N g$.
- $N$ is a union of conjugacy classes of $G$.
- There is some homomorphism on $G$ for which $N$ is the kernel.

The last condition accounts for some of the importance of normal subgroups; they are a way to internally classify all homomorphisms defined on a group. For example, a non-identity finite group is simple if and only if it is isomorphic to all of its non-identity homomorphic images, a finite group is perfect if and only if it has no normal subgroups of prime index, and a group is imperfect if and only if the derived subgroup is not supplemented by any proper normal subgroup.

## Examples

- The subgroup $\{e\}$ consisting of just the identity element of $G$ and $G$ itself are always normal subgroups of $G$. The former is called the trivial subgroup, and if these are the only normal subgroups, then $G$ is said to be simple.
- The center of a group is a normal subgroup.
- The commutator subgroup is a normal subgroup.
- More generally, any characteristic subgroup is normal, since conjugation is always an automorphism.
- All subgroups $N$ of an abelian group $G$ are normal, because $g N=N g$. A group that is not abelian but for which every subgroup is normal is called a Hamiltonian group.
- The translation group in any dimension is a normal subgroup of the Euclidean group; for example in 3D rotating, translating, and rotating back results in only translation; also reflecting, translating, and reflecting again results in only translation (a translation seen in a mirror looks like a translation, with a reflected translation vector). The translations by a given distance in any direction form a conjugacy class; the translation group is the union of those for all distances.
- In the Rubik's Cube group, the subgroup consisting of operations which only affect the corner pieces is normal, because no conjugate transformation can make such an operation affect an edge piece instead of a corner. By contrast, the subgroup consisting of turns of the top face only is not normal, because a conjugate transformation can move parts of the top face to the bottom and hence not all conjugates of elements of this subgroup are contained in the subgroup.

However, evenif $H$ is a normal subgroup of $G$,this does not mean that ah=ha for all h€H and for all a€G.As the following example shows : Consider the group S3. Let $\mathrm{H}=\left\{\mathrm{e},\left(\begin{array}{lll}1 & 2 & 3\end{array}\right),\left(\begin{array}{lll}1 & 3 & 2\end{array}\right)\right\}$. Then H is a subgroup of S 3 . Since e, (1 23 ) and (1 $\left.\begin{array}{ll}1 & 2\end{array}\right)$ are elements of H , it follows that $\mathrm{eH}=\mathrm{He},\left(\begin{array}{lll}1 & 2 & 3\end{array}\right) \mathrm{H}=\mathrm{H}\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)$ and (1 $\left.\begin{array}{lll}1 & 3 & 2\end{array}\right) \mathrm{H}=\mathrm{H}\left(\begin{array}{lll}1 & 3 & 2\end{array}\right)$.Now (1 2) $\mathrm{H}=\left\{\left(\begin{array}{ll}1 & 2\end{array}\right),\left(\begin{array}{lll}1 & 2\end{array}\right)\left(\begin{array}{lll}1 & 2 & 3\end{array}\right),\left(\begin{array}{ll}1 & 2\end{array}\right)\left(\begin{array}{lll}1 & 3 & 2\end{array}\right)\right\} \mathrm{H}(12)=\left\{\left(\begin{array}{lll}1 & 2\end{array}\right),\left(\begin{array}{lll}1 & 3 & 2\end{array}\right)\left(\begin{array}{ll}1 & 2\end{array}\right),\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\left(\begin{array}{ll}1 & 2\end{array}\right)\right\}$ Hence $\left(\begin{array}{ll}1 & 2\end{array}\right) \mathrm{H}=\mathrm{H}\left(\begin{array}{ll}1 & 2\end{array}\right)\left(\begin{array}{ll}2 & 3\end{array}\right) \mathrm{H}=\left\{\left(\begin{array}{ll}2 & 3\end{array}\right),(2\right.$
 $3) \mathrm{H}=\mathrm{H}(23)$ Also in the same way this can be shown that $\left(\begin{array}{ll}1 & 3\end{array}\right) \mathrm{H}=\mathrm{H}\left(\begin{array}{ll}1 & 3\end{array}\right)$ Consequently $H$ is a normal subgroup. However we point out that for $\left(\begin{array}{lll}1 & 2 & 3\end{array}\right) € H$ and $\left(\begin{array}{ll}2 & 3\end{array}\right) € G(=S 3)\left(\begin{array}{llll}2 & 3\end{array}\right)\left(\begin{array}{llll}1 & 2 & 3\end{array}\right)=\left(\begin{array}{lll}1 & 3\end{array}\right) \neq\left(\begin{array}{lll}1 & 2\end{array}\right)=\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\left(\begin{array}{ll}2 & 3\end{array}\right)$

## Properties

- Normality is preserved upon surjective homomorphisms, and is also preserved upon taking inverse images.
- Normality is preserved on taking direct products
- A normal subgroup of a normal subgroup of a group need not be normal in the group. That is, normality is not a transitive relation. However, a characteristic subgroup of a normal subgroup is normal. Also, a normal subgroup of a central factor is normal. In particular, a normal subgroup of a direct factor is normal.
- Every subgroup of index 2 is normal. More generally, a subgroup $H$ of finite index $n$ in $G$ contains a subgroup $K$ normal in $G$ and of index dividing $n$ ! called the normal core. In particular, if $p$ is the smallest prime dividing the order of $G$, then every subgroup of index $p$ is normal.


## Lattice of normal subgroups

The normal subgroups of a group $G$ form a lattice under subset inclusion with least element $\{e\}$ and greatest element $G$. Given two normal subgroups $N$ and $M$ in $G$, meet is defined as

$$
N \wedge M:=N \cap M
$$

and join is defined as

$$
N \vee M:=N M=\{n m \mid n \in N, \text { and } m \in M\}
$$

The lattice is complete and modular.

## Normal subgroups and homomorphisms

If $N$ is normal subgroup, we can define a multiplication on cosets by

$$
\left(a_{1} N\right)\left(a_{2} N\right):=\left(a_{1} a_{2}\right) N .
$$

This turns the set of cosets into a group called the quotient group $G / N$. There is a natural homomorphism $f: G \rightarrow G / N$ given by $f(a)=a N$. The image $f(N)$ consists only of the identity element of $G / N$, the coset $e N=N$.

In general, a group homomorphism $f: G \rightarrow H$ sends subgroups of $G$ to subgroups of $H$. Also, the preimage of any subgroup of $H$ is a subgroup of $G$. We call the preimage of the trivial group $\{e\}$ in $H$ the kernel of the homomorphism and denote it by $\operatorname{ker}(f)$. As it turns out, the kernel is always normal and the image $f(G)$ of $G$ is always isomorphic to $G / \operatorname{ker}(f)$ (the first isomorphism theorem). In fact, this correspondence is a bijection between the set of all quotient groups $G / N$ of $G$ and the set of all homomorphic images of $G$ (up to isomorphism). It is also easy to see that the kernel of the quotient map, $f: G \rightarrow G / N$, is $N$ itself, so we have shown that the normal subgroups are precisely the kernels of homomorphisms with domain $G$.

Theorem: If H and K are two subgroups of a group G , then

1. if H is a normal subgroup of G , then $\mathrm{HK}=\mathrm{KH}$ is a subgroup of G .
2. if H and K are both normal subgroups of G then $\mathrm{HK}=\mathrm{KH}$ is a normal subgroup of G .
3. if H and K are both normal subgroups of G then $\mathrm{H} \cap \mathrm{K}$ is a normal subgroup of G . '

Proof:

1. Let $b \in K$. Then $\mathrm{Hb}=\mathrm{b} H$ implies $\mathrm{H} b \leq K H$. This is true for any $b \in K$. Hence $H K \leq K H$. Similarly it can be shown that KH $\leq$ HK. So HK=KH. So HK is a subgroup of G. (Note: it is a theorem that if H and K are two subgroups of G and $\mathrm{HK}=\mathrm{KH}$ then HK is a subgroup of G.)
2. Suppose that $H$ and $K$ are both normal subgroups of $G$. Now from (i) $H K=K H$ is a subgroup of $G$. Let $g \in G$. Then $\mathrm{gHKg}^{-1}=\mathrm{gHg}^{(-1)} \mathrm{gKg}^{-1}=\left(\mathrm{gHg}^{-1}\right)\left(\mathrm{gKg}^{-1}\right) \leq \mathrm{HK}$. Hence HK is a normal subgroup of G.
3. Since $H$ and $K$ are subgroups, $H \cap K$ is also a subgroup. Let $g \in G$ and $a \in H \cap K$. Then $\mathrm{gag}^{-1} \in \mathrm{gHg}^{-1)} \leq H K$ and $\mathrm{gag}^{-1}$ $\mathrm{gKg}^{-1} \leq \mathrm{K}$. Since $\mathrm{gag}^{-1} \in \mathrm{H} \cap \mathrm{K}$ for all $\mathrm{a} \in \mathrm{H} \cap \mathrm{K}$, we find that $\mathrm{g}(\mathrm{H} \cap \mathrm{K}) \mathrm{g}^{-1} \leq \mathrm{H} \cap \mathrm{K}$ for all $\mathrm{g} \in \mathrm{G}$. Hence $\mathrm{H} \cap \mathrm{K}$ is a normal subgroup of G .

Theorem: Let H be a normal subgroup of a group G . Denote the set of all cosets $\{\mathrm{aH}: \mathrm{a} \in \mathrm{G}\}$ by $\mathrm{G} / \mathrm{H}$ and and define * on $\mathrm{G} / \mathrm{H}$ by for all $\mathrm{aH}, \mathrm{bH} \in \mathrm{G} / \mathrm{H},(\mathrm{aH})^{*}(\mathrm{bH})=\mathrm{abH}$. Then $(\mathrm{G} / \mathrm{H}, *)$ is a group.

Proof: First of all we have to show that the operation * is well defined binary operation on $\mathrm{G} / \mathrm{H}$. In other words we have to show that if $\mathrm{aH}=\mathrm{a}_{1} \mathrm{H}$ and $\mathrm{bH}=\mathrm{b}_{1} \mathrm{H}$ then $(\mathrm{ab}) \mathrm{H}=\left(\mathrm{a}_{1} \mathrm{~b}_{1}\right) \mathrm{H}$, as this will show that $\mathrm{aH} * \mathrm{bH}=(\mathrm{ab}) \mathrm{H}\left(\mathrm{a}_{1} \mathrm{~b}_{1}\right) \mathrm{H}=\mathrm{a}_{1} \mathrm{H} *$ $b_{1} H$. Now let $a H=a_{1} H$ and $b H=b_{1} H$ is given. This imply that $a=a_{1} h_{1}$ and $b=b_{1} h_{2}$ for some $h_{1}, h_{2} \in H$.Then $\left(a_{1} b_{1}\right)^{-1} a b=\left(b_{1}\right)^{-1}\left(a_{1}\right)^{-1} a_{1} h_{1} b_{1} h_{2}(1.1)$ Since $H$ is a normal subgroup, $H b_{1}=b_{1} H$ and henceh $b_{1}=b_{1} h_{3}$ forsome $h_{3} \in H$. Hence from (1.1) $\left(a_{1} b_{1}\right)^{-1}=b_{1}^{-1} b_{1} h_{3} h_{2}=h_{3} h_{2} \in$ H.This implies that $\left(a_{1} b_{1}\right) H=$ (ab)H. HenceaH* $\mathrm{bH}=\mathrm{abH}=\mathrm{a}_{1} \mathrm{~b}_{1} \mathrm{H}=\mathrm{a}_{1} \mathrm{H}^{*} \mathrm{~b}_{1} \mathrm{H}$ and so $*$ is awell defined binary operation on G/H.Next we show the associativitty of $\quad$ on $\quad \mathrm{G} / \mathrm{H}$. Let aH , bH , $\mathrm{cH} \quad \in \quad \mathrm{G} / \mathrm{H}$.NowaH $*(\mathrm{bH} * \mathrm{cH})=\mathrm{aH} * \mathrm{bcH}=\mathrm{a}(\mathrm{bc}) \mathrm{H}=(\mathrm{ab}) \mathrm{cH}=\mathrm{abH} * \mathrm{cH}=(\mathrm{aH} * \mathrm{bH}) * \mathrm{cH}$. Hence $*$ is associative.Now $\mathrm{eH} \in \mathrm{G} / \mathrm{H}$ and $\mathrm{aH}^{*} \mathrm{eH}=\mathrm{aeH}=\mathrm{aH}=\mathrm{eaH}=\mathrm{e}^{*}$ aHfor all $\mathrm{aH} \in \mathrm{G} / \mathrm{H}$. Hence eH is the identity of $\left(\mathrm{G} / \mathrm{H},{ }^{*}\right)$. Also for all $\mathrm{aH} \in(\mathrm{G} / \mathrm{H}), \mathrm{a}^{-1} \mathrm{H} \in$ $\mathrm{G} / \mathrm{H}$ andaH $\mathrm{a}^{-1} \mathrm{H}=\mathrm{aa}{ }^{-1} \mathrm{H}=\mathrm{eH}=\mathrm{a}^{-1} \mathrm{aH}=\mathrm{a}^{-1} \mathrm{H}^{*}$ aH.Here for all $\mathrm{aH} \in \mathrm{G} / \mathrm{H}, \mathrm{a}^{-1} \mathrm{H}$ is the inverse of $a H$. Thus $\left(\mathrm{G} / \mathrm{H},{ }^{*}\right)$ is a group.

## SOME RESULTS RELATED TO NORMAL SUBGROUPS

- Let H be a subgroup of G such that $[\mathrm{G}: \mathrm{H}]=2$. Then H is a normal subgroup.

Proof: Since [G: H]=2 ,the group G has only two distinct left cosets and only two distinct right cosets.Now H itself is a left as well as roght coset in G. Let $\mathrm{a} \in \mathrm{G} . I f \mathrm{a} \in \mathrm{H}$, then $\mathrm{aH}=\mathrm{H}=\mathrm{Ha}$. Suppose a does not belong to H .Then $\mathrm{aH} \neq \mathrm{H}$. Hence $\mathrm{G}=\mathrm{H} v a \mathrm{H}$ and $\mathrm{H} \cap \mathrm{aH}=\Phi$. Then $\mathrm{aH}=\mathrm{G}-\mathrm{H}$. Again since a does not belong to H and G has only two right cosets, we find that $\mathrm{G}=\mathrm{H} v \mathrm{Ha}$ where $\mathrm{H} \cap \mathrm{Ha}=\Phi$. Thus $\mathrm{Ha}=\mathrm{G}-\mathrm{H}$. Hence $\mathrm{Ha}=\mathrm{aH}$. Thus we find that $\mathrm{aH}=\mathrm{Ha}$ for all $\mathrm{a} \in \mathrm{G}$ and so H is a normal subgroup of G .

- The center of a group $G$, given by $Z(G)=\{a \in G$ : $a g=g$ for all $g \in G\}$ is a normal subgroup of $G$.

Proof: We know that the center of a group is a subgroup of that group. Now for any $\mathrm{g} \in \mathrm{G}$ and any $a \in Z(G) . \mathrm{gag}^{-1}=\mathrm{agg}^{-1}=\mathrm{a} \in Z(G)$ and hence, $g Z(G) g^{-1} \leq Z(G)$. Consequently $Z(G)$ is a normal subgroup.

- Let $/ h$ be subgroup of the group G.If $x^{2} \in H$ for all $x \in G$, then $H$ is a normal subgroup of $G$ and $G / H$ is commutative.

Proof: Let $\mathrm{g} \in \mathrm{G}$ and $\mathrm{h} \in \mathrm{H}$. Consider $\mathrm{ghg}^{-1}$ and note that $\mathrm{ghg}^{-1}=\mathrm{ghghh}^{-1} \mathrm{~g}^{-2}=(\mathrm{gh})^{2} \mathrm{~h}^{-1} \mathrm{~g}^{-2}$. Now $\mathrm{h}^{-1} \in \mathrm{H}$ and by our hypothesis $(\mathrm{gh})^{2}, \mathrm{~g}^{-2} \in \mathrm{H}$. This implies that $\mathrm{ghg}^{-1} \in \mathrm{H}$ which in turn shows that $\mathrm{gHg}^{-1} ? \mathrm{H}$. Hence H is a normal subgrpup of $G$. To show $G / H$ is commutative, let $x H, y H \in G / H$, .We show that $x H y H=y H x H$ or $x y H-y x H$ or $(y x)^{-1}(x y) \in H$. Now, $(y x)^{-1}(x y)=\left(x^{-1} y^{-1}\right)(x y)=\left(x^{-1} y^{-1}\right)^{2}\left(y x y^{-1}\right)^{2} y^{2}$. Since $a^{2} \in H$ for all a $\in G$, it follows that $\left(x^{-1} y^{-1}\right)^{2}\left(y x y^{-1}\right)^{2} y^{2} \in H$ and so $(y x)^{-1}(x y) \in H$. Hence $G / H$ is commutative.

- Let $G$ be a group such that every cyclic subgroup of $G$ is a normal subgroup of $G$. Then every subgroup of $G$ is a normal subgroup of G.

Proof: Let H be a subgroup of G . Let $\mathrm{g} \in \mathrm{G}$ and $\mathrm{a} \in \mathrm{H}$. Then $\mathrm{gag}^{-1} \in<\mathrm{a}>$ ? H . Hence H is normal in G .

- Let $H$ is a proper subgroup of a group $G$. such that for all $x, y \in G-H, x y \in H$. Then $H$ is a normal subgroup of $G$.

Proof: Let $x \in G-H$. Then $x^{-1} \in G-H$. Let $y \in H$. Then $x y \in G-H$, (for otherwise, $x=x y y^{-1} \in H$ ). Thus $x y$, $x^{-1} \in G-H$. Hence $x y x^{-1} \in H$.Also for any $x \in H$, we have $x y x^{-1} \in H$. Thus $H$ is a normal subgroup of $G$.

- Let H be a subgroup of the group G. Suppose that the product of two left cosets of of H in G is again a left coset of H in G . Then H is a Normal subgroup of G .

Proof: Let $g \in G$, Then $\mathrm{gHg}^{-1} \mathrm{H}=\mathrm{tH}$ for some $\mathrm{t} \in \mathrm{G}$.. Thus $\mathrm{e}=\mathrm{geg}^{-1} \mathrm{e} \in \mathrm{tH}$. Hence $\mathrm{e}=\mathrm{th}$ for some $\mathrm{h} \in \mathrm{H}$.Thus $\mathrm{t}=\mathrm{h}^{-1} \in \mathrm{H}$ so that $\mathrm{tH}=\mathrm{H}$. Now $\mathrm{gHg}^{-1} ? \mathrm{gHg}^{-1} \mathrm{H}=\mathrm{H}$. Hence H is a normal subgroup.
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## Perfect group

In mathematics, more specifically in the area of modern algebra known as group theory, a group is said to be perfect if it equals its own commutator subgroup, or equivalently, if the group has no nontrivial abelian quotients (equivalently, its abelianization, which is the universal abelian quotient, is trivial). In symbols, a perfect group is one such that $G^{(1)}=G$ (the commutator subgroup equals the group), or equivalently one such that $G^{\mathrm{ab}}=1$ (its abelianization is trivial).

## Examples

The smallest (non-trivial) perfect group is the alternating group $A_{5}$. More generally, any non-abelian simple group is perfect since the commutator subgroup is a normal subgroup with abelian quotient. Conversely, a perfect group need not be simple; for example, the special linear group $\operatorname{SL}(2,5)$ (or the binary icosahedral group which is isomorphic to it) is perfect but not simple (it has a non-trivial center containing $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)=\left(\begin{array}{ll}4 & 0 \\ 0 & 4\end{array}\right)$ ).
More generally, a quasisimple group (a perfect central extension of a simple group) which is a non-trivial extension (i.e., not a simple group itself) is perfect but not simple; this includes all the insoluble non-simple finite special linear groups $\operatorname{SL}(n, q)$ as extensions of the projective special linear group $\operatorname{PSL}(n, q)(\operatorname{SL}(2,5)$ is an extension of $\operatorname{PSL}(2,5)$, which is isomorphic to $A_{5}$ ). Similarly, the special linear group over the real and complex numbers is perfect, but the general linear group GL is never perfect (except when trivial or over $\mathbf{F}_{2}$, where it equals the special linear group), as the determinant gives a non-trivial abelianization and indeed the commutator subgroup is SL.

A non-trivial perfect group, however, is necessarily not solvable.
Every acyclic group is perfect, but the converse is not true: $A_{5}$ is perfect but not acyclic (in fact, not even superperfect), see (Berrick \& Hillman 2003). In fact, for $n \geq 5$ the alternating group $A_{n}$ is perfect but not superperfect, with $H_{2}\left(A_{n} ; \mathbf{Z}\right)=\mathbf{Z} / 2$ for $n \geq 8$.

## Grün's lemma

A basic fact about perfect groups is Grün's lemma from (Grün 1935, Satz 4, ${ }^{[1]}$ p. 3): the quotient of a perfect group by its center is centerless (has trivial center).
I.e., if $Z(G)$ denotes the center of a given group $G$, and $G$ is perfect, then the center of the quotient group $G / Z(G)$ is the trivial group:

$$
G \text { perfect } \Longrightarrow Z\left(\frac{G}{Z(G)}\right) \cong\{1\}
$$

## Proof

If $G$ is a perfect group, let $Z_{1}$ and $Z_{2}$ denote the first two terms of the upper central series of $G$ (i.e., $Z_{1}$ is the center of $G$, and $Z_{2} / Z_{1}$ is the center of $G / Z_{1}$ ). If $H$ and $K$ are subgroups of $G$, denote the commutator of $H$ and $K$ by $[H, K]$ and note that $\left[Z_{1}, G\right]=1$ and $\left[Z_{2}, G\right] \subseteq Z_{1}$, and consequently (the convention that $[X, Y, Z]=[[X, Y], Z]$ is followed):

$$
\begin{aligned}
& {\left[Z_{2}, G, G\right]=\left[\left[Z_{2}, G\right], G\right] \subseteq\left[Z_{1}, G\right]=1} \\
& {\left[G, Z_{2}, G\right]=\left[\left[G, Z_{2}\right], G\right]=\left[\left[Z_{2}, G\right], G\right] \subseteq\left[Z_{1}, G\right]=1}
\end{aligned}
$$

By the three subgroups lemma (or equivalently, by the Hall-Witt identity), it follows that $\left[G, Z_{2}\right]=\left[[G, G], Z_{2}\right]=\left[G, G, Z_{2}\right]=1$. Therefore, $Z_{2} \subseteq Z_{1}=Z(G)$, and the center of the quotient group $G / Z(G)$ is the trivial group.
As a consequence, all higher centers (that is, higher terms in the upper central series) of a perfect group equal the center.

## Group homology

In terms of group homology, a perfect group is precisely one whose first homology group vanishes: $H_{1}(G ; \mathbf{Z})=0$, as the first homology group of a group is exactly the abelianization of the group, and perfect means trivial abelianization. An advantage of this definition is that it admits strengthening:

- A superperfect group is one whose first two homology groups vanish: $H_{1}(G ; \mathbf{Z})=H_{2}(G ; \mathbf{Z})=0$.
- An acyclic group is one all of whose (reduced) homology groups vanish $\tilde{H}_{i}(G ; \mathbf{Z})=0$. (This is equivalent to all homology groups other than $H_{0}$ vanishing.)


## Quasi-perfect group

Especially in the field of algebraic K-theory, a group is said to be quasi-perfect if its commutator subgroup is perfect; in symbols, a quasi-perfect group is one such that $G^{(2)}=G^{(1)}$, (the commutator of the commutator subgroup is the commutator subgroup), while a perfect group is one such that $G^{(1)}=G$ (the commutator subgroup is the whole group). See (Karoubi 1973, pp. 301-411) and (Inassaridze 1995, p. 76).

## Notes

[1] Satz is German for "theorem".
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## Schreier refinement theorem

In mathematics, the Schreier refinement theorem of group theory states that any two normal series of subgroups of a given group have equivalent refinements.
The theorem is named after the Austrian mathematician Otto Schreier who proved it in 1928. It provides an elegant proof of the Jordan-Hölder theorem.
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## Subgroup

In group theory, given a group $G$ under a binary operation *, a subset $H$ of $G$ is called a subgroup of $G$ if $H$ also forms a group under the operation *. More precisely, $H$ is a subgroup of $G$ if the restriction of * to $H x H$ is a group operation on $H$. This is usually represented notationally by $H \leq G$, read as " $H$ is a subgroup of $G$ ".
A proper subgroup of a group $G$ is a subgroup $H$ which is a proper subset of $G$ (i.e. $H \neq G$ ). The trivial subgroup of any group is the subgroup $\{e\}$ consisting of just the identity element. If $H$ is a subgroup of $G$, then $G$ is sometimes called an overgroup of $H$.
The same definitions apply more generally when $G$ is an arbitrary semigroup, but this article will only deal with subgroups of groups. The group $G$ is sometimes denoted by the ordered pair $(G, *)$, usually to emphasize the operation * when $G$ carries multiple algebraic or other structures.

This article will write $a b$ for $a^{*} b$, as is usual.

## Basic properties of subgroups

- A subset $H$ of the group $G$ is a subgroup of $G$ if and only if it is nonempty and closed under products and inverses. (The closure conditions mean the following: whenever $a$ and $b$ are in $H$, then $a b$ and $a^{-1}$ are also in $H$. These two conditions can be combined into one equivalent condition: whenever $a$ and $b$ are in $H$, then $a b^{-1}$ is also in $H$.) In the case that $H$ is finite, then $H$ is a subgroup if and only if $H$ is closed under products. (In this case, every element $a$ of $H$ generates a finite cyclic subgroup of $H$, and the inverse of $a$ is then $a^{-1}=a^{n-1}$, where $n$ is the order of $a$.)
- The above condition can be stated in terms of a homomorphism; that is, $H$ is a subgroup of a group $G$ if and only if $H$ is a subset of $G$ and there is an inclusion homomorphism (i.e., $\mathrm{i}(a)=a$ for every $a$ ) from $H$ to $G$.
- The identity of a subgroup is the identity of the group: if $G$ is a group with identity $e_{G}$, and $H$ is a subgroup of $G$ with identity $e_{H}$, then $e_{H}=e_{G}$.
- The inverse of an element in a subgroup is the inverse of the element in the group: if $H$ is a subgroup of a group $G$, and $a$ and $b$ are elements of $H$ such that $a b=b a=e_{H}$, then $a b=b a=e_{G}$.
- The intersection of subgroups $A$ and $B$ is again a subgroup. ${ }^{[1]}$ The union of subgroups $A$ and $B$ is a subgroup if and only if either $A$ or $B$ contains the other, since for example 2 and 3 are in the union of 2 Z and 3 Z but their sum 5 is not. Another example is the union of the $x$-axis and the $y$-axis in the plane (with the addition operation); each of these objects is a subgroup but their union is not. This also serves as an example of two subgroups, whose intersection is precisely the identity.
- If $S$ is a subset of $G$, then there exists a minimum subgroup containing $S$, which can be found by taking the intersection of all of subgroups containing $S$; it is denoted by $\langle S\rangle$ and is said to be the subgroup generated by $S$.

An element of $G$ is in $\langle S\rangle$ if and only if it is a finite product of elements of $S$ and their inverses.

- Every element $a$ of a group $G$ generates the cyclic subgroup $\langle a\rangle$. If $\langle a\rangle$ is isomorphic to $\mathbf{Z} / n \mathbf{Z}$ for some positive integer $n$, then $n$ is the smallest positive integer for which $a^{n}=e$, and $n$ is called the order of $a$. If $\langle a\rangle$ is isomorphic to $\mathbf{Z}$, then $a$ is said to have infinite order.
- The subgroups of any given group form a complete lattice under inclusion, called the lattice of subgroups. (While the infimum here is the usual set-theoretic intersection, the supremum of a set of subgroups is the subgroup generated by the set-theoretic union of the subgroups, not the set-theoretic union itself.) If $e$ is the identity of $G$, then the trivial group $\{e\}$ is the minimum subgroup of $G$, while the maximum subgroup is the group $G$ itself.


## Cosets and Lagrange's theorem

Given a subgroup $H$ and some $a$ in G, we define the left coset $a H=\{a h: h$ in $H\}$. Because $a$ is invertible, the map $\varphi$ $: H \rightarrow a H$ given by $\varphi(h)=a h$ is a bijection. Furthermore, every element of $G$ is contained in precisely one left coset of $H$; the left cosets are the equivalence classes corresponding to the equivalence relation $a_{1} \sim a_{2}$ if and only if $a_{1}^{-1} a_{2}$ is in $H$. The number of left cosets of $H$ is called the index of $H$ in $G$ and is denoted by $[G: H]$.

Lagrange's theorem states that for a finite group $G$ and a subgroup $H$,

$$
[G: H]=\frac{|G|}{|H|}
$$

where $|G|$ and $|H|$ denote the orders of $G$ and $H$, respectively. In particular, the order of every subgroup of $G$ (and the order of every element of $G$ ) must be a divisor of $|G|$.

Right cosets are defined analogously: $H a=\{h a: h$ in $H\}$. They are also the equivalence classes for a suitable equivalence relation and their number is equal to $[G: H]$.

If $a H=H a$ for every $a$ in $G$, then $H$ is said to be a normal subgroup. Every subgroup of index 2 is normal: the left cosets, and also the right cosets, are simply the subgroup and its complement. More generally, if $p$ is the lowest prime dividing the order of a finite group $G$, then any subgroup of index $p$ (if such exists) is normal.

## Example: Subgroups of $\mathbf{Z}_{\mathbf{8}}$

Let $G$ be the cyclic group $\mathrm{Z}_{8}$ whose elements are

$$
G=\{0,2,4,6,1,3,5,7\}
$$

and whose group operation is addition modulo eight. Its Cayley table is

| $\mathbf{+}$ | $\mathbf{0}$ | $\mathbf{2}$ | 4 | 6 | $\mathbf{1}$ | $\mathbf{3}$ | $\mathbf{5}$ | $\mathbf{7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{0}$ | 0 | 2 | 4 | 6 | 1 | 3 | 5 | 7 |
| 2 | 2 | 4 | 6 | 0 | 3 | 5 | 7 | 1 |
| 4 | 4 | 6 | 0 | 2 | 5 | 7 | 1 | 3 |
| 6 | 6 | 0 | 2 | 4 | 7 | 1 | 3 | 5 |
| $\mathbf{1}$ | 1 | 3 | 5 | 7 | 2 | 4 | 6 | 0 |
| $\mathbf{3}$ | 3 | 5 | 7 | 1 | 4 | 6 | 0 | 2 |
| $\mathbf{5}$ | 5 | 7 | 1 | 3 | 6 | 0 | 2 | 4 |
| $\mathbf{7}$ | 7 | 1 | 3 | 5 | 0 | 2 | 4 | 6 |

This group has a pair of nontrivial subgroups: $J=\{0,4\}$ and $H=\{0,2,4,6\}$, where $J$ is also a subgroup of $H$. The Cayley table for $H$ is the top-left quadrant of the Cayley table for $G$. The group $G$ is cyclic, and so are its subgroups. In general, subgroups of cyclic groups are also cyclic.

## Example: Subgroups of $\mathbf{S}_{\mathbf{4}}$

Every group has as many small subgroups as neutral elements on the main diagonal:
The trivial group and two-element groups $Z_{2}$. These small subgroups are not counted in the following list.


## 12 elements


The alternating group $\mathrm{A}_{4}$ showing only the even permutations Subgroups:

| $\begin{array}{r} 8 \sec Z \\ 871623 \end{array}$ | 85.5 | $88: 3$ | 82* |  |
| :---: | :---: | :---: | :---: | :---: |
| $\therefore 702316$ | $8{ }^{+34}$ | $8{ }^{\square 1119}$ | $8{ }^{(1520}$ | * $8^{812}$ |
| * $1623 \cdot 7$ | 5340 | $4{ }^{1119}$ | 21520 | 48120 |
| 二231670 | S. $4 \cdot 3$ | $44^{19} 011$ | - 20 - 15 | \$120 |

8 elements


|  | $\bigcirc$ | 1 | 6 | 7 | 16 | 17 | 22 | 23 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 |  | - | 7 | 6 | 17 | 16 | 23 | 22 |
| 8 | 6 | 7 | $\bigcirc$ | 1 | 22 |  | 16 | 17 |
| 4 | 7 | 6 | 1 |  | 23 | 22 | 17 |  |
| ${ }^{*}$ | 16 | 22 | 17 | 23 | $\bigcirc$ | 6 | 1 | 7 |
| (1) | 17 |  | 16 | 22 | 1 | 7 | - | 6 |
| H | 22 |  |  | 17 | 6 | - | 7 |  |
|  |  | 17 |  | 16 | 7 | 1 | 6 | $\bigcirc$ |

Dihedral group of order 8
Subgroups:



|  | - | 5 | 7 | 9 |  | 16 | 18 | 23 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 5 | - | 9 | 7 | 16 | 14 | 23 | 8 |
| 4 | 7 | 18 | - | 14 | 9 | 23 | 5 | 6 |
| B | 9 | 23 | 5 | 16 | 7 | 18 | $\bigcirc$ | 14 |
| 1 |  | 16 | 18 | 23 | - | 5 | 7 | 9 |
| \% | 16 | 14 | 23 | 18 | 5 | - | 9 | 7 |
| 4 | 18 | 7 | 14 | - | 23 | 9 | 16 |  |
| (1) | 23 | 9 | 16 | 5 | 18 | 7 | 14 |  |

Dihedral group of order 8
Subgroups:
 8
2

2 $\therefore$| 8 |
| :---: |
|  |
|  |
| 7 |
| 16 |
| 23 |

 い




| $\bigcirc$ | 2 | 7 | 10 |  | 16 | 21 | 23 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | - | 10 | 7 | 16 | 13 | 23 | 21 |
| 7 | 13 | - | 21 | 2 | 23 | 10 | 16 |
| 10 | 16 | 2 | 23 | - | 21 | 7 | 13 |
| 13 | 7 | 21 | - | 23 | 3 | 16 | 10 |
| 16 | 10 | 23 | 2 | 21 | - | 13 | 7 |
| 21 | 23 | 13 | 16 | 7 | 10 | $\bigcirc$ | 2 |
| 23 |  | 16 | 13 | 10 | 7 | 2 |  |

Dihedral group of order 8
Subgroups:

|  |  |  |
| :---: | :---: | :---: |
| - 22123 | $8 \bullet 71623$ | \$ |
| - 232 | $57{ }^{4}$ - 2316 | 410 |
| 23 - | 6 1623 | 5 |
|  | 2316 |  |

## 6 elements

> Symmetric group $\mathrm{S}_{3}$
> Subgroup:
> Symmetric group $S_{3}$

> Symmetric group $\mathrm{S}_{3}$
> Subgroup: $\stackrel{\sim}{*}$
> Symmetric group $\mathrm{S}_{3}$
> Subgroup:

4 elements



Cyclic group $\mathrm{Z}_{4}$


Cyclic group $\mathrm{Z}_{4}$


Cyclic group $\mathrm{Z}_{4}$

## 3 elements



## Notes

[1] Jacobson (2009), p. 41
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## Transversal (combinatorics)

In combinatorial mathematics, given a collection $C$ of sets, a transversal is a set containing exactly one element from each member of the collection. When the sets of the collection are mutually disjoint, each element of the transversal corresponds to exactly one member of $C$ (the set it is a member of). If the original sets are not disjoint, there are two possibilities for the definition of a transversal. One variation, the one that mimics the situation when the sets are mutually disjoint, is that there is a bijection $f$ from the transversal to $C$ such that $x$ is an element of $f(x)$ for each $x$ in the transversal. In this case, the transversal is also called a system of distinct representatives. The other, less commonly used, possibility does not require a one-to-one relation between the elements of the transversal and the sets of $C$. Loosely speaking, in this situation the members of the system of representatives are not necessarily distinct. ${ }^{[1][2]}$

A partial transversal is a set containing at most one element from each member of the collection, or (in the stricter form of the concept) a set with an injection from the set to $C$.

The transversals of a finite collection $C$ of finite sets form the basis sets of a matroid, the "transversal matroid" of $C$. The independent sets of the transversal matroid are the partial transversals of $C$. ${ }^{[3]}$

A generalization of the concept of a transversal would be a set that just has a non-empty intersection with each member of $C$. An example of this would be a Bernstein set, which is defined as a set that has a non-empty intersection with each set of $C$, but contains no set of $C$, where $C$ is the collection of all perfect sets of a topological Polish space.

## Examples

In group theory, given a subgroup $H$ of a group $G$, a right (respectively left) transversal is a set containing exactly one element from each right (respectively left) coset of $H$. In this case, the "sets" (cosets) are mutually disjoint.
Given a direct product of groups $G=H \times K$, then $H$ is a transversal for the cosets of $K$.

- Hall's marriage theorem gives necessary and sufficient conditions for a finite collection of not necessarily distinct, but non-empty sets to have a transversal.


## Category theory

In the language of category theory, a transversal of a collection of mutually disjoint sets is a section of the quotient map induced by the collection.

## Notes

[1] Roberts \& Tesman 2009, pg. 692
[2] Brualdi 2010, pg. 322
[3] Oxley, James G. (2006), Matroid Theory, Oxford graduate texts in mathematics, 3, Oxford University Press, p. 48, ISBN 9780199202508.
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## Torsion subgroup

In the theory of abelian groups, the torsion subgroup $A_{T}$ of an abelian group $A$ is the subgroup of $A$ consisting of all elements that have finite order. An abelian group $A$ is called a torsion (or periodic) group if every element of $A$ has finite order and is called torsion-free if every element of $A$ except the identity is of infinite order.

The proof that $A_{T}$ is closed under addition relies on the commutativity of addition (see examples section).
If $A$ is abelian, then the torsion subgroup $T$ is a fully characteristic subgroup of $A$ and the factor group $A / T$ is torsion-free. There is a covariant functor from the category of abelian groups to the category of torsion groups that sends every group to its torsion subgroup and every homomorphism to its restriction to the torsion subgroup. There is another covariant functor from the category of abelian groups to the category of torsion-free groups that sends every group to its quotient by its torsion subgroup, and sends every homomorphism to the obvious induced homomorphism (which is easily seen to be well-defined).
If $A$ is finitely generated and abelian, then it can be written as the direct sum of its torsion subgroup $T$ and a torsion-free subgroup (but this is not true for all infinitely generated abelian groups). In any decomposition of $A$ as a direct sum of a torsion subgroup $S$ and a torsion-free subgroup, $S$ must equal $T$ (but the torsion-free subgroup is not uniquely determined). This is a key step in the classification of finitely generated abelian groups.

## p-power torsion subgroups

For any abelian group $(A,+)$ and any prime number $p$ the set $A_{T p}$ of elements of $A$ that have order a power of $p$ is a subgroup called the $\boldsymbol{p}$-power torsion subgroup or, more loosely, the $\boldsymbol{p}$-torsion subgroup:

$$
A_{T_{p}}=\left\{g \in A \mid \exists n \in \mathbb{N}, p^{n} g=0\right\}
$$

The torsion subgroup $A_{T}$ is isomorphic to the direct sum of its $p$-power torsion subgroups over all prime numbers $p$ :

$$
A_{T}=\bigoplus_{p \in P} A_{T_{p}}
$$

When $A$ is a finite abelian group, $A_{T p}$ coincides with the unique Sylow p-subgroup of $A$.
Each $p$-power torsion subgroup of $A$ is a fully characteristic subgroup. More strongly, any homomorphism between abelian groups sends each $p$-power torsion subgroup into the corresponding $p$-power torsion subgroup.

For each prime number $p$, this provides a functor from the category of abelian groups to the category of $p$-power torsion groups that sends every group to its $p$-power torsion subgroup, and restricts every homomorphism to the $p$-torsion subgroups. The product over the set of all prime numbers of the restriction of these functors to the category of torsion groups, is a faithful functor from the category of torsion groups to the product over all prime numbers of the categories of $p$-torsion groups. In a sense, this means that studying $p$-torsion groups in isolation tells us everything about torsion groups in general.

## Examples and further results

- The torsion subset of a non-abelian group is not, in general, a subgroup. For example, in the infinite dihedral group, which has presentation:
$<x, y \mid x^{2}=y^{2}=1>$
the element $x y$ is a product of two torsion elements, but has infinite order.
- The torsion elements in a nilpotent group form a normal subgroup. ${ }^{[1]}$
- Obviously, every finite abelian group is a torsion group. Not every torsion group is finite however: consider the direct sum of a countable number of copies of the cyclic group $C_{2}$; this is a torsion group since every element has order 2. Nor need there be an upper bound on the orders of elements in a torsion group if it isn't finitely generated,
as the example of the factor group $\mathbf{Q} / \mathbf{Z}$ shows.
- Every free abelian group is torsion-free, but the converse is not true, as is shown by the additive group of the rational numbers $\mathbf{Q}$.
- Even if $A$ is not finitely generated, the size of its torsion-free part is uniquely determined, as is explained in more detail in the article on rank of an abelian group.
- An abelian group $A$ is torsion-free if and only if it is flat as a $\mathbf{Z}$-module, which means that whenever $C$ is a subgroup of some abelian group $B$, then the natural map from the tensor product $C \otimes A$ to $B \otimes A$ is injective.
- Tensoring an abelian group $A$ with $\mathbf{Q}$ (or any divisible group) kills torsion. That is, if $T$ is a torsion group then $T$ $\otimes \mathbf{Q}=0$. For a general abelian group $A$ with torsion subgroup $T$ one has $A \otimes \mathbf{Q} \cong A / T \otimes \mathbf{Q}$.


## Notes

[1] See Epstein \& Cannon (1992) p. 167 (http://books.google.com/books?id=DQ84Q1Tr-EgC\&pg=PA167)
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