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In the paper it is given the proof of famous 

Riemann Hypothesis. 
 

1. Introduction 

Appearing of the zeta – function and the analytical methods in Number Theory connected 

with the name of L. Euler (see [18, p.54]). In his works Euler had introduced the zeta – function  
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as a function of a real variable s. By using of identity  
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where the product is taken over all prime numbers, he gave an analytical proof of the theorem of 

Euclid on the infiniteness of a set of prime numbers. Euler had given the relationship which is  

equivalent (see [13]) to the Riemann functional equation. By using of Euler arguments in 1837 

L. Dirichlet proved the generalization of Euclid theorem for arithmetic progressions considering 

L – series. 

Great meaning of the zeta – function in the analytical number theory was discovered in 

1859 by B. Riemann. In his famous memoir [20] Riemann considered )(sζ  as a function of 

complex variable and connected the question on the distribution of the prime numbers with the 

location of complex zeroes of the zeta – function. He proved the functional equation 
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and formulated several hypotheses about the zeta – function. One of them (later RH) was fated to 

stand a central problem for the all of mathematics. The Hypothesis asserts that all of complex 

zeros of the zeta–function placed in the strip 1Re0 << s are located on the critical line Res=0.5. 

D. Hilbert included in 1900 Paris International Congress this Hypothesis into the list of his 

23 mathematical problems.  

In spite of  no decreasing up to nowadays  attempts  of many  outstanding  mathematicians 

RH was remained open. However, they were found several equivalents ([33], [4]) of this Hypo- 

thesis and it was arisen an opinion about its insolubility by the methods of mathematical analysis 

(see [4]).  
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To make some progress in the direction of this Hypothesis there was developed following 

brunches in the Analytical Number Theory: 

1. Investigation of areas free from the zeroes of the zeta – function; 

2. Density estimations of zeroes in the critical strip and their applications; 

3. Studying of zeroes on the critical line; 

4. Studying of distribution of values of the zeta – function in the critical strip; 

5. Computational questions connected with the zeroes and others. 

Those directions are classical and in the literature it can be found (see [3,6,12,16,17,19,22, 

24]) historical and other aspects of the problems. We shall consider here, in sketch, only works 

of direction 4, and several modern ideas in studying of questions connected with the RH.  

         Studying of distribution of values of the zeta – function was founded by G. Bohr (see [24, 

p.279]). In the work [2] the theorem on everywhere density of the values of ),( it+σζ  

]1,2/1(, ∈∞<<∞− σt  was proven.    

The results of S.M. Voronin [25-32] connected with the universality property of the zeta – 

function had founded a new stage of investigations of values of the zeta – function and other 

functions defined by Dirichlet series. In the works of S.M. Voronin it was studied the distribu-

tion of values of some Dirichlet series and a more general form of D. Hilbert problem on the 

differential independence of the zeta – function was proven for Dirichlet L – functions. Other 

generalizations and improvements were considered in the works ([1, 14-16]). 

Last several years they were begun studying of some families of Dirichlet series the aim of 

which was to consider the questions connected with the distribution of zeroes of the zeta and L – 

functions ([4]). B. Bagchi had considered (see [15 – 16]) the family of Dirichlet series defined as 

a product 
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when Re s >1. He proved that this function can be analytically continued into the strip Re s >1/2 

and has not there zeroes for almost allθ , where θ  takes values in the topological product of the  

circles Czz pp ∈= ,1 , and )(θχ p  is a projection of θ  on the circle 1=pz . Here the measure is a 

Haar measure. In the works [1, 14-16] they were investigated the questions connected with the 

joint universality properties of some Dirichlet series. By using of ergodic methods the special 

probability measures were also constructed.  

In the work [11] it was gotten the equivalent variant of mentioned above result of B.Bagchi  

by considering of the function  
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in the cube [0,1]×[0,1]×··· with the product of Lebesgue measures. =Ω

 In the works [33 – 38] they were studied the questions on gaps between consecutive zeroes 

of the zeta –function on the critical line, on the number of zeroes in the circles with relatively no 

large radius in the near around of the critical line, and on the repeated zeros.   

 In the present work we study the distribution of special curves 1})({ ≥nntλ (the sign {} means 

a fractional part) in the subsets of zero measure of the infinite dimensional unite cube, on which 

some series is divergent, and the results have not a finite analog. As an application of getting 

results we prove RH. 

 Definition 1. Let NN →:σ  is any one to one mapping of the set of natural numbers. If 

there exist a natural number m such that nn =)(σ  for every n >m, then we say that σ  is a finite 

permutation. We call the subset Ω⊂A  to be finite – symmetrical if for any element An ∈= )(θθ  

we have An ∈= )( )(σθσθ , where σ  a finite permutation is. 

Let  denote the set of all finite permutations. It is a group which contains any group  

of n – degree permutations as a subgroup (we shall consider every n – degree permutation 

Σ nS

σ  

, as a finite – permutation for which ,...2,1=n nmmm >= ;)(σ ). 

Theorem. Let 
4
10 << r  is a real number. Then there exist а sequence (θn) in Ω 

( ,...2,1, =Ω∈ nnθ ) and a sequence (mn) of integers that for every real t  
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It should be noted that the length of a product depends on t. 

Corollary. The Riemann Hypothesis is true, i. e. 

ζ(s) ≠ 0 

when 
2
1

>σ .  

 

2. Supplementary statements. 



The following lemma was proven by S.M. Voronin in [28] (we are formulating it in а little  

changed form). 

Lemma 1. Let 
4
10 << r and g(s) is an analytical function in the circle |s| < r, continuous  

and non – vanishing when |s| ≤ r. Then for any ε > 0 and у > 2 there exist a finite set of  prime  

numbers М, containing all of  the primes p ≤ y, that the following inequality holds: 
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where Mpp ∈= )(θθ  and   are given already numbers from the interval   [0, 1) when p 

≤ y ;  
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Proof. The proof of the lemma 1 will be conducted by the method of the work [28] of 

S.M. Voronin. The series  of this work we define as )(suk
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By using of the expansion of the logarithmic function into power series we may write 
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Since r < ¼ we may take such ε, that the inequality 2ε+2r–3/2 <–1 would satisfied. Then 

definition of  and (4) with the last inequality show that the series  )(suk
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differs from the series ∑  by an absolutely convergent series. Therefore, it is sufficient to 

show, that for any  (

)(sun

( )rHs γϕ 2)( ∈ 10 << γ  is any) there exist a permutation of the series (5) 

converging to the )(sϕ  (the definition of the Hardy space ( )rH γ
2  was given in [24, p.323]). 

Further, we consider (5), following by [28], and note that 
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We have 
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As it was showen in [28] can be expanded into power series ( )xΔ
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by using of expansion of the function )(sϕ . Define the entire function  
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Repeating the reasoning of the work [28] we show that for any 0>δ  there exist a sequence 

 satisfying the following inequality ∞→,..., 21 uu
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(see [24, p.244]) for every j=1,2,…. Now we take 4/kk =ϑ when (for k, withypk > ypk ≤  the 

numbers kϑ  are any) we can separate from the series (5) sub series diverging to ∞+  and ∞−  

correspondingly. Then the series  
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converges conditionally. So (see [24, p.339]), there exist a permutation of the series ∑
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converging to the , in regard to the norm of the space . From this by a 

known way (see [22, p. 345]) we  get the convergence in the usual sense, uniformly in any 

compact sub domain of the circle 
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get a suitable result. Lemma 1 is proved 

Note. The statement of the lemma 1 remains unchanged if we would consider not only the 

circle 4/14/3 <≤− rs , but also any circle ;00 rrs <≤−σ  .12/1 0 <<σ  

Lemma 2. Let the series of analytical functions  
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be given in the one – connected  domain  G of the complex s – plane and absolutely converges  

almost everywhere in the  G  in Lebesgue meaning and the function 

∑
∞

=

=Φ
1

)(),(
n

n sftσ  

is a summable function in the domain G. Then the given series uniformly converges in any 

compact sub domain of the G; particularly the sum of this series will be an analytical function in 

the G. 

Proof. It is enough to show that the theorem is true for any rectangle  in the domain G. 

Let  is a rectangle in the G and 

С

С С′ is another rectangle lying directly in the interior of theС , 

moreover the sides of them are parallel to the axis. We can suppose that on contour the series are 

convergent almost everywhere in correspondence with the theorem of G.Fubini (see. [7, p.208]). 

We deduce from the theorem of Lebesgue on a bounded convergence (see. [21, p.293]): 

∑ ∫∫
∞

= −
=

−
Φ

1

0 )(
2
1)(

2
1

n
C

n
C

ds
s

sf
i

ds
s

s
i ξπξπ

,  

where the integrals are taken in Lebesgue meaning and ),()( 00 ts σΦ=Φ  is a sum of given series 

on the points of convergence. Because on the right hand side of the equality the integrals exist in 

the Riemann meaning we get (by applying Cauchy’s formula)  
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where )()( 01 ξξ Φ=Φ  almost everywhere and ξ  is any point on or in the contour. Further, the 

series in the С  is bounded by following inequality ′
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where δ  is minimal distance between sides of the С  and С′ . The series  
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converges in agree with the theorem of Lebesgue on a monotone convergence (see [21, p.290]). 

Therefore the series  converges uniformly in theС)(
1

ξ∑
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nf ′ . The lemma 2 is proved. 

3. Basic auxiliary results. 

Let Ω∈ω  and }|{)( Σ∈=Σ σσωω , and )(ωΣ′  means the closed set of all limit points of 

the sequence )(ωΣ . For real t we denote })({}{ ntt λ=Λ . Below we denote by μ  a product of 

linear Lebesgue measures m defined in the segment [0,1]: L××= mmμ . 

Lemma 4. Let А ⊂ Ω is a finite – symmetrical subset of zero measure and   (=Λ nλ ) is a  



unbounded monotonically increasing sequence of positive numbers, any subset of components of  

which is linearly independent over the field of rational numbers. Let AB ⊃  is any open set with 

εμ <)(B  and 
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Then we have εcEm 6)( 0 ≤ , where c is an absolute constant and m means the linear Lebesgue 

measure.     

Proof.  Let ε  is any small positive number. Since the numbers nλ  are linearly independent,  

then we for any finite permutation σ   have ≠})({ 1 nt λ  })({ )(2 nt σλ  when . Really, in the 

other case we could have the equality 
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which contradicts the linear independence of the numbers nλ . So for any pair of different num-

bers  and  1t 2t { }Σ∈∉ σλλ σ |})({})({ )(21 nn tt . We can find a family of open spheres (in the 

Tichonov topology) such, that each of them do not contain any other from  , (the sphere 

being consisted in other one may be omitted), and  
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Now we take the permutation Σ∈σ , defined by the equalities knkn == )(,,)1( 1 σσ K , 

where the natural numbers  are taken by following way. At first we take  such that  jn N

12)( εμ <′NB , 

where the  is a projection of the sphere  into the first  axes and NB′ 1B N 11)( εμ =B . We cover the 

 by cubes with the rib NB′ δ  and summarized measure not exciding 13ε . Let us to write Nk =  

and define the numbers  by using of following inequalities  knn ,,1 K
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Now we take any cube with the rib δ  and center kmm ≤≤1)(α . Then the point })({
mntλ  would 

lie in this cube if   

2}{ δαλ ≤− mnm
t . 

From the definition of the fractional part we may write for some integral r taking m=1: 
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The measure of a set of such t is not exceeding . The number of such intervals corresponding 

to the different values of 
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][ nnts λλ ≤= . Since we take the conditions (6) and (8) simultaneously, we must estimate 

the total measures of intervals (8) having nonempty intersections with the intervals (7) by using 

of the conditions (6). The number of intervals with the length , having nonempty intersection 

with one of intervals of the view (7) does not exceed the value  
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Therefore, the measure of a set of such t, for all of which simultaneously the conditions (7) and 

(8) are satisfied does not exceed  
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One may continue those reasoning by taking all of conditions of the form 
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Then we find the following estimation for the measure of a set of such t, for which the points 
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mntλ  lie into the cubes with the rib ofδ : 
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Therefore, by summing over all of such cubes we get the upper bound for the measure of a set of 

such t, for which 1})({ Bt
mn ∈λ  the value ≤ 13 εc , c>0.  

Note that the sequence )( nλ=Λ  defined above depends onδ . We shall fix for every of 

defined above spheres  some sequencekB kΛ  by using of conditions (6). Considering all of such 

spheres we denote ,...}2,1|{0 =Λ=Σ kk . Since the set A is finite – symmetrical, then the measure 

of interested us values of t can be estimated by using of any sequence , because as it was 

noted above the sets for various values of t have empty intersection.  

kΛ

})({ ΛΣ t



Further, for any point t of the Е0, the set })({ ΛΣ t  has a non – empty intersection only with 

finite number of spheres . Really, if else, then some limit point (which is contained by the 

open set B) of  belong say to B

kB

)(ΛΣ Bs. Let d is a distance from θ to the bound of . Then for 

infinitely many indexes n

sB

k beginning from some k all of spheres  would belong into the 

spheres with radius < d/2, and the center θ. So for sufficiently large k the all of such spheres 

would belong into , which is contradiction. Consequently, the set Е

knB

sB 0 can be represented as a 

union of subsets Еk, k=1,2,… where 
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where  and . The proof of the lemma 4 is 

completed. 
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4. Local approximation 

Lemma 5. There exist a sequence of points (θк) (θк∈ Ω) and natural numbers (mk) such 

that θк → 0  and    
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in the circle   |s| ≤ r, 410 << r  uniformly by s (Fk is defined above).  

Proof. Let y > 2 is a whole positive number which will be precisely defined below. We 

suppose 
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From the lemma 2 it follows, that for the given ε  there exist a whole number  y > 2  and  a set  

М1 of primes such that  М1  contains all the primes  р ≤ у  and  
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moreover   when  р ≤ у. Now we denote 00 =pθ
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where the sum under the sign of integral is taken over such natural numbers, the canonical 

factorizations of which contain only primes p, 11, mpMp ≤∉ , and 
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and Ω1 is a projection of Ω  into subspace with that coordinate axes θр for which р ∉ М1. Then 

from the inequality gotten above follows an existence of a such point 
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(see [22, p. 345]), c(δ)>0  is a constant. So taking θ1 = (θ0, θ1′) , θ0 =  we shall have  
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only if  у0 would taken satisfying the condition  
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We replace now ε by ε/2. There exist a set of primes М2 containing all of the prime 

numbers  ≤ 2у0 = у1 and satisfying by the lemma 1 the inequality 
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and  if р ≤ у,0)1( =pθ 1. By like way we find 2θ′  ∈ Ω2  (Ω2 is a projection of Ω into  the subspace 
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Now by taking of the mean value we get 
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By repeating this calculus we for every к > 1 find θк = ),( 1+′kk θθ  ∈ Ω, , such 
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Consequently, uniformly by s, |s| ≤ r we have  
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Lemma 4 is proved. 

5. Proof of the theorem. 

Now we consider the integral 
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where к = 0, 1,…, and (for к=0 we put ( ) 0,4/3 00
=++ θθsFM ). By applying the Schwartz 

inequality and changing the order of the integration we find as above: 
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122 <−+ δr  then from this estimation, it follows the convergence of the series below 

almost everywhere (for all θ , where 0Ω∈ 0Ω  is a subset of full measure, and the set 0\ ΩΩ=A  

is finite symmetrical) by θ  
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By the theorem of Yegorov (see [7, p. 166]) the series above is converging almost uniformly in 

the outside of some subset 0)(, 11 =Ω′Ω′ μ . We can suppose the set  to be finite 

symmetrical (if else one can take all permutations of all its elements). We can find some 

countable family of spheres B

1Ω′∪A

Br with the total measure of does not exceedingε , the union of 

which contains the set . Let . We have 1Ω′∪A ,...2,1},})({}{|{)( =⊂ΛΣ′∧∈Λ= nBtAttB
r rn

n U
)1()( +⊂ nn BB . Therefore, if we put , then . The set Un

nBB )(= )(sup)( )(nBmBm ≤ })({ ΛΣ′ tn  is 

closed. It is clear that if we would restrict the sequences }{ Λt  by taking only the components 

}{ ntλ  with indexes greater than n, and denote by }{ ′Λt  the restricted sequence, then the set 

 were also a closed set. Now we consider the products  for every t (the 

exterior parentheses in the difference from the interior ones sign a set of one element). We have  

)}({ ′ΛΣ′ t }}{{]1,0[ ′Λ× tn

Att n ⊂′Λ×∈Λ }}{{]1,0[}{ , 

because, if the series (9) above is divergent for given }{ Λt , then it is divergent also for every 

point of the set . So the taken open set contains the all of such points (the example 

below shows, that from this fact it does not follow the equality

}}{{]1,0[ ′Λ× tn

Ω=A . Let ];1,0[=I ];2/1;0[=U  

, and  ]1;2/1[=V
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It is clear that 0)( =sXμ for the all s. Then 0)( =Xμ , where 
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As it is seen from the construction of X the equality  is satisfied for every s).  XX s ×= ]1,0[

 Since the set  is closed then there exists only finite set R of natural numbers  }}{{]1,0[ ′Λ× tn

such, that . Consider the set of restricted points U Rr r
n Bt

∈
⊂′Λ× }}{{]1,0[ θ ′  of the spheres . 

Let 

rB

}|{ rr BB ∈′=′ θθ . Then the intersection of them being an open set contains the point }{ ′Λt . 

So we have 

UI Rr rRr r
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for every considered t. The analogical relation is true if we would exchange the point }{ Λt  by 

any limit pointω  of the sequence })({ ΛΣ t , because rB∈ω . If by B′  we denote the union of all 

open sets of the viewI , then we get the relation 
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for each considered values of t, or  
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for any limit point of ω . From this it follows that εμ ≤′)(B . The set B′  is an open set and 

. Now we can apply the lemma 4 and get the bound . So we have Bt ′⊂′ΛΣ′ )}({ εcBm n 6)( )( ≤

εcBm 6)( ≤ . 

 Consequently, by taking n=yk, k=1, 2, 3,… we find such a limit point  of 

the sequence 
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is converging for all values of Bt∉ . Since the set is closed then the limit point U r rB\Ω

}({ Λ= tω ) of the sequence ( kω ) will belong into , because the series (9) is uniformly 

convergent in the set . So the series below is convergent 
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for all values of .  Consequently, this series is convergent for all values of t, with exception 

of their set of a measure of not exceeding 

Bt∉

εc6 .  Sinceε  is any the latest result shows the 

convergence of the series (9) for the almost all t such that 10 ≤≤ t . It is clear that the last 

condition is not a main one and the result is true for almost the all real t. Then by the lemma 2 for 

any given δ0 < 1 the sequence 
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⎜
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for the all such t converges in the circle |s| ≤ rδ0  (δ0 < 1)  uniformly to some analytical function 

f(s1; t): 
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θ .       

In spite of the getting result we cannot use t as a variable because left and right sides (right 

side is defined as a limit of the sequence (11)) can have different arguments. Therefore, we 

cannot use the principle of analytical continuation. To complete the proof of the theorem we take 

any large positive number T.  Since the  set of  taken values  of t  is  everywhere  dense  in  the  

interval  [T, – T],  then the union of  the circles C(t)={σ0+it+s: |s|≤ rδ 0} contains the rectangle  

TsTrsrK ≤≤−+≤≤− 1
2
001

2
00 Im,Re: δσδσ , 

in which as it was shown above, the conditions of the lemma 2 are satisfied for the series 

+);( 111
ϑsFM ( ) L+− 1121 ;();(

12
ϑϑ sFsF MM .    

Therefore it defines some analytical function  in this rectangle. )(sF

For applying of the principle of analytical continuation we must take an one – connected 

open domain, where both of the functions )(log sζ  and  are regular. Let )(log sF Lρρ ,,1 K  are 

all possible zeroes of the zeta – function in the rectangle K, on the contour of which the zeta – 

function has not any zeroes. We take the cross cuts over the segments 1/2 ,ReRe ls ρ≤≤  

Lls l ,...,1,ImIm == ρ . In the open domain of the considering rectangle the functions )(log sζ  

and  are regular. From the lemma 4 it follows that left side of the (11) converges 

absolutely and uniformly to the 

)(log sF

)(sζ  when t=0. Therefore, the equality )()( sFs =ζ  is satisfied 

in the open domain defined above by the principle of analytical continuation. Now we get the 

equality )()( sFs =ζ  in the all rectangle (without the cross cut), because both of those functions 

are regular. The proof of the theorem is completed.  

6. Proof of the corollary. 

The deduction of the corollary comes out from the theorem of Rouch`e (see [23,p.137]. It  

is enough to show that for any 4/10 << r  in the circle C={ | s rits =−− 4/3 }, on which any 

possible zero of )(sζ  does not exist, we have 0)( ≠sζ . Let  

)(min sm
Cs
ζ

∈
= . 

By the theorem had proven above we can find such n=n(t)  for which in and on the contour C the 

following inequality holds 



mssF nn 25.0)();( ≤−ζθ . 

Then on the C the inequality  

)()();( sssF nn ζζθ ≤−  

is satisfied. By the theorem of Rouch`e the functions )(sζ  and );( nn sF θ  have the same number  

of zeroes. in the C. The proof of the corollary is completed.  

References 

   [1] B. Bagchi. A joint universality theorem for Dirichlet L –functions. Math. Zeit., 1982,v.  

181, p.319-335.  

   [2] H. Bohr, R.Courant. Neue Anwendungen der Theorie der Diophantischen Approxi-

mationen auf die Riemannsche Zetafunction. J.reine angew. Math. (1944) p.249-274. 

   [3] K.Chandrasekharan. Arithmetical functions. M. Nauka, 1975 (rus). 

   [4] J.B.Conrey. The Riemann Hypothesis. Notes of AMS.march, 2003. 

   [5] R.Courant. Differential and integral calculus. М. Nauka, 1967,510 pp. (rus). 

   [6] H.Davenport. Multiplicative number theory. М.:Nauka 1971(rus). 

   [7] N.Dunford and J.T.Schwartz. Linear operators. Part I: General theory. М. PFL, 1962, 

896 р. 

 [8]  K. Chandrasekharan. Arithmetical functions. М. Nauka, 1975., 270 pp. (rus). 

   [9] L.Euler. Introduction to the analyses of infinitesimals. – М. :ONTI, 1936. (rus). 

   [10] E. Hewitt and K.A.Ross. Abstract Harmonic Analysis. v.I, Nauka, 1975, 656 pp. 

(rus). 

   [11] I. Sh. Jabbarov. On some Dirichlet series. MAK 98, Materials of first regional math. 

conf., Publ. of Altay State Univ., Barnaul, 1998, (rus).  

   [12] А.А. Карацуба. Основы аналитической теории чисел. М. Наука, 1983, (rus). 

   [13] E. Landau Euler and Functionalgleichung der Riemannschen Zeta – Funktion. 

Bibliotheca mathematica, (3), Bd.7., H.1,1906, Leipzig, ss. 69 -79. 

   [14] А. П. Лауринчикас. Распределение значений производящих рядов Дирихле  

мультипликативных функций. Лит. мат. сб., 1982, т.22, №1, с.101-111.  

    [15]  K. Matsumoto. An introduction to the value – distribution theory of zeta – functions. 

Šiauliai Mathematical Seminar 1(9), 2006, 61 – 83.  

   [16]  A. Laurinchikas. Limit Theorems for the Riemann Zeta-Function, Kluwer, Dordrecht, 
1996. 

   [17]  H.L. Montgomery. Topics in multiplicative number theory.М.,1974(rus). 

   [18] Е.П. Ожигова. Развитие теории чисел в России. Изд. Наука, Ленинградское отд. 

Ленинград, 1972, 360 стр. 

   [19]  K. Prachar. Distribution of Prime Numbers. M.: Mir, 1987(rus).  



   [20] B. Riemann. On the number of prime numbers not exceeding a given quality.//Compo- 

sitions.–М. : ОGIZ, 1948 – p. 216 – 224(rus). 

   [21]  W. Rudin. Principles of mathematical analysis. М.: Mir,1976.319 pp. (rus). 

   [22]  E. C. Titchmarsh. Theory of Riemann Zeta – function. М. : IL, 1953(rus). 

   [23]  E. C. Titchmarsh. Theory of function. М.: GITTL, 1951.506 pp.(rus).  

   [24] S. M. Voronin, A.A. Karatsuba. The Riemann Zeta–function. M: fiz. mat. lit. ,1994, 

376 p. (rus).                 

   [25] S.M. Voronin. On The distribution of non – zero values of the Riemann Zeta function. 

Labors. MIAS – 1972 – v. 128, p. 153-175, (rus). 

   [26] S.M. Voronin. On an differential independence of ζ – function Reports of AS USSR – 

1973. v. 209, № 6, pp.1264 – 1266, (rus). 

   [27] S.M. Voronin. On an differential independence of Dirichlet`s L– functions Аctа  

Аrith. – 1975 , v. ХХVII – pp. 493 – 509. 

   [28] S.M. Voronin. The theorem on “universality” of  the Riemann zeta – function. Bulletin  

Acad. Sci. of  USSR mat.ser. – 1975 – v. 39, № 3 – pp. 475 – 486, (rus). 

   [29] S.M. Voronin. On the zeroes of zeta – functions of quadratic forms. Labors MIAS – 

1976 – v. 142 – pp. 135 – 147 (rus). 

   [30] S.M. Voronin. Analytical properties of Dirichlet generating functions of arithmetical 

objects: Diss.…D – r of fiz. – mat. sci. MIAS USSR – М., 1977 – 90p, (rus).  

   [31] S.M. Voronin. On an zeroes of some Dirichlet series, lying on the critical line. Bull. 

Acad. Sci. of  USSR mat.ser. – 1980 – v. 44 №1 – pp.63-91 (rus). 

   [32] S.M. Voronin. On the distribution of zeroes of some Dirichlet series. Labor. MIAS – 

1984 – v. 163 – pp. 74 – 77, (rus). 

 [33] A. Speiser. Geometrisches zur Riemannschen Zetafunction, Math.Ann.110 (1934), 

514 – 521. 

 [34] H. L. Mongomery. The pair correlation of zeroes of the Riemann zeta – function in 

Analytic Number Theory. (St. Louis), Proc. Sympos. Pure Math. 24. Amer. Math. Soc. 

Providence, R.I,1973,181-193. 

 [35] J. B. Conrey, A. Chosh, D. Goldston, S. M. Gonek and D. R. Heath – Brown. On the 

distribution of gaps between zeroes of the zeta – function. Oxford J. Math., Oxford (2), 36, 

(1985), 43 – 51. 

 [36] А. А. Карацуба. О нижних оценках максимума модуля дзета – функции Римана 

на коротких промежутках критической прямой. Изв. РАН, сер. мат. 2004, 68, 6, 105 – 118. 

 [37] M. Z. Garaev, C. Y. Yildirim. On small distances between ordinates of zeroes of )(sζ  

and )(sζ ′  . ArXiv:math/0610377v2 [math. NT] 19 Mar 2007. 



 [38] М. А. Королев. О больших расстояниях между соседними нулями дзета – функ-  

ции Римана. Изв. РАН, сер. мат. 2008, 72, 2, 91 – 104.  

(Ganja State University, 

AZ2000, Shah Ismail Hatai avenue 187,  

Ganja, Azerbaijan) 


